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1. INTRODUCTION AND PRELIMINARIES

The realm of fractional calculus, with its roots dating back
to the late 17th century, has gained significant prominence
in various scientific and engineering disciplines in recent
decades. Fractional calculus offers a unique and versatile
framework for describing complex phenomena that extend
beyond the scope of classical calculus. Among its key
components, fractional integrals play a pivotal role in un-
derstanding and modeling various physical, mathematical,
and engineering systems, where memory and non-local
behaviors are prevalent.

In the pursuit of harnessing the power of fractional in-
tegrals for solving practical problems, one encounters a
fundamental challenge that is their numerical evaluation.
Unlike their classical integer-order counterparts, fractional
integrals exhibit a non-local character that complicates
the computation process, making it significantly more
resource-intensive in terms of both runtime efficiency and
memory requirements. This challenge becomes particu-
larly pronounced when dealing with complex systems or
the need to evaluate fractional integrals at multiple points.

However, researchers and practitioners have sought inno-
vative solutions to overcome these computational hurdles
and unlock the potential of fractional integrals in various
applications. One promising avenue in this endeavor is
the diffusive representation of fractional integrals. This
representation introduces a novel perspective on how frac-
tional integrals can be expressed and evaluated, offering
a dynamic and sustainable solution to address the com-
putational complexities inherent in these non-local op-
erators. For a more comprehensive understanding of the
diffusive representation of fractional operators, we refer to
Montseny (1998), Diethelm (2022), Diethelm (2023b) and
references therein.

* This work has been supported by the German Federal Ministry
for Education and Research (BMBF) under Grant No. 05M22WHA.

In this paper, we embark on an exploration of an inno-
vative adaptation of the diffusive representation method
for the Riemann-Liouville integral of order a € (0,1)
pertaining to functions f € Cf[a,b] (where a and b are
real numbers satisfying a < b) commencing from point a,
denoted as

19 f(t) = %a) / (t— 1) f(r)dr. (1)

The diffusive representation of (1) is structured as an
integral that incorporates an auxiliary bivariate function.
This integral, notable for its evaluation within a fixed
range with respect to a single variable, facilitates efficient
numerical computation through the utilization of a prede-
fined quadrature formula, thereby reducing the arithmetic
complexity. Moreover, the auxiliary function can be as-
certained through the solution of a first-order differential
equation, thereby eliminating the necessity to consider
memory effects during the computational procedure.

Our aim is to improve existing diffusive representations,
offering better algorithms for approximating fractional in-
tegrals numerically. In doing so, we provide researchers and
practitioners with effective tools for handling the complex
calculations involved in fractional integrals. These up-
graded methods make it easier to solve difficult problems
with greater precision and efficiency, ultimately making
fractional calculus more practical and useful in various
fields.

We first provide the fundamental definitions and results as
outlined in Diethelm (2023a).

Definition 1. A function ¢ : Q — (0,00) is called an ad-
missible transformation if it satisfies the following criteria:

(i) The domain € represents a non-empty open interval.
(ii) 1 is strictly monotonically increasing.
(iii) v € CY(Q).

(iv) lim,_int0 ¥(r) = 0 and lim,_,gup o 9(r) = +oo.
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Theorem 2. For a given admissible transformation v :
Q — (0, 00), the Riemann-Liouville integral of order o > 0,
a € N for a function f € C[a,b], with a,b € R and a < b,
can be expressed as

12f(t) = /Q o(t,7) dr (2)
with
B(t,7) = o ¥/ (1) (W)
X / (t— T)”_(’_le_(t_TW(r)f(T) dr,

where n = [a] and the constant ¢, is given by

. n—1
sin To 1
(o = 0T T
T l—«
=1

Moreover, when considering a fixed value of r € Q, the
function ¢(-,r) is distinguished as the unique solution to
the n-th order differential equation

" /n nonOFB(t,7)
kz:o <k) (¥(r)) ¥ otk (4)
= co(r)(1(r))" " H(n = )1 f(1)

for ¢ € [a, b], subject to the initial conditions
9" ¢(a,r)

otk
Definition 3. The representation (2) of the Riemann-
Liouville integral is called a diffusive representation of IS f.

3)

—0. (5)

These definitions serve as fundamental concepts in the
understanding and application of the admissible trans-
formation and diffusive representation in the context of
fractional integrals.

In the existing literature, various methodologies have
been developed to express the fractional integral of a
given function. For instance, Li (2010) computed the
fractional integral by employing an integral representation
of the convolution kernel. Subsequently, she devised an
efficient quadrature method for this integral representation
and incorporated it into a fast time-stepping technique.
In another study by Beylkin and Monzén (2010), the
authors applied Poisson’s summation formula to discretize
the integral representation of a power function, enabling
them to approximate it using exponential functions. This
approach allowed for more efficient computation.

Furthermore, in the research presented by McLean (2018),
the idea proposed by Beylkin and Monzén (2010) was
extended and further developed by introducing an al-
ternative integral representation of the power function.
This alternative representation provided additional flex-
ibility and accuracy in fractional integral computation.
In a different study by Baffet (2019), the Gauss-Jacobi
quadrature rule was employed to approximate the kernel
of the fractional integral through a linear combination of
exponentials. This technique offered an effective means of
numerical approximation for the fractional integral.

In this paper, our focus is to develop a novel diffusive
representation for the integral presented in (2). This new
representation provides a pragmatic pathway to design
exceptionally efficient numerical algorithms for approxi-
mating the integral (2) with reduced memory usage and
computational complexity. This approach aligns with the

conventional techniques commonly employed in solving
problems involving integer-order operators. To accomplish
this, we have examined a unique form of the admissi-
ble transformation function, denoted as (), specifically
tailored to make the associated auxiliary bivariate func-
tion ¢(t,-) display exponential decay characteristics as it
approaches the boundaries of the domain 2. This char-
acteristic bears substantial significance in the context of
approximation theory, as it allows us to leverage both
the truncated trapezoidal scheme and the Gauss-Laguerre
numerical quadrature scheme for the integration of the
function ¢(t,-). Furthermore, it is essential to possess an
understanding of the integrand ¢(¢,-), and this under-
standing has been achieved by numerically solving the ini-
tial value problem indicated in (4) through the backward
Euler’s method and trapezoidal method.

2. VARIANTS OF DIFFUSIVE REPRESENTATION
ENABLING EFFICIENT NUMERICAL TREATMENT

In this section, we discuss a promising variant of the diffu-
sive representation to the integral represented in (2) for the
fractional order o € (0,1). We illustrate that within this
novel representation, the integrand ¢(¢,r) demonstrates
an exponential decay as the variable r approaches the
boundary points of the integration domain. This prop-
erty, combined with the smoothness property, facilitates
notably more efficient numerical integration.

2.1 The Fundamental Approach

Theorem 4. Let « € (0,1) and consider a function f €
Cla,b] with some a,b € R such that a < b. Define the
function ¢(t,r) as

d(t,r) = ca(l+e ") exp[(l —a)(r—e™")]

X / exp[—(t — T)exp(r —e )] f(7)dr

for all r € R and t € [a,b]. The ensuing properties can
then be observed:

(6)

(i) The function ¢(-, r) is the unique solution to the initial
value problem for a first-order differential equation on
the interval [a, b]

Op(t,r)
ot

= —exp(r—e ")o(t,r)
+ call+e ) exp(r — e £(1), )
¢(a,r) = 0.
(ii) For any t € [a, ],

rrw= [ ot dr. (8)

(iii) For any t € [a,b], the integrand ¢(¢,-) € C°(R).
(iv) For any t € [a,b], there exists a constant C' > 0 such
that

lo(t, )| < C(1+e e ) as r 500 (9)
and
lp(t, )| < C(1+ e M)et=Dr=") a5 5 —00. (10)

Proof. Noting that our assumption « € (0, 1) implies that
we have to choose n = 1 in (3), the proof of the Theorem
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can be directly deduced from the results presented in
Diethelm (2023a) upon choosing ¢(r) = exp(r — e") for
reQ=(—o00,00). O

Our decision to use this special transformation ¢ has
been motivated by observations described by McLean
(2018) who noticed some very favourable properties of this
transformation in a related context.

To further analyze the features of this transformation, we
use the following notation: Given two functions f and g
defined over R we write that f(z) ~ g(x) for x — oo if
there exist two positive numbers A and B such that

a<i® g
g(x)
whenever z is sufficiently large (and analogously for x —
—00). Effectively this means that, as = tends to the indi-
cated limit, the asymptotic behaviour of f(z) is identical
to the behaviour of g(x); in particular, both functions
decay or increase with identical rates.

Remark 5. A close inspection of the decay properties of
|p(t,7)| for fixed t € [a,b] and r — £oo as described in
egs. (9) and (10) reveals the following properties:

(a) For r — oo, the upper bound for |4(t, r)| given in (9)

is
C(]. _’_e—r)e—a(r—efr) ~ e ar

because 1+e™ " ~ 1 and r—e™" ~ r. Therefore—since
this is only an upper bound—|¢(¢,7)| decays at least
as fast as e". Indeed, a careful look at the details of
the proof of this estimate (Diethelm, 2023a, proof of
Theorem 5) shows that a faster decay rate than e= "
is possible but only for rare and exceptional choices
of the function f.

(b) However, as r — —oo, we observe a significantly
different behaviour. Specifically, in this case we have
for the terms appearing on the right-hand side of (10)
that 1+e " ~e "and r—e™" —", and therefore
the upper bound of (10) behaves as

C(14e T)eld—ar—e") | gmr=(-a)e™" _ g=(1-a)e™"
(11)
Since both o and 1 — « are positive constants, we can thus

summarize our observations as follows: The expression
|p(t,7)| decays as

< {ontair)

exp(—Q2(r))
where the function Q1(r) — oo as r — oo at an algebraic
rate whereas Qa(r) — o0 as r — —oo exponentially.
Therefore, the decay of ¢(¢,7) to zero as r — —oo is much
faster than for r — oo.

T

~ —e

for r — oo,
for r = —o0,

In practical numerical work it will be necessary to approx-
imate the function ¢(t,-) when we actually compute the
integral in (8). In this context, it is useful to note that we

can write
¢(t,7) = exp(=Q(r)) (¢, 7)
where ®(¢,-) is a bounded function and
_ [Qi(r) forr >0,
Q) = {QQ(T) for r <0,

with the functions @)1 and Q)2 mentioned in Remark 5.
From an approximation theory point of view, this is a

classical problem; in fact, one would here say that the
weight function exp(—@Q) is of Freud type for » — oo and
of Erdés type for r — —oo (Levin and Lubinsky, 2001), so
the approximation for r € [0, 00) needs to be handled in a
different way than for r € (—o0,0).

2.2 Kernel Function Approximation by Exponential Sums

Next, we proceed to derive an exponential sum approx-
imation for the kernel function of the integral presented
in (8). To achieve this, we employ the trapezoidal rule to
discretize the integral over an unbounded domain. This
rule offers an explicit discretization of the integral over
the unbounded domain, expressed as a sum of exponential
terms. Importantly, our integrand defined in (6) exhibits
a vital property of exponential decay, as delineated in
Theorem 4(iv) and discussed in more detail in Remark 5.
This characteristic allows for the effective utilization of the
well-established trapezoidal rule, known for its accuracy
in such scenarios. For a more in-depth understanding of
the exponential sum approximation, interested readers can
refer to the work presented by Beylkin and Monzén (2010)
and McLean (2018).

We recall that it is possible to express the value of I f(¢)

in the form
w O\
/ / (t—7‘> e Uyl f(7) dudr,

see, e.g., Diethelm (2023a, proof of Theorem 1). By making
the substitution u = (t —7)e" "¢ =

at
// (1+e ") [exp(r —e )3

x exp[—(t — ) exp(r —e™")]f(7) drdr
which can be expressed as

12 £(t) = ca / K(t—7)f(r)dr

where the kernel K (t) is given by

= (t—7)9(r), we arrive

I2f(t)

K@) = [ (e el - e )0

x exp[—texp(r —e~ ") dr. (12)
Applying the trapezoidal rule to discretize the integral
with step size h > 0, we obtain

)y~ h Y (I+e 't

l=—00

)exp(1h — e~'")]=e)

L exp[—texp(lh — ™M)
= Z wlefﬁ"t
l=—o0
with
wy = h(1 4+ e ") [exp(lh — e~th)| (=)
and
B = exp(lh — e ).

If we limit ¢ to a closed interval [§,b — a] with 0 < 6 < b—
a < 0o, we can expand and adapt this method to develop
a finite exponential sum approximation for the kernel K
given by
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N
K(t) = Z wie Pt for t € [5,b—a (13)
I=—M

for suitable choices of M > 0 and N > 0.

In Beylkin and Monzén (2010), the authors discussed an
innovative reduction algorithm based on Prony’s method,
specifically designed for cases with an excess of terms
and small exponents in the exponential sum approxima-
tion to a kernel function. This suggests that employing
Prony’s method allows for a substantial reduction in the
number of terms in the exponential sum, as depicted in
(13), without compromising accuracy. Consequently, nu-
merical algorithms designed using this exponential sum
approximation for approximating the fractional integral
demonstrate markedly enhanced efficiency when compared
to existing numerical methods.

2.8 Truncation Error Estimation of the Kernel Function

When dealing with practical computations, especially in
numerical analysis and real-world applications, we always
need to work with finite sums due to limitations in com-
putational resources. Hence we need to truncate the expo-
nential sum approximation of the kernel function defined
in (13). In this section, we estimate the two parts of the
associated truncation error.

For this, we define an entire analytic function g(z) for
z € C (the set of complex numbers) and ¢ > 0 such as

9(z) = 1 +e ) exp[(1 - a)(z —e )]
x exp[—texp(z — e~ 7)] (14)

which is the analytical extension of the integrand function

defined in equation (12). Then, we have the following result

which estimates the bounds of g(z):

Theorem 6. Let h > 0,0 < 6 < 1 and t € (0,1]. Then the

function g defined in (14) satisfies the bounds

—M-1
h Y glih) < Cyexp((a— 1)eMh) (15)
l=—0c0
for
_ -1
Mh > log(la(l —a)™7), forl/2<a<1,
0, for 0 < a <1/2.
and
[e%s) C B
h Y glin) < t—;exp(—eteNh ) (16)
I=N+1
for

Nh>1+log((1—a)t™).
For 0 < o < 1, (16) also holds for § = 1.

Proof. The proof can be directly derived from Lemma 2
in McLean (2018) with appropriate modifications. O

Note that formally the statement of Theorem 6 is limited
to ¢ < 1. However, this limitation can be overcome by a
simple rescaling technique as indicated in McLean (2018,
p. 928).

We can readily verify that the number A = M +1+ N
of terms needed to guarantee a relative accuracy e for
§ <t <1isof order (loge!)log(6~loge™1).

3. EFFICIENT NUMERICAL ALGORITHMS FOR
APPROXIMATE EVALUATION OF FRACTIONAL
INTEGRAL

In this section, we establish two distinct efficient numerical
algorithms for the approximate evaluation of the fractional
integral represented in (8). The first approach involves uti-
lizing an exponential sum approximation technique on the
kernel function, as defined in (13). The second approach
employs the Gauss-Laguerre quadrature formula.

8.1 Numerical Algorithm for Approzimating Fractional
Integral using Exponential Sum Approximation of the
Kernel Function

For the numerical computation of IS f(t) at the points of
the grid a = tg < t1 < --- < tp = b, let F™ = f(t,)
and define a piecewise constant interpolant F'(¢t) = F™ for
t € Jy = (tn_1,ty). Then

t

IEft) =ca | Kltn—7)f(r)dr =~ 2y (17)
j=1

a
where

K(t, —T)dr. (18)

Znj = Ca
Jj

The computational complexity for calculating this sum
within the range of 1 < n < P in a conventional way
scales proportionally to P?. Such quadratic growth can
pose challenges, particularly in scenarios where each FY
represents a large vector rather than a scalar. Furthermore,
storing F in active memory for all time levels j may not
be feasible.

Here we define an efficient algorithm to avoid these chal-
lenges based on the exponential sum approximation to the
kernel K such as

A
K(t)meleBlt for 6 <t<b—a, (19)
=1

provided that the moderate number of terms A can achieve
adequate accuracy for a choice of § > 0 that is smaller
than the time step At,, = t, — t,_1 for all n. Certainly, if
At, >dthen 6 <t,—7<b—afor0<7<t,_1, and
therefore

n—1

. tﬂ'_l ~
ZznjFJ zca/o K(t, —7)F(r)dr

Jj=1
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Hence the approximated value of the integral is expressed
as

A
ISF(ty) = 2o F™ + ) ®F
1=1
and evaluated utilizing the recursion formula
O = Kp o FP7l P800 (2<n < P) (22)

with starting value ® = 0.

(21)

Thus we can efficiently compute I®F(t,) with a satis-
factory level of accuracy using a number of operations
that is proportional to A - P. This approach yields sub-
stantial computational savings, particularly when L < P.
Moreover, we have the flexibility to overwrite <I>;L_1 with
o7, and Fn=1 with F, effectively reducing the active
storage requirement from being proportional to P to being
proportional to A.

3.2 Numerical Algorithm for Approrimating Fractional
Integral using Gauss-Laguerre Quadrature Formula

Next, we proceed to approximate the integral (8) us-
ing the A-point Gauss-Laguerre quadrature formula. This
particular quadrature method is specifically designed for
evaluating singular integrals, particularly those with the
weight function e~ over the interval [0, 00).

We decompose the integral as follows:

/Z o(t,r)dr
:/_OOO ¢>(t,r)dr+/ooo o(t,r)dr

=Ji + Jo.
Substituting r = == in J; and 7 = 2 in J, we obtain

the following expression:

1oy ———f/ et (t, —5/(1 - a)) ds
+—A ere*g(t, 5/a) ds

o

By introducing the function qAS(t, s) defined as:

1
We can then express the integral as:

Bt,3) = (120l -5/(0— ) + Zotts/a) ).

ISf(t) = /OOO e*ngAS(t, s)ds =~ Q/C\:L“[dg(t, I,

where the expression

GLa GLa)

E wGLa

represents the A-point Gauss—Laguerre quadrature formula

with weights denoted as w&l® and nodes as x&X®

To determine the Gauss-Laguerre nodes :EZGL‘I and their
corresponding weights wGL“ we follow these steps:

e Solve Lp(zfL%) =0 for n =1,2,...,

Gauss-Laguerre nodes z%¢.

A to obtain the

e To calculate the weights, use the formula
G
wle = gt
[Lata ()2

where L1 represents the Laguerre polynomial of order
A+1.

For a more detailed understanding of the Gauss-Laguerre
quadrature formula, we refer to Davis and Rabinowitz
(2007).

Theorem 7. Under the assumptions specified in Theorem
(4), we establish the following convergence result:

Jim QFF[a(t, )] = I3 £(2)
for all ¢ € [a,b].

Proof. Leveraging the properties presented in Theorem
4(iii) concerning the multiple differentiability of the func-
tion ¢(t,-), and coupled with the decay characteristics
outlined in Theorem 4(iv), we are equipped to apply a well-
established convergence result associated with the Gauss-
Laguerre quadrature formula, as documented in Davis and
Rabinowitz (2007). Consequently, we derive the desired
result. O

We emphasize here that, in view of the asymptotic be-
haviour of the integrand established in Remark 5, the
choice of the Gauss-Laguerre method is natural for the
integral Jo. i.e. for the contribution of the integral (8)
that stems from the subinterval [0, c0). For the remaining
component Ji, we had seen a much faster decay to zero
in Remark 5. Therefore, one might either follow the strat-
egy suggested by Mastroianni and Monegato (2003) and
truncate the quadrature sum, i.e. use only the summands
¢ =1,2,...,A* with A* < A (a typical choice might
be A* = A/2) to reduce the computational effort and
simultaneously improve the accuracy, or use a Gauss-type
quadrature formula for the Erdds-type weight function
(Levin and Lubinsky, 2001) instead of the Laguerre weight.

3.8 Methodology and Computational Procedures

We are now prepared to outline the method we propose
for numerically computing I f(t,,), where n = 1,2,..., P.
In this algorithm, we employ the symbol (ﬁl to denote the
approximate value of qz’;(schL“, t,,) for the current time step,
which corresponds to the currently evaluated n value.

Given the initial point a € R, the order « € (0, 1), the grid
points t, forn =1,2,..., P, and the number of quadrature
nodes A € N,

(1) For I =1,2,--- ,A:

a. Compute the Gauss Laguerre nodes 2% and the
associated weights wZle.
_ . GLa B
b. Define the auxiliary terms r; < —* and 7 <

IIGLG
c. Initialize ¢; < 0 and ¢; < 0 to denote the initial
condition for the differential equation (4)
(2) Forn=1,2,...,P:
a. set h < t, —tp_1-
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b. Forl=1,2,... A:
(i) Update the value of ¢; by solving the corre-
sponding differential equation (7) using the back-
ward Euler method

b1 ) [@ +hea(l+e)

— T i TN
1+ he(rl—e L]

Xe(la)(nerl)f(t”):| (23)

(i) Similarly, update the value of &1 by

b1 [(51 +hea(l+e™)

1
=
1+ he(fi—e™"0)

Xe(l—a)(ﬁ—e;l)f(tn>:| (24)
c. Calculate the desired approximate value for I f(t,,)
using the formula

2 1 1-
IS (a) = S wf el | o+

In this context, we opt for the backward Euler method,
taking into account the constant factor that multiplies
the unknown function ¢(-,r) in equation (7). This choice
is motivated by the need to utilize an A-stable method,
and the backward Euler method represents the simplest
among such options. Alternatively, one could consider the
trapezoidal method, which is also an A-stable approach.
However, implementing the trapezoidal method would
require modifications to the formulas provided in (23) and
(24), as follows:

1 h —r h
- _ Dalmi—eT) i
o1 Lt Eotri—e Kl 5© )¢z T3

Xca(1+er1)e(1a)(rze—rl)[f(tn)+f(tn_l)}:| (25)

and
~ 1 h (-~ _ - h
- - _ Da(fi—eT) i
du 1+%e(ﬁ*e_ﬁ) |:<1 2e )¢l+ 2
e (Lo I 1) 4 1)) (26)
respectively.

4. CONCLUSION AND FUTURE DIRECTIONS

In this research, we have introduced an innovative diffusive
representation method for the fractional integral. This
novel approach offers a practical and efficient means of
numerically approximating the integral. By strategically
selecting a specific form of the admissible transforma-
tion function, we’ve leveraged the advantageous property
of exponential decay within our integrand. This feature
has allowed us to effectively employ the trapezoidal rule
for discretization, even over unbounded domains, or the
widely-used Gauss-Laguerre quadrature method. Impor-
tantly, this approach harmonizes with common techniques
applied in solving problems featuring integer-order opera-
tors, yielding benefits in memory efficiency and computa-
tional simplicity.

While this study marks a significant advancement in the
field of numerical approximation for fractional integrals,
there are promising directions for future research and
development. These include broadening the scope of the
diffusive representation to encompass a wider range of
admissible transformation functions and domains, thereby
enhancing its versatility. Additionally, ongoing efforts can
focus on optimizing the numerical algorithms, particularly
in scenarios involving intricate functions. The practical
application of the diffusive representation in various real-
world domains, such as environmental modeling, finance,
and control systems, will help gauge its efficacy. It is
imperative to conduct rigorous error analysis to validate
the accuracy and convergence properties of the proposed
numerical methods for diverse applications.
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