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We consider the heat flow associated with the $H$-surface system given by

$$
\partial_t u - \Delta u = -2(H \circ u)D_1 u \times D_2 u \quad \text{on } B \times (0, \infty),
$$

$$
u(\cdot, 0) = u_0 \quad \text{on } B, \quad u = g \quad \text{on } \partial B \times (0, \infty),
$$

for a prescribed bounded and continuous function $H : \mathbb{R}^3 \to \mathbb{R}$ satisfying an isoperimetric condition of type $c$ for $0 < c < 1$ and time-independent Dirichlet data $g$ of class $C^{1,\gamma}$. Here, $B \subset \mathbb{R}^2$ denotes the unit disk. For the global solutions $u : B \to \mathbb{R}^3$ constructed in a preceding work, we prove short-time regularity in the sense that $u$ and $Du$ are locally Hölder continuous on $\bar{B} \times (0, T)$ up to a singular time $T > 0$. From this, we deduce the existence of a global solution $\tilde{u} : B \times (0, \infty) \to \mathbb{R}^3$ that is regular except from finitely many singular times.

1 Introduction

1.1 A brief history of the problem

A classical problem in Geometric Analysis is given by the $H$-surface system

$$
\Delta u = 2(H \circ u)D_1 u \times D_2 u \quad \text{on } B,
$$
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where $B \subset \mathbb{R}^2$ denotes the unit disk and $H: A \to \mathbb{R}$ is a given function on a subset $A \subset \mathbb{R}^3$. The geometric significance of this system is that conformal solutions $u: B \to A$ parameterize immersed 2D disk-type surfaces of prescribed mean curvature $H$. The existence problem of the associated Dirichlet problem has been studied intensively by many authors, for example, by Heinz [19], Hildebrandt [20, 21], Gulliver and Spruck [17, 18], Steffen [32, 33], and Wente [37]. For existence results under a Plateau-type boundary condition, we also refer to Struwe’s monograph [36]. In general, a solution exists only under a certain smallness condition on the given function $H$. A famous example is the condition found by Hildebrandt [20, 21], who proved existence of an $H$-surface $u: B \to B_R^3$ in a ball $B_R^3 \subset \mathbb{R}^3$ of radius $R > 0$, provided $|H| \leq \frac{1}{R}$ on $A = B_R^3$. An existence result under a different kinds of assumption was given by Wente [37], who imposed a bound on $\|H\|_{L^\infty}$ that depends on the area of a minimal surface with the prescribed boundary data. Steffen [32, 33] unified both approaches observing that an isoperimetric condition of the type $(c, s)$ on $H$ with $c < 1$ is sufficient for the solvability of the Dirichlet problem. This is the most general condition ensuring existence in the elliptic case. In the present paper, we seek to analyze the associated parabolic problem under the same condition. More precisely, in the above terminology, we have to assume an isoperimetric condition of type $(c, \infty)$, which is valid in most of the applications known from the elliptic case, see Theorem 1.3.

In a preceding work [4], we constructed global weak solutions $u: B \times [0, \infty) \to A \subset \mathbb{R}^3$ for the heat flow for $H$-surfaces, given by

$$
\begin{align*}
\partial_t u - \Delta u &= -2(H \circ u)D_1 u \times D_2 u \quad \text{in } B \times (0, \infty), \\
u &= u_0 \quad \text{on } \partial_{\text{par}}(B \times (0, \infty)),
\end{align*}
$$

for bounded continuous functions $H: A \to \mathbb{R}$ satisfying an isoperimetric condition of type $(c, s)$ for $c < 1$ and $s \leq \infty$. Moreover, the corresponding result for a Plateau-type boundary condition was established in [11]. For related results in higher dimensions, we refer the reader to [3, 24]. The solutions exist in the space $u \in L^\infty(0, \infty; W^{1,2}(B, \mathbb{R}^3))$ and satisfy $\partial_t u \in L^2(B \times (0, \infty))$. In the present article, we deal with the question of regularity of the constructed global weak solutions. The existence of regular solutions to (1.1) so far was only known under stronger assumptions than necessary for the existence result [4]. Namely, Rey [28] established the existence of a regular solution under the Hildebrandt-type assumption $|u_0| < R$ and $|H| < \frac{1}{R}$ for a Lipschitz continuous function $H: B_R^3 \to \mathbb{R}$. This condition is even strong enough to exclude the possibility of bubbling during the flow, which is the reason why Rey is able to construct even globally regular solutions.
The result of Rey was later generalized to higher dimensions $n > 2$ in [23]; see also [25] where a global $C^{1,\alpha}$-regularity result is shown under a stronger smallness assumption of the type $|u|H < 1/(2R)$. A result on short-time existence is due to Chen and Levine [6], who constructed solutions that stay regular up to a singular time $T > 0$. Chen and Levine have to assume the rather strong regularity assumption of Lipschitz continuity of $H$, but they do not need to assume any smallness condition on $H$. However, in order to extend their solution to a global solution with only finitely many singular times, they need to assume monotonicity of the Dirichlet energy $D(u(\cdot, t))$ of the solution in time. This is an extra assumption that seems to be hard to verify for a given solution, and in fact, our analysis shows that it is more natural to expect monotonicity of the energy functionals

$$t \mapsto D(u(\cdot, t)) + 2V_H(u(\cdot, t), u_0),$$

where $V_H$ denotes the oriented $H$-volume enclosed by the maps $u(\cdot, t)$ and $u_0$; see Section 2.3 for the definition. In order to exploit this monotonicity, one needs to bound the above functional from below, which is the point where the isoperimetric condition on $H$ seems to be unavoidable. Moreover, we weaken the Lipschitz assumption on $H$ and treat more generally bounded and continuous functions.

A related result is due to Struwe [35], who proved short-time existence for a free boundary condition and constant $H$ satisfying a Hildebrandt-type condition. All results on short-time existence rely on techniques developed by Struwe for the harmonic map heat flow in the salient paper [34].

1.2 Statement of the results

Before stating our results in a precise way, we gather the assumptions that we will impose throughout this article. For the obstacle $A$, we assume that

$$A \subset \mathbb{R}^3 \text{ is closed, convex, with } C^2 \text{-boundary, and bounded principal curvatures.}$$

We write $\mathcal{H}_{\partial A}(a)$ for the minimum of the principal curvatures of $\partial A$ in a boundary point $a \in \partial A$, taken with respect to the inward pointing unit normal vector. For the function $H$, we suppose that

$$H : A \to \mathbb{R} \text{ is a continuous and bounded function,}$$

and satisfies

$$|H| \leq \mathcal{H}_{\partial A} \text{ on } \partial A.$$
Moreover, we impose a \textit{spherical isoperimetric condition of type} $mc$ \textit{on} $A$, for some parameter $0 < c < 1$. This means, that for every spherical 2-current $T$ with $\text{spt} T \subset A$, we assume that
\begin{equation}
2|\langle Q, H \Omega \rangle| = 2 \left| \int_A i_Q H \Omega \right| \leq cM(T) \tag{1.6}
\end{equation}
holds true, where $Q$ is the unique integer multiplicity rectifiable 3-current with boundary $\partial Q = T$, $M(Q) < \infty$, and $\text{spt} Q \subset A$. We refer the reader to Section 2.3 for a brief explanation of the terminology from the theory of currents. In particular, in the preceding formula, we used the notation $i_Q \in L_1^1(\mathbb{R}^3, \mathbb{Z})$ for the multiplicity function associated to $Q$ and $\Omega$ for the volume form on $\mathbb{R}^3$. In the terminology of [32, 33], the above condition would be called spherical isoperimetric condition of type $(c, \infty)$. For the initial and (time-independent) boundary values, we assume that
\begin{equation}
u_0 \in W^{1,2}(B, A). \tag{1.7}
\end{equation}
According to [4], the preceding set of assumptions implies existence of global weak solutions to the $H$-surface flow with Cauchy–Dirichlet datum $u_0$. In order to achieve $C^{1,\beta}$-regularity up to the lateral boundary, we assume, moreover, that
\begin{equation}u_0 \in g + W^{1,2}_0(B, \mathbb{R}^3) \quad \text{with} \quad g \in W^{2,q}(B, \mathbb{R}^3) \quad \text{for some} \quad q > 2. \tag{1.8}\end{equation}
In particular, this implies $u_0|_{\partial B} \in C^{1,\gamma}(\partial B, \mathbb{R}^3)$ and $g \in C^{1,\gamma}(\bar{B}, \mathbb{R}^3)$ for $\gamma = 1 - \frac{2}{q} \in (0, 1)$ by the Sobolev embedding.

Our first result concerns the short-time regularity of the global weak solutions constructed in [4].

\textbf{Theorem 1.1.} Let the assumptions (1.3)–(1.8) be in force with $g \in C^{1,\gamma}(\bar{B}, \mathbb{R}^3)$ for some $\gamma \in (0, 1)$ and consider the solution $u \in L^\infty(0, \infty; W^{1,2}(B, A))$ of (1.1) constructed in [4]. Then there is a time $t_0 > 0$, depending only on $\|H\|_{L^\infty}, c$, and $u_0$ such that $u \in L^2(0, t_0; W^{2,2}(B, \mathbb{R}^3))$ and $Du \in C^{\gamma,\gamma/2}(\bar{B} \times (0, t_0), \mathbb{R}^{2,3})$. \hfill \Box

We can exploit the above result by using the values of the flow at the first singular time as the initial values for another flow and repeating this procedure iteratively. This readily yields the existence of a global solution that is regular except for a discrete set of singular times. Moreover, we prove a monotonicity property of the type (1.2) for the approximating solutions. Combined with the isoperimetric condition, this enables us to reduce the singular times to a finite set. More precisely, we have the following result.
Theorem 1.2. Under the assumptions (1.3)–(1.8), with boundary data \( g \in C^1 \gamma(\bar{B}, \mathbb{R}^3) \) for some \( \gamma \in (0, 1) \), there is a global weak solution \( u \in L^\infty(0, \infty; W^{1,2}(B, A)) \) with \( \partial_t u \in L^2(B \times (0, \infty)) \) that is regular away from a finite set of times \( \Sigma := \{T_1, \ldots, T_K\} \subset (0, \infty) \) in the sense

\[ Du \in C^{\gamma, \gamma/2}_{\text{loc}}(\bar{B} \times ((0, \infty) \setminus \Sigma)). \]

Furthermore, the number of finite times can be bounded by

\[ \text{card } \Sigma \leq C D(u_0), \]

with a constant \( C = C(\|H\|_{L^\infty}, c) \). In particular, the solution is regular on \( B \times (0, \infty) \) in the case of small initial energy \( D(u_0) < \frac{1}{C} \).

We conclude this section by mentioning some known cases in which the isoperimetric condition (1.6) is satisfied. For the proofs, we refer the reader to [12, 13, 32, 33].

Theorem 1.3. Let \( H : A \to \mathbb{R} \) be a bounded and continuous function on \( A \subset \mathbb{R}^3 \). Then each of the conditions

\[ \int_A |H|^3 \, dx < \frac{9\pi}{2}, \quad (1.9) \]

\[ A \subseteq B_R \quad \text{and} \quad \int_{\{\xi \in A : |H(\xi)| \geq \frac{1}{R}\}} |H|^3 \, dx < \frac{9\pi}{2}, \quad (1.10) \]

\[ \sup_A |H| < \frac{3}{2} \left( \frac{4\pi}{3L^3(A)} \right)^{\frac{1}{3}} \quad (1.11) \]

\[ L^3(a \in A : |H(a)| \geq \tau) \leq c \frac{4\pi}{3} \tau^{-3} \quad \text{for some } c < 1 \text{ and any } \tau > 0 \quad (1.12) \]

ensures that \( H \) satisfies a spherical isoperimetric condition of type \( c \) with \( c < 1 \).

We note that conditions (1.9) and (1.11) are generalizations of the Hildebrandt-type condition \( A = B_R \) and \( |H| < \frac{3}{2R} \).

1.3 The strategy of the proof

Finally, a few words concerning the strategy of the proof are in order.
1.3.1 A local energy inequality

The starting point for the regularity proof for solutions of the flow (1.1) is the observation that due to the critical nonlinearity on the right-hand side, regularity can be expected only under a certain smallness condition on the energy. More precisely, a common smallness condition for regularity close to a point \((x_0, t_0) \in \bar{B} \times (0, \infty)\) is

\[
\sup_{t \in (t_0 - R^2, t_0)} \int_{B_R(x_0) \cap B} |Du(\cdot, t)|^2 \, dx \leq \varepsilon_2,
\]

for a universal constant \(\varepsilon_2 > 0\). The condition (1.13) turns out to be sufficient for the Hölder continuity of the gradient once we know additionally

\[u \in L^2(t_0 - R^2, t_0; W^{2,2}(B_R(x_0) \cap B, \mathbb{R}^2)).\]  

We deduce both the conditions (1.13) and (1.14) from the approximating solutions \(u_h\) that were used in [4] to construct the solution \(u\) by letting \(h \downarrow 0\). We recall that the maps \(u_h\) were constructed as solutions of a time-discretized version of the flow by solving a minimization problem at each time step. For a brief outline of the construction, sometimes called minimal movements, we refer the reader to Section 3. The idea of the proof of (1.13) and (1.14) is to apply a time-discrete version of the difference quotient method to the maps \(u_h\) in order to derive a local energy estimate of the form

\[
\int_{B_{r/2}(x_0)} |Du_h(\cdot, s)|^2 \, dx + \int_{B_{r/2}(x_0) \times (0, s)} |D^2 u_h|^2 \, dz \\
\leq C \int_{B_r(x_0)} |Du_0|^2 \, dx + \frac{C}{r^2} \int_{B_r(x_0) \times (0, s)} |Du_h|^2 \, dz,
\]

for all sufficiently small times \(s > 0\) and an interior point \(x_0 \in B\). A similar estimate holds at the boundary with additional terms containing the boundary values. The preceding estimate would imply both (1.13) and (1.14) for \(u_h\) uniformly in \(h > 0\)—and therefore also for the limit map \(u\)—if we would choose \(r, s > 0\) sufficiently small. However, the application of the difference quotient technique is not possible in general, because of the quadratic nonlinearity on the right-hand side of the system (1.1). In fact, we can deal with this nonlinearity—using a Gagliardo–Nirenberg interpolation argument—only if we already know a smallness condition of the type (1.13) that we wish to prove (cf. Theorems 4.4 and 4.7). However, if we choose \(r > 0\) so small that

\[
\sup_{x_0 \in \bar{B}} \int_{B_r(x_0) \cap B} |Du_0|^2 \, dx \leq \varepsilon_1,
\]  

(1.16)
then we can show that this smallness condition is preserved at least for a small time span, cf. Theorem 4.11. The idea is to consider the maximal time for which (1.15) still holds for every $x_0 \in \bar{B}$. From (1.15), we infer smallness of the energy up to the time $t = s$, and using the minimizing property of $u_h$ together with the isoperimetric condition, we are able to show that the smallness of the energy is preserved in the next time step, that is, at $t = s + h$ (cf. Lemma 4.10). This enables us to apply (1.15) at the time $s + h$ instead of $s$. Inductively, this implies that (1.15) holds up to a time $t_0 > 0$ independent from $h > 0$. This argument is carried out in detail in Theorem 4.11.

Unfortunately, in the application of Lemma 4.10, it is necessary to diminish the radius of the balls under consideration. Since this lemma has to be applied at each time step, the argument cannot be made independent from $h$ unless we assume the smallness of the energy—as stated in (1.16)—in all points $x_0 \in \bar{B}$ simultaneously. In other words, it is not possible to localize this argument: if the energy begins to concentrate at one point $x_1 \in \bar{B}$, we cannot exclude the possibility that this might influence the solution at any other point $x_2 \in \bar{B}$, arbitrarily short after the concentration in $x_1$ occurs. This means that we have to implement the difference quotient argument up to the boundary even when considering the question of interior regularity.

1.3.2 Short-time regularity

Having established the energy inequality (1.15) uniformly in $h > 0$, we can pass to the limit $h \downarrow 0$ to infer the desired properties (1.13) and (1.14) for the solution $u$ of the flow. These assumptions enable us to prove the $C^{1,\gamma}$-regularity for the solution. To this end, we apply the method of caloric approximation that was used before in the elliptic setting of the harmonic map system by Simon [31], see also [9] for the $p$-harmonic case. In Section 5, we extend this argument to the $H$-surface flow. This becomes particularly involved in the boundary case, where we first have to flatten the boundary in order to apply the caloric approximation lemma at the flat boundary and then transform back to the unit disk to derive the excess decay estimates that lead to the regularity of the solution. In this manner, we establish Hölder continuity of the spatial gradient up to a positive time $t_0 > 0$.

1.3.3 Regularity except from finitely many times

In order to construct a solution with only finitely many singular times, we consider the functional $E_H(\tilde{u}) := D(\tilde{u}) + 2V_H(\tilde{u}, u_0)$. From the minimizing property of the approximating solutions $u_h$, it is straightforward to deduce that the functionals $E_H(u_h(\cdot, t))$ are
weakly decreasing in time for every $h > 0$ (cf. Equation (3.4)). The isoperimetric condition on $H$, furthermore, implies a lower bound on $E_H$. The key step in the proof is to show that at every singular time, the functional $E_H$ is reduced by a fixed amount. This is a consequence of the $\varepsilon$-regularity theorem from Section 5, which implies that the Dirichlet energies of the $u_h$ have to concentrate at a singularity, when $h \downarrow 0$. The argument is carried out in Section 6. It relies on a lower semicontinuity property of $E_H$ that can be established with methods from [8], combined with a careful analysis of the energy concentration at the singularity.

2 Preliminaries

2.1 Notation

We write $B_\rho(x_0) \subset \mathbb{R}^2$ for the open disk with radius $\rho > 0$ and center $x_0$. The backwards parabolic cylinder with center in $z_0 = (x_0, t_0) \in \mathbb{R}^2 \times \mathbb{R}_+$ will be abbreviated by

$$Q_\rho(z_0) = B_\rho(x_0) \times (t_0 - \rho^2, t_0).$$

For mean values over such cylinders, we use the abbreviation $(u)_{z_0, \rho} := \frac{1}{f_{Q_\rho(z_0)}} u(z) \, dz$. Moreover, we use the notation

$$B_\rho^+(x_0) := B_\rho(x_0) \cap B \quad \text{and} \quad Q_\rho^+(z_0) := B_\rho^+(x_0) \times (t_0 - \rho^2, t_0).$$

For the Dirichlet energy of $u \in W^{1,2}(B, \mathbb{R}^3)$, we write

$$D(u) := \frac{1}{2} \int_B |Du|^2 \, dx \quad \text{and} \quad D_G(u) := \frac{1}{2} \int_G |Du|^2 \, dx,$$

for any subset $G \subset B$.

2.2 Some analytical tools

Next, we recall a well-known iteration lemma whose proof can, for example, be found in [16, Lemma 6.1].

Lemma 2.1. Let $0 < r < R < \infty$ and let $f : [r, R] \to [0, \infty)$ be a bounded function which satisfies for all $r \leq s < t \leq R$

$$f(s) \leq \theta f(t) + \frac{B}{(t-s)^\theta} + C,$$
for constants $B, C \geq 0$, $\beta > 0$, and $\vartheta \in (0, 1)$. Then we have the bound
\[
 f(r) \leq c(\beta, \vartheta) \left[ \frac{B}{(R - r)^\beta} + C \right].
\]

The crucial tool to deal with the critical nonlinearity of the $H$-surface system is the following Gagliardo–Nirenberg-type interpolation inequality.

**Lemma 2.2 ([27]).** Consider a ball $B_\rho(x_0)$ of dimension $n \geq 2$ and radius $0 < \rho \leq 1$, integrability exponents $1 \leq \sigma, q, r < \infty$ and a parameter $\vartheta \in (0, 1)$ that are related by the inequality
\[
 -\frac{n}{\sigma} \leq \vartheta \left( 1 - \frac{n}{q} \right) - (1 - \vartheta) \frac{n}{r}.
\]
There is a constant $c = c(n, q, r)$ such that for any $v \in W^{1,q}(B_\rho(x_0))$, we have
\[
 \int_{B_\rho(x_0) \cap B} \left[ \frac{v^\sigma}{\rho} \right] dx \leq c \left[ \int_{B_\rho(x_0) \cap B} \left[ \frac{v^q}{\rho} \right] + |Dv|^q \right]^{\frac{\sigma}{q}} \left[ \int_{B_\rho(x_0) \cap B} \left[ \frac{v^r}{\rho} \right] dx \right]^{\frac{1 - \vartheta}{r}}.
\]

For a map $u \in W^{2,2}(B_\rho(x_0), \mathbb{R}^N)$ on a ball $B_\rho(x_0) \subset \mathbb{R}^2$, we apply this inequality to $v = |Du| \in W^{1,2}(B_\rho(x_0))$ with the parameters $\sigma = 4$, $n = 2$, $q = r = 2$, and $\vartheta = \frac{1}{2}$. This leads to the estimate
\[
 \int_{B_\rho(x_0) \cap B} |Du|^4 \ dx \leq C \int_{B_\rho(x_0) \cap B} |Du|^2 \ dx \int_{B_\rho(x_0) \cap B} |D^2u|^2 + \left| \frac{Du}{\rho} \right|^2 \ dx,
\]
which holds true with a universal constant $C$. Now we consider a time-dependent map $u \in L^2(t_1, t_2; W^{2,2}(B_\rho(x_0), \mathbb{R}^N))$ in two space dimensions. Applying the preceding estimate on each time slice and integrating with respect to time, we obtain
\[
 \int_{t_1}^{t_2} \int_{B_\rho(x_0) \cap B} |Du|^4 \ dx \ dt \leq C \sup_{t \in (t_1, t_2)} \int_{B_\rho(x_0) \cap B} |Du(\cdot, t)|^2 \ dx \int_{t_1}^{t_2} \int_{B_\rho(x_0) \cap B} |D^2u|^2 + \left| \frac{Du}{\rho} \right|^2 \ dx \ dt.
\]

2.3 The $H$-volume functional

In this section, we recall the definition and some properties of the $H$-volume functional, which go back to [32], respectively [13]. We also refer to our earlier work [4] for a more detailed overview. The definition of the $H$-volume functional relies on the theory of currents, for which the standard references are [15, 29]. Every map $u \in W^{1,2}(B, \mathbb{R}^3)$
determines an associated 2-current \( J_u \) on \( \mathbb{R}^3 \) by
\[
J_u(\omega) := \int_B u^\# \omega = \int_B (\omega \circ u, D_1 u \wedge D_2 u) \, dx \quad \text{for all } \omega \in \mathcal{D}^2(\mathbb{R}^3).
\]

Here, \( \mathcal{D}^k(\mathbb{R}^3) \) denotes the space of smooth \( k \)-forms with compact support in \( \mathbb{R}^3 \) for \( k \in \{0, 1, 2, 3\} \). A Lusin-type approximation argument (cf. [14, Section 6.6.3]) yields that \( J_u \) is an integer multiplicity rectifiable 2-current of finite mass. For a closed convex obstacle \( A \subseteq \mathbb{R}^3 \) and a fixed reference surface \( u_o \in W^{1,2}(B, A) \), we define the set of admissible surfaces by
\[
S(u_o, A) := \{ u \in W^{1,2}(B, A) : u - u_o \in W^{1,2}_0(B, \mathbb{R}^3) \}.
\]

Then for any \( u, v \in S(u_o, A) \), the current \( (J_u - J_v)(\omega) \) is determined by integration of \( u^\# \omega - v^\# \omega \) over the set \( G := \{ x \in B : u(x) \neq v(x) \} \). This implies
\[
M(J_u - J_v) \leq D_G(u) + D_G(v),
\]
where \( M \) denotes the mass of a current. From [13, Lemma 3.3], respectively [8], we recall that \( J_u - J_v \) is a spherical 2-current with support in \( A \), that is, it can be written in the form \( (J_u - J_v)(\omega) = \int_{S^2} f^\# \omega \) for all \( \omega \in \mathcal{D}^2(\mathbb{R}^3) \) and a map \( f \in W^{1,2}(S^2, A) \). We recall that the support of a general \( k \)-current \( T \) in \( \mathbb{R}^3 \) is defined by
\[
spt T := \bigcap \{ K \subset \mathbb{R}^3 : K \text{ closed}, T(\omega) = 0 \text{ for all } \omega \in \mathcal{D}^k(\mathbb{R}^3) \text{ with } spt(\omega) \subset \mathbb{R}^3 \setminus K \}.
\]

The following result is crucial for our purposes.

**Lemma 2.3** ([4, Lemma 3.4]). Let \( A \subseteq \mathbb{R}^3 \) be a closed convex set. Then for every spherical 2-current \( T \) with support in \( A \), there exists a unique integer multiplicity rectifiable 3-current \( Q \) with \( M(Q) < \infty, \partial Q = T \), and \( spt Q \subseteq A \). \( \square \)

The 3-currents \( Q \) as in the lemma can be represented by a multiplicity function \( i_Q \in L^1(\mathbb{R}^3, \mathbb{Z}) \) with \( spt(i_Q) \subset A \) in the sense
\[
Q(\gamma) = \int_{\mathbb{R}^3} i_Q \gamma \quad \text{for all } \gamma \in \mathcal{D}^3(\mathbb{R}^3).
\]

Now we are prepared to give the definition of the oriented \( H \)-volume enclosed by two maps \( u, v \in S(u_o, A) \).

**Definition 2.4.** For given functions \( u, v \in S(u_o, A) \), we write \( I_{u,v} \) for the unique integer multiplicity rectifiable 3-current with boundary \( \partial I_{u,v} = J_u - J_v \), finite mass \( M(I_{u,v}) < \infty \).
and \( \text{spt } I_{u,v} \subseteq A \). Moreover, by \( i_{u,v} \in L^1(\mathbb{R}^3, \mathbb{Z}) \), we denote the associated multiplicity function. Then the \( H \)-volume enclosed by \( u \) and \( v \) is defined by

\[
V_H(u, v) := I_{u,v}(H\Omega) = \int_{\mathbb{R}^3} i_{u,v} H\Omega.
\]

Here, \( \Omega \) denotes the volume form on \( \mathbb{R}^3 \).

The next lemma contains the properties of the \( H \)-volume functional that will be relevant for the present article. For the proof, we refer the reader to [13, Lemma 3.6(i)] or [8, Lemma 3.5(i)].

**Lemma 2.5.** Let \( u, \tilde{u}, v \in S(u_0, A) \) be given. Then we have

\[
V_H(\tilde{u}, u) + V_H(u, v) = V_H(\tilde{u}, v).
\]

If \( H : A \to \mathbb{R}^3 \) is bounded, we, moreover, know

\[
|V_H(\tilde{u}, u)| \leq \|H\|_{L^\infty} \|u - \tilde{u}\|_{L^\infty} [D_G(u) + D_G(\tilde{u})],
\]

where \( G = \{x \in B : u(x) \neq \tilde{u}(x)\} \).

2.4 \( H \)-volume and spherical isoperimetric condition

The crucial assumption on the prescribed mean curvature function \( H : A \to \mathbb{R}^3 \) which ensures existence of solutions to the \( H \)-surface flow is a spherical isoperimetric condition of type \( c \in (0, 1) \), see (1.6) for the definition. We will exploit this assumption in form of the following bound for the \( H \)-volume \( V_H(u, v) \) for any \( u, v \in S(u_0, A) \):

\[
2|V_H(u, v)| \leq cM(J_u - J_v) \leq c(D_G(u) + D_G(v)), \tag{2.4}
\]

where \( G = \{x \in B : u(x) \neq v(x)\} \). The first inequality is a consequence of the isoperimetric condition, and the second one follows from (2.3).

3 The Construction

In [4], respectively in [11], we constructed approximations to the \( H \)-surface flow via the following recursive scheme: For a fixed step size \( h > 0 \), we define maps \( u_{j,h} \in W^{1,2}(B, A) \) for any \( j \in \mathbb{N}_0 \) by letting \( u_{0,h} := u_0 \) and then, assuming that \( u_{j-1,h} \) is already constructed,
we choose \( u_{j,h} \in W^{1,2}(B, A) \) as a minimizer of the functional

\[
F_{j,h}(\tilde{u}) := D(\tilde{u}) + 2V_H(\tilde{u}, u_o) + \frac{1}{2h} \int_B |\tilde{u} - u_{j-1,h}|^2 \, dx.
\] (3.1)

The existence of a minimizer to this functional was established in [4, 11]. Then we let

\[
u_h(x, t) := u_{j,h}(x) \quad \text{for } j \in \mathbb{N} \text{ with } (j - 1)h < t \leq jh,
\] (3.2)

and \( u_h(x, t) := u_o(x) \) for \( t \leq 0 \). Using \( u_{j-1,h} \) as a competitor for the minimizer \( u_{j,h} \) of the functional \( F_{j,h} \), we deduce

\[
D(u_{j,h}) + 2V_H(u_{j,h}, u_o) + \frac{1}{2h} \int_B |u_{j,h} - u_{j-1,h}|^2 \, dx \\
\leq D(u_{j-1,h}) + 2V_H(u_{j-1,h}, u_o),
\] (3.3)

for all \( j \in \mathbb{N} \). This implies that

\[
[0, \infty) \ni t \mapsto D(u_h(\cdot, t)) + 2V_H(u_h(\cdot, t), u_o) \text{ is nonincreasing,}
\] (3.4)

for every \( h > 0 \). Moreover, we can iterate (3.3) and exploit the isoperimetric condition (1.6) as in [4, Estimates (8.4) and (8.5)] to get the energy inequality

\[
\sup_{j \in \mathbb{N}} \left[ D(u_{j,h}) + \sum_{\ell=1}^{j} \frac{1}{2h} \int_B |u_{\ell,h} - u_{\ell-1,h}|^2 \, dx \right] \leq C_1 D(u_o),
\] (3.5)

for all \( h > 0 \), with the constant \( C_1 = \frac{1+c}{1-c} \) which is in particular independent from \( h \). Note that \( 0 < c < 1 \) denotes the constant from the isoperimetric condition (1.6). The functions \( u_{j,h} \) weakly solve the Euler–Lagrange system

\[
\frac{u_{j,h} - u_{j-1,h}}{h} - \Delta u_{j,h} = -2(H \circ u_{j,h})D_1 u_{j,h} \times D_2 u_{j,h},
\] (3.6)

and can therefore be thought of as solutions to a time-discrete \( H \)-surface flow. As shown in [4, Section 8], for a sequence \( h_i \downarrow 0 \) we can achieve convergence

\[
u_h \overset{*}{\rightharpoonup} u \quad \text{weakly* in } L^\infty(0, T; W^{1,2}(B, \mathbb{R}^3)),
\]

\[
u_h \to u \quad \text{strongly in } L^\infty(0, T; L^2(B, \mathbb{R}^3)),
\]

(3.7)
for a map \( u \in L^{\infty}(0, T; W^{1,2}(B, A)) \cap C^0([0, T], L^2(B, A)) \). Moreover, according to [4, Section 8], the limiting map satisfies \( \partial_t u \in L^2(B \times (0, \infty), \mathbb{R}^3) \) and weakly solves the \( H \)-surface system

\[
\partial_t u - \Delta u = -2(H \circ u) D_1 u \times D_2 u \quad \text{in } B \times (0, \infty).
\]

(3.8)

4 Local Energy Bounds

The aim of this section is the proof of the following theorem.

**Theorem 4.1.** There exist universal constants \( \delta = \delta(\|H\|_{L^\infty}, c, D(u_0), \|Dg\|_{W^{1,2}}) > 0 \) and \( \varepsilon_1 = \varepsilon_1(\|H\|_{L^\infty}, c) > 0 \), and moreover a radius \( r_0 = r_0(\|Dg\|_{L^4}) \in (0, \frac{1}{4}] \) with the following property: Assume that for a time \( t_1 \geq 0 \), some radius \( r \in (0, r_0) \) and \( h \in (0, \delta r^2) \), we have that

\[
\varepsilon := \sup_{x_0 \in \overline{B}} \int_{B_r(x_0) \cap B} |D u_h(\cdot, t_1)|^2 \, dx \leq \varepsilon_1
\]

holds true. Then, for every \( t_2 \in (t_1, t_1 + \delta r^2 - h) \) and every disk \( B_r(x_0) \) with \( x_0 \in \overline{B} \), we have

\[
\sup_{t_1 \leq t \leq t_2} \int_{B_r(x_0) \cap B} |D u_h(\cdot, t)|^2 \, dx + \int_{t_1}^{t_2} \int_{B_r/2(x_0)} |D^2 u_h|^2 \, dx \, dt
\]

\[
\leq C \varepsilon + C \frac{t_2 - t_1}{r^2} (D(u_0) + \|Dg\|_{W^{1,2}}^2) + Cr \|Dg\|_{L^4}^2,
\]

with a universal constant \( C \) depending only on \( \|H\|_{L^\infty} \). In the case of an interior disk \( B_r(y) \subset B \), the terms involving the boundary data \( g \) can be omitted in the last estimate.

\[\square\]

The proof will be given in Section 4.3. We can exploit this theorem at all times \( t \geq 0 \) for which we know the smallness condition (4.1) to hold independently from \( h > 0 \). This is indeed the case for \( t = 0 \), since we chose the initial values \( u_0 \) independently from \( h \). Letting \( h \downarrow 0 \) and using the convergence \( u_h \rightharpoonup u \) in \( L^\infty-\mathcal{W}^{1,2} \), we deduce the following corollary.

**Corollary 4.2.** For the constants \( \delta, \varepsilon_1 > 0 \), the radius \( r_0 \in (0, \frac{1}{4}] \) and \( C \) from Theorem 4.1, the following holds true: If \( r \in (0, r_0) \) is chosen so small that

\[
\varepsilon := \sup_{x_0 \in \overline{B}} \int_{B_r(x_0) \cap B} |D u_0|^2 \, dx \leq \varepsilon_1,
\]

\[\square\]
then for every \( t_2 \in (0, \delta r^2) \) and every disk \( B_r(x_0) \) with \( x_0 \in \tilde{B} \), we have

\[
\sup_{0 \leq t \leq t_2} \int_{B_{r/2}(x_0) \cap B} |Du(\cdot, t)|^2 \, dx + \int_0^{t_2} \int_{B_{r/2}(x_0)} |D^2 u|^2 \, dx \, dt \\
\leq C \varepsilon + C t_2 \frac{r^2}{r^2} (D(u_0) + \|Dg\|_{W^{1,2}}^2) + Cr \|Dg\|_{L^4}^2.
\]

In particular, this shows that \( u \in L^2(0, \delta r^2; W^{2,2}(B, \mathbb{R}^3)) \). □

### 4.1 Difference quotient technique for the time-discrete parabolic system

Using the minimizing property of \( u_{j,h} \) and elliptic estimates, in a preceding work we already proved in the interior \( u_{j,h} \in W^{2,2}_{\text{loc}} \) for every \( j \in \mathbb{N} \) and \( h > 0 \) and the corresponding quantitative \( W^{2,2} \)-estimates, see [4, Lemma 7.3], and also [11, Lemma 8.1]. We can actually extend this kind of regularity up to the boundary.

**Lemma 4.3.** For every \( j \in \mathbb{N} \) and \( h > 0 \), we have \( u_{j,h} \in W^{1,4}(B, \mathbb{R}^3) \cap W^{2,2}(B, \mathbb{R}^3) \). □

**Proof.** Since we know already that \( u_j \in W^{2,2}_{\text{loc}}(B, \mathbb{R}^3) \hookrightarrow C^{0,\alpha}_{\text{loc}}(B, \mathbb{R}^3) \) from [4, Lemma 7.3], and since the boundary datum \( u_0|_{\partial B} \) is continuous by assumption, the argument by Hildebrandt and Kaul [22] gives \( u_j \in C^0(B, \mathbb{R}^3) \), cf. also [11, Lemma 8.2]. Next, we extend \( u_j - g \) by reflection across \( \partial B \), that is, we define

\[
v_j(x) := \begin{cases} 
(u_j - g)(x) & \text{if } x \in B, \\
-(u_j - g) \left( \frac{x}{|x|^2} \right) & \text{if } x \in B_2 \setminus B,
\end{cases}
\]

for any \( j \in \mathbb{N}_0 \). From what we know so far about \( u_j \), we conclude that these maps are continuous on \( B_2 \). Next, we recall that on the unit disk \( B \), the maps \( v_j \) weakly solve

\[
\frac{u_j - u_{j-1}}{h} - \Delta v_j = -2(H \circ u_j)D_1 u_j \times D_2 u_j + \Delta g.
\]

By the conformal covariance of the Laplacian, we have \( \Delta v_j(x) = -\frac{1}{|x|^2} \Delta (u_j - g)(\frac{x}{|x|^2}) \) on \( B_2 \setminus B \) and therefore we can re-write the preceding equation in the form

\[
-\Delta v_j = F_1 + F_2 \quad \text{weakly on } B_2 \setminus \tilde{B} \text{ and weakly on } B, \tag{4.2}
\]

with \( |F_1| \leq C |\Delta v_j|^2 \) and \( F_2 \in L^2(B_2) \). More precisely, it holds

\[
\|F_2\|_{L^2} \leq C \left[ \left\| \frac{u_j - u_{j-1}}{h} \right\|_{L^2} + \|Dg\|_{L^4}^2 + \|\Delta g\|_{L^2} \right],
\]
and \( F_i(x) = -\frac{1}{|x|^4} F_i(\frac{x}{|x|^2}) \) for \( x \in B_2 \setminus \tilde{B} \) and \( i \in \{1, 2\} \). We claim that (4.2) is satisfied on all of \( B_2 \). To this end, we choose an arbitrary testing function \( \varphi \in C_0^\infty(B_2 \setminus \overline{B_{1/2}}, \mathbb{R}^3) \) and decompose \( \varphi \) into its antisymmetric and its symmetric part with respect to reflection across \( \partial B \), that is, \( \varphi = \varphi_- + \varphi_+ \), where

\[
\varphi_- \left( \frac{x}{|x|^2} \right) = -\varphi_-(x) \quad \text{and} \quad \varphi_+ \left( \frac{x}{|x|^2} \right) = \varphi_+(x),
\]

for all \( x \in B_2 \setminus \overline{B_{1/2}} \). This implies in particular \( \varphi_- = 0 \) on \( \partial B \) so that \( \varphi_- \) is an admissible testing function in (4.2); note that \( \varphi_- \in W_0^{1,2} \cap L^\infty \) on \( B_2 \setminus \tilde{B} \) and \( B \). We thereby deduce that

\[
\int_{B_2} \nabla v_j \cdot \nabla \varphi_- \, dx = \int_{B_2} (F_1 + F_2) \cdot \varphi_- \, dx \quad (4.3)
\]

holds true. Next, we use the symmetry of \( \varphi_+ \) and of \( v_j \) to calculate

\[
\int_{B_2 \setminus B} \nabla v_j(x) \cdot \nabla \varphi_+(x) \, dx = -\int_{B_2 \setminus B} \nabla \left[ v_j \left( \frac{x}{|x|^2} \right) \right] \cdot \nabla \left[ \varphi_+ \left( \frac{x}{|x|^2} \right) \right] \, dx
\]

\[
= -\int_{B_2 \setminus B} \nabla v_j \left( \frac{x}{|x|^2} \right) \cdot \nabla \varphi_+ \left( \frac{x}{|x|^2} \right) \frac{1}{|x|^4} \, dx
\]

\[
= -\int_{B \setminus B_{1/2}} \nabla v_j(x) \cdot \nabla \varphi_+(x) \, dx.
\]

Here, we transformed in the second last line the integral by the transformation \( \psi(x) = \frac{x}{|x|^2} \), which satisfies \( |\det D\psi(x)| = \frac{1}{|x|^4} \). This means that

\[
\int_{B_2} \nabla v_j(x) \cdot \nabla \varphi_+(x) \, dx = \int_{B_2 \setminus B} \nabla v_j(x) \cdot \nabla \varphi_+(x) \, dx + \int_{B \setminus B_{1/2}} \nabla v_j(x) \cdot \nabla \varphi_+(x) \, dx = 0.
\]

A similar computation shows that

\[
\int_{B_2} (F_1 + F_2) \cdot \varphi_+ \, dx = 0.
\]

Joining these results with (4.3), we arrive at

\[
\int_{B_2} \nabla v_j \cdot \nabla \varphi \, dx = \int_{B_2} (F_1 + F_2) \cdot \varphi \, dx,
\]

which proves the claim that \( v_j \) weakly solves

\[-\Delta v_j = F_1 + F_2 \quad \text{on} \quad B_2.\]
We recall that $|F_1| \leq C |Dv_j|^2$ and $F_2 \in L^2(B_2)$ so that this is exactly the type of system considered in [11]. Since we already know that $v_j$ is continuous, we can apply the Calderón–Zygmund estimates from [11, Theorem 7.5] to deduce $v_j \in W^{1,4}_{\text{loc}}(B_2, \mathbb{R}^3)$. At this stage, one should mention that we only need to apply [11, Theorem 7.5] in the case of an interior disk. This implies that $F_1 + F_2 \in L^2_{\text{loc}}(B_2, \mathbb{R}^3)$, so that a standard application of the difference quotient technique implies $v_j \in W^{2,2}_{\text{loc}}(B_2, \mathbb{R}^3)$. In particular, we have $u_j - g = v_j|_B \in W^{2,2}(B, \mathbb{R}^3)$, which implies the claim.

In [4, Lemma 7.3], we established the corresponding quantitative estimates on the time slices, see also [11, Lemma 8.1] for a version at the Plateau boundary. However, these estimates are not suitable for our purposes since they depend on the discrete time derivative. Here, we need to establish a parabolic counterpart of these estimates that exploits the fact that the sequence $(u_{j,h})_{j \in \mathbb{N}_0}$ solves a time-discrete parabolic system.

**Theorem 4.4.** There are constants $\varepsilon_o = \varepsilon_o(\|H\|_{L^\infty}) > 0$ and $C_2 = C_2(\|H\|_{L^\infty})$ such that the following holds: Assume that the maps $u_{j,h} \in W^{1,2}(B, \mathbb{R}^3)$ constructed in Section 3 satisfy

$$
\sup_{j_1 + 1 \leq j \leq j_2} \int_{B_h(x_0)} |Du_{j,h}|^2 \, dx \leq \varepsilon_o,
$$

for some $j_1 < j_2$ in $\mathbb{N}_0$ and some disk $B_R(x_0) \subset B$. Then, for any $r \in \left[\frac{3}{2}, R\right)$, we can conclude

$$
\int_{B_r(x_0)} |Du_{j,h}|^2 \, dx + h \sum_{j=j_1+1}^{j_2} \int_{B_h(x_0)} |D^2u_{j,h}|^2 \, dx

\leq C_2 \int_{B_h(x_0)} |Du_{j_1,h}|^2 \, dx + \frac{C_2 h}{(R-r)^2} \sum_{j=j_1+1}^{j_2} \int_{B_h(x_0)} |Du_{j,h}|^2 \, dx.
$$

**Proof.** For the sake of convenience, we omit the step size $h$ in the notation and write $u_j$ instead of $u_{j,h}$. Moreover, all appearing disks will have center in $x_0$ and therefore we omit in the notation also the center. From Lemma 4.3, we know $u_j \in W^{2,2}(B, \mathbb{R}^3)$ for every $j \in \mathbb{N}$. Consequently, we can test Equation (3.6) with the testing functions $D_\alpha(\eta^2 D_\alpha u_j)$ for $\alpha \in \{1, 2\}$, whenever $\eta \in C_0^\infty(B_R(x_0))$ is a smooth cut-off function. After three integrations by parts, this leads us to

$$
\frac{1}{h} \int_B \eta^2 D_\alpha u_j \cdot (D_\alpha u_j - D_\alpha u_{j-1}) \, dx + \int_B D_\alpha Du_j \cdot [\eta^2 D_\alpha u_j + 2\eta D\eta \otimes D_\alpha u_j] \, dx

\leq C \int_B |Du_j|^2 |D_\alpha(\eta^2 D_\alpha u_j)| \, dx.
$$
We multiply this inequality by $h$, sum over $\alpha = 1, 2$ and apply Young’s inequality several times. In this way, we deduce

$$\int_B \eta^2 |Du_j|^2 \, dx + h \int_B \eta^2 |D^2 u_j|^2 \, dx$$

$$\leq \frac{1}{2} \int_B \eta^2 |Du_j|^2 \, dx + \frac{1}{2} \int_B \eta^2 |Du_{j-1}|^2 \, dx + \frac{1}{2} h \int_B \eta^2 |D^2 u_j|^2 \, dx$$

$$+ Ch \int_B |D\eta|^2 |Du_j|^2 \, dx + Ch \int_B \eta^2 |Du_j|^4 \, dx.$$

The first and third integrals on the right-hand side can be re-absorbed into the left-hand side. Now, we fix radii $r \leq \rho < \sigma \leq R$ and choose a cut-off function $\eta \in C_0^\infty (B_\sigma, [0, 1])$ with $\eta \equiv 1$ on $B_\rho$ and $\|D\eta\|_{L^\infty} \leq 2/(\sigma - \rho)$. Then, from the preceding estimate, we infer

$$\int_B \eta^2 |Du_j|^2 \, dx + h \int_{B_\rho} |D^2 u_j|^2 \, dx$$

$$\leq \int_B \eta^2 |Du_{j-1}|^2 \, dx + \frac{Ch}{(\sigma - \rho)^2} \int_{B_\rho} |Du_j|^2 \, dx + Ch \int_{B_\rho} |Du_j|^4 \, dx.$$

Summing this estimate over $j = j_1 + 1, \ldots, j_2$ and taking advantage of cancellations, we deduce

$$\int_{B_\rho} |Du_{j_1}|^2 \, dx + h \sum_{j=j_1+1}^{j_2} \int_{B_\rho} |D^2 u_j|^2 \, dx$$

$$\leq \int_{B_\rho} |Du_{j_1}|^2 \, dx + \frac{Ch}{(\sigma - \rho)^2} \sum_{j=j_1+1}^{j_2} \int_{B_\rho} |Du_j|^2 \, dx + Ch \sum_{j=j_1+1}^{j_2} \int_{B_\rho} |Du_j|^4 \, dx.$$

For the estimate of the last term, we combine the Gagliardo–Nirenberg inequality (2.1) with the assumption (4.4), with the result

$$\int_{B_\rho} |Du_j|^4 \, dx \leq C \varepsilon_0 \int_{B_\rho} |D^2 u_j|^2 + \left| \frac{Du_j}{\sigma} \right|^2 \, dx,$$

for all $j \in \mathbb{N}$ with $j_1 + 1 \leq j \leq j_2$. Joining the two preceding estimates and keeping in mind $\sigma - \rho \leq \sigma$, we arrive at

$$f(\rho) \leq C \varepsilon_0 f(\sigma) + \int_{B_R} |Du_{j_1}|^2 \, dx + \frac{Ch}{(\sigma - \rho)^2} \sum_{j=j_1+1}^{j_2} \int_{B_{j_1}} |Du_j|^2 \, dx,$$
where we have set

\[ f(s) := \int_{B_s} |Du_j|^2 \, dx + h \sum_{j = j_1 + 1}^{j_2} \int_{B_s} |D^2u_j|^2 \, dx. \]

At this stage, we choose \( \varepsilon_0 > 0 \) so small that \( C_0 \varepsilon_0 \leq \frac{1}{2} \). Then we can apply Lemma 2.1 to the function \( f(s) \). This implies the asserted estimate. \( \blacksquare \)

**Corollary 4.5.** There are constants \( \varepsilon_0 = \varepsilon_0(\|H\|_{L^\infty}) > 0 \) and \( C_2 = C_2(\|H\|_{L^\infty}) \) such that the following holds: Assume that the maps \( u_{j,h} \in W^{1,2}(B, \mathbb{R}^3) \) constructed in Section 3 satisfy (4.4) for some \( j_1 < j_2 \) in \( \mathbb{N}_0 \) and some disk \( B_R(x_0) \subset B \). Then, for any radius \( r \in [\frac{R}{2}, R) \) and \( j^* \in \mathbb{N}_0 \) with \( j_1 + 1 \leq j^* < j_2 \), we have

\[
\int_{B_R(x_0)} |Du_{j^*,h}|^2 \, dx + h \sum_{j = j^* - 1}^{j_2} \int_{B_R(x_0)} |D^2u_{j,h}|^2 \, dx \leq \left[ \frac{C_2 h}{(R - r)^2} + \frac{C_2}{j^* - j_1} \right] \sum_{j = j_1}^{j_2} \int_{B_R(x_0)} |Du_{j,h}|^2 \, dx. \quad (4.5)
\]

**Proof.** We apply Theorem 4.4 with \( j_1, j_1 + 1, \ldots, j^* - 1 < j_2 \) instead of \( j_1 \) and sum up the resulting inequalities. The resulting inequality we divide by \( j^* - j_1 \). This yields the result. \( \blacksquare \)

**Corollary 4.6.** There are constants \( \varepsilon_0 = \varepsilon_0(\|H\|_{L^\infty}) > 0 \) and \( C_3 = C_3(\|H\|_{L^\infty}) \) such that the following holds: Assume that the maps \( u_{h,t} \in L^\infty(0, \infty; W^{1,2}(B, \mathbb{R}^3)) \) constructed in Section 3 satisfy

\[
\liminf_{i \to \infty} \sup_{t \in (t_0 - R^2, t_0)} \int_{B_R(x_0) \times \{t\}} |Du_{h,t}|^2 \, dx \leq \frac{1}{2} \varepsilon_0.
\]

for some disk \( B_R(x_0) \subset B \) and \( t_0 \in \mathbb{R}^2, \infty \), then we can conclude that

\[
\int_{Q_R(x_0)} |D^2u|^2 \, dz \leq \frac{C_3}{(R - r)^2} \int_{Q_R(x_0)} |Du|^2 \, dx
\]

holds true for any \( 0 < r < R \). \( \blacksquare \)

**Proof.** By passing to a subsequence if necessary, we can assume that

\[
\sup_{t \in (t_0 - R^2, t_0)} \int_{B_R(x_0) \times \{t\}} |Du_{h,t}|^2 \, dx \leq \varepsilon_0
\]
holds for any \( i \in \mathbb{N} \). Now we consider radii \( 0 < r < \rho \leq R \). Recalling the definition of \( u_{h_i} \) in (3.2), for a fixed value of \( i \in \mathbb{N} \) we choose \( j_i \) such that \( j_i h_i \leq t_0 - \rho^2 - (j_1 + 1) h_i \) and \( j_2 h_i < t_0 \leq (j_2 + 1) h_i \). This choice implies \( j_i < j_2 \) as long as \( h_i \) is sufficiently small. Finally, the integer \( j^* \) is chosen to satisfy \( j^* h_i < t_0 - r^2 \leq (j^* + 1) h_i \). Note that on the interval \( (j - 1) h_i < t \leq j h_i \) with \( j \in \{ j_1 + 1, \ldots, j_2 \} \) we have \( u_{h_i} \equiv u_{j, h_i} \), so that the preceding choices imply that the smallness assumption (4.4) in Corollary 4.5 holds true for large values of \( i \in \mathbb{N} \). We calculate

\[
(j^* - j_1) h_i \geq \rho^2 - r^2 - h_i \geq (\rho - r)^2 - h_i.
\]

Applying (4.5) and recalling the definition of \( u_{h_i} \) we find

\[
\int_{t_0 - r^2}^{t_0 - h_i} \int_{B_r(x_0)} |D^2 u_{h_i}|^2 \, dx \, dt \leq \int_{j^* h_i}^{j_2 h_i} \int_{B_r(x_0)} |D^2 u_{h_i}|^2 \, dx \, dt
\]

\[
\leq \left[ \frac{C_2}{(\rho - r)^2} + \frac{C_2}{(j^* - j_1) h_i} \right] \int_{(j - 1) h_i}^{j^* h_i} \int_{B_r(x_0)} |D u_{h_i}|^2 \, dx \, dt
\]

\[
\leq \frac{2C_2}{(\rho - r)^2 - h_i} \int_{t_0 - \rho^2 - 2 h_i}^{t_0} \int_{B_r(x_0)} |D u_{h_i}|^2 \, dx \, dt.
\]

The next step is to show the convergence of the right-hand side. To this end, we observe that by choosing \( (r, \rho) = (S, R) \), we infer from the above estimate that

\[
\limsup_{t \to \infty} \int_{t_0 - r^2}^{t_0 - \delta} \int_{B_S(x_0)} |D^2 u_{h_i}|^2 \, dx \, dt < \infty
\]

holds for every \( S < R \) and \( \delta > 0 \). Therefore, we can apply [30, Theorem 5] with the choices \( (X, B, Y) = (W^{2,2}(B_S(x_0)), W^{1,2}(B_S(x_0)), L^2(B_S(x_0))) \) and \( p = 2 \). Arguing similarly as after [4, Estimate (8.11)], we get \( Du_{h_i} \to Du \) strongly in \( L^2(B_S(x_0) \times (t_0 - S^2, t_0 - \delta)) \), for every \( S < R \) and \( \delta > 0 \). Now we consider the estimate (4.6) for the choice \( (r, \rho) = (r, t_0 - R) \). Passing to the limit \( h_i \downarrow 0 \), we use the strong convergence \( Du_{h_i} \to Du \) on the right-hand side and the lower semicontinuity of the \( L^2 \)-norm with respect to weak convergence on the left-hand side, with the result

\[
\int_{t_0 - r}^{t_0 - \delta} \int_{B_r(x_0)} |D^2 u|^2 \, dz \leq \frac{8C_2}{(R - r)^2} \int_{t_0 - R^2}^{t_0} \int_{B_R(x_0)} |Du|^2 \, dx \, dt.
\]

Since \( \delta > 0 \) is arbitrary, this implies the asserted estimate. \( \blacksquare \)
In the course of the proof of the main regularity result, we also need the analog of Theorem 4.4 up to the boundary.

**Theorem 4.7.** There are constants \( \varepsilon_0 = \varepsilon_0(\|H\|_{L^\infty}) > 0 \) and \( C_2 = C_2(\|H\|_{L^\infty}) \) such that the following holds true: Assume that the maps \( u_{j,h} \in W^{1,2}(B, \mathbb{R}^3) \) constructed in Section 3 satisfy

\[
\sup_{j_1 + 1 \leq j \leq j_2} \int_{B_R(x_0) \cap B} |Du_{j,h}|^2 \, dx \leq \varepsilon_0, \tag{4.7}
\]

for some \( j_1 < j_2 \) in \( \mathbb{N}_0 \) and some disk \( B_R(x_0) \subset \mathbb{R}^2 \setminus B_{1/2} \) with center \( x_0 \in \bar{B} \). Then for any \( r \in [\frac{R}{2}, R) \), we have

\[
\int_{B_r(x_0) \cap B} |Du_{j,h}|^2 \, dx + h \sum_{j=j_1+1}^{j_2} \int_{B_r(x_0) \cap B} |D^2 u_{j,h}|^2 \, dx \\
\leq C_2 \int_{B_r(x_0) \cap B} |Du_{j,h}|^2 \, dx + \frac{C_2 h}{(R-r)^2} \sum_{j=j_1+1}^{j_2} \int_{B_r(x_0) \cap B} |Du_{j,h}|^2 \, dx \\
+ C_2 (j_2 - j_1) h \int_{B_r(x_0) \cap B} |D^2 g|^2 \, dx + \frac{|Dg|^2}{(R-r)^2} \int_{B_r(x_0) \cap B} \, dx + C_2 \int_{B_r(x_0) \cap B} |Dg|^2 \, dx. \quad \square
\]

**Proof.** Again, we omit the step size \( h \) and the center \( x_0 \) in the notation. The mappings \( v_j := u_j - g \) are weak solutions of the system

\[
\frac{v_j - v_{j-1}}{h} - \Delta v_j = -2(H \circ u_j)D_1 u_j \times D_2 u_j + \Delta g \quad \text{on } B. \tag{4.8}
\]

From Lemma 4.3, we know \( u_j \in W^{2,2}(B, \mathbb{R}^3) \). Therefore, we may multiply the preceding system with the testing function \( D_\theta(\eta^2 D_\theta v_j) \in L^2(B, \mathbb{R}^3) \), and afterwards integrate over \( B \). Here, \( \eta \in C_0^\infty(B_R) \) and \( D_\theta \) denotes the angular derivative. In the following, we write \( B_R^+ \) instead of \( B_R \cap B \). Since \( D_\theta v_j \in W^{1,2}(B_R^+, \mathbb{R}^3) \), we may integrate by parts to get, similarly as in the proof of Theorem 4.4

\[
\int_B \eta^2 |D_\theta v_j|^2 \, dx + h \int_B \eta^2 |D_\theta Dv_j|^2 \, dx \leq \int_B \eta^2 |D_\theta v_{j-1}|^2 \, dx + Ch \int_B |D\eta|^2 |Dv_j|^2 \, dx \\
+ Ch \int_B \eta^2 |Du_j|^4 \, dx + Ch \int_{B_R^+} |Dg|^2 \, dx.
\]

As in the proof of Theorem 4.4 for radii \( r \leq \rho < \sigma \leq R \), we choose a standard cut-off function \( \eta \in C_0^\infty(B_\sigma, [0, 1]) \) with \( \eta \equiv 1 \) on \( B_\rho \) and \( \|D\eta\|_{L^\infty} \leq 2/(\sigma - \rho) \). Summing the preceding
estimate over \( j = j_1 + 1, \ldots, j_2 \), we thereby deduce

\[
\int_B \eta^2 |D_\theta v_{j_2}|^2 \, dx + h \sum_{j=j_1+1}^{j_2} \int_{B_{j_2}^+} |D_\theta D v_j|^2 \, dx \\
\leq \int_B \eta^2 |D_\theta v_{j_1}|^2 \, dx + \frac{Ch}{(\sigma - \rho)^2} \sum_{j=j_1+1}^{j_2} \int_{B_R^+} |D v_j|^2 \, dx \\
+ Ch \sum_{j=j_1+1}^{j_2} \int_{B_{j_2}^+} |D u_j|^4 \, dx + Ch(j_2 - j_1) \int_{B_R^+} |\Delta g|^2 \, dx. \tag{4.9}
\]

To bound the full second derivative, we use Equation (4.8) for \( v_j \) in order to express the second radial derivative \( D_r^2 v_j \) as follows:

\[
D_r^2 v_j = \Delta v_j - \frac{1}{|x|} D_r v_j - \frac{1}{|x|^2} D_\theta^2 v_j \\
= \frac{u_j - u_{j-1}}{h} + 2(H \circ u_j) D_1 u_j \times D_2 u_j - \Delta g - \frac{1}{|x|} D_r v_j - \frac{1}{|x|^2} D_\theta^2 v_j.
\]

Keeping in mind that \(|x| \geq \frac{1}{2}\) on \( B_R \), we thereby deduce from (4.9) that

\[
h \sum_{j=j_1+1}^{j_2} \int_{B_{j_2}^+} |D^2 v_j|^2 \, dx \leq C \sum_{j=j_1+1}^{j_2} \int_{B_{j_2}^+} \frac{|u_j - u_{j-1}|^2}{h} \, dx + \int_{B_R^+} |D v_{j_1}|^2 \, dx \\
+ \frac{Ch}{(\sigma - \rho)^2} \sum_{j=j_1+1}^{j_2} \int_{B_R^+} |D v_j|^2 \, dx + Ch \sum_{j=j_1+1}^{j_2} \int_{B_{j_2}^+} |D u_j|^4 \, dx \\
+ Ch(j_2 - j_1) \int_{B_R^+} |\Delta g|^2 \, dx. \tag{4.10}
\]

In order to bound the first integral on the right-hand side, we test Equation (3.6) for \( u_j \) with the testing function \( \eta^2 (u_j - u_{j-1}) \) for \( \eta \in C_0^\infty (B_R) \) as above, which vanishes on \( \partial B \) because \( u_j \) and \( u_{j-1} \) have the same traces. An integration by parts and Young's inequality lead us to

\[
\int_B \eta^2 \frac{|u_j - u_{j-1}|^2}{h} \, dx + \int_B \eta^2 |D u_j|^2 \, dx \\
\leq \int_B \eta^2 D u_j \cdot D u_{j-1} + 2\eta D u_j \cdot D \eta \otimes (u_j - u_{j-1}) \, dx + C \int_B \eta^2 |D u_j|^2 |u_j - u_{j-1}| \, dx
\]
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\[
\frac{1}{2} \int_B \eta^2 \frac{|u_j - u_{j-1}|^2}{h} \, dx + \frac{1}{2} \int_B \eta^2 |D u_j|^2 \, dx + \frac{1}{2} \int_B \eta^2 |D u_{j-1}|^2 \, dx
\]
\[
+ Ch \int_B |D \eta|^2 |D u_j|^2 + \eta^2 |D u_j|^4 \, dx.
\]

Re-absorbing the first two integrals on the right-hand side into the left-hand side, we deduce

\[
\int_B \eta^2 \frac{|u_j - u_{j-1}|^2}{h} \, dx + \int_B \eta^2 |D u_j|^2 \, dx
\]
\[
\leq \int_B \eta^2 |D u_{j-1}|^2 \, dx + Ch \int_B |D \eta|^2 |D u_j|^2 + \eta^2 |D u_j|^4 \, dx.
\]

Summing up over $j = j_1 + 1, \ldots, j_2$, we arrive at

\[
\int_{B^+_R} |D u_{j_2}|^2 \, dx + \sum_{j=j_1+1}^{j_2} \int_{B^+_R} \frac{|u_j - u_{j-1}|^2}{h} \, dx
\]
\[
\leq \int_{B^+_R} |D u_{j_1}|^2 \, dx + \frac{Ch}{(\sigma - \rho)^2} \sum_{j=j_1+1}^{j_2} \int_{B^+_R} |D u_j|^2 \, dx + Ch \sum_{j=j_1+1}^{j_2} \int_{B^+_R} |D u_j|^4 \, dx.
\]

We use the preceding inequality in (4.10) to bound the integral over $\frac{1}{h} |u_j - u_{j-1}|^2$. Recalling also the definition $v_j = u_j - g$, we arrive at

\[
h \sum_{j=j_1+1}^{j_2} \int_{B^+_R} |D^2 u_j|^2 \, dx \leq C \int_{B^+_R} |D u_{j_1}|^2 + |D g|^2 \, dx + \frac{Ch}{(\sigma - \rho)^2} \sum_{j=j_1+1}^{j_2} \int_{B^+_R} |D u_j|^2 \, dx
\]
\[
+ Ch \sum_{j=j_1+1}^{j_2} \int_{B^+_R} |D u_j|^4 \, dx + Ch(j_2 - j_1) \int_{B^+_R} |D^2 g|^2 + \frac{|D g|^2}{(\sigma - \rho)^2} \, dx.
\]

Adding the two preceding inequalities gives

\[
\int_{B^+_R} |D u_{j_2}|^2 \, dx + h \sum_{j=j_1+1}^{j_2} \int_{B^+_R} |D^2 u_j|^2 + \frac{|u_j - u_{j-1}|^2}{h^2} \, dx
\]
\[
\leq C \int_{B^+_R} |D u_{j_1}|^2 + |D g|^2 \, dx + \frac{Ch}{(\sigma - \rho)^2} \sum_{j=j_1+1}^{j_2} \int_{B^+_R} |D u_j|^2 \, dx
\]
\[
+ Ch \sum_{j=j_1+1}^{j_2} \int_{B^+_R} |D u_j|^4 \, dx + Ch(j_2 - j_1) \int_{B^+_R} |D^2 g|^2 + \frac{|D g|^2}{(\sigma - \rho)^2} \, dx.
\]
We bound the second last term by the Gagliardo–Nirenberg inequality (2.1). By means of (4.7), we can estimate
\[ C h \int_{B^+_{h_j}} |Du_j|^4 \, dx \leq C h \varepsilon_o \int_{B^+_{h_j}} |D^2 u_j|^2 \, dx, \]
for all \( j \in \mathbb{N} \) with \( j_1 + 1 \leq j \leq j_2 \). Choosing \( \varepsilon_o \) in dependence on \( \|H\|_{L^\infty} \) small enough, we can achieve \( C \varepsilon_o \leq \frac{1}{2} \). We thereby arrive at
\[ \int_{B^+_{h_j}} |Du_j|^2 \, dx + h \sum_{j=j_1+1}^{j_2} \int_{B^+_{h_j}} |D^2 u_j|^2 + \frac{|u_j - u_{j-1}|^2}{h^2} \, dx \leq \leq \frac{1}{2} h \sum_{j=j_1+1}^{j_2} \int_{B^+_{h_j}} |D^2 u_j|^2 \, dx + \frac{C h}{(\sigma - \rho)^2} \sum_{j=j_1+1}^{j_2} \int_{B^+_{h_j}} |Du_j|^2 \, dx \]
\[ + C \int_{B^+_{h_j}} |Du_j|^2 + |Dg|^2 \, dx + C h(j_2 - j_1) \int_{B^+_{h_j}} |D^2 g|^2 + \frac{|Dg|^2}{(\sigma - \rho)^2} \, dx. \]
Applying the iteration Lemma 2.1, we can absorb the first integral on the right-hand side, with the result
\[ \int_{B^+_{h_j}} |Du_j|^2 \, dx + h \sum_{j=j_1+1}^{j_2} \int_{B^+_{h_j}} |D^2 u_j|^2 + \frac{|u_j - u_{j-1}|^2}{h^2} \, dx \leq \leq \frac{C h}{(R - r)^2} \sum_{j=j_1+1}^{j_2} \int_{B^+_{h_j}} |Du_j|^2 \, dx + C \int_{B^+_{h_j}} |Du_j|^2 + |Dg|^2 \, dx \]
\[ + C h(j_2 - j_1) \int_{B^+_{h_j}} |D^2 g|^2 + \frac{|Dg|^2}{(R - r)^2} \, dx. \]
This implies the asserted estimate. ■

The preceding theorem implies the following two corollaries in the same way as in the interior case Theorem 4.4 implies Corollaries 4.5 and 4.6. Therefore, we state them without proof.

**Corollary 4.8.** There are constants \( \varepsilon_o = \varepsilon_o(\|H\|_{L^\infty}) > 0 \) and \( C_2 = C_2(\|H\|_{L^\infty}) \) such that the following holds: Assume that the maps \( u_{j,h} \in W^{1,2}(B, \mathbb{R}^3) \) constructed in Section 3 satisfy (4.4) for some \( j_1 < j_2 \) in \( \mathbb{N}_0 \) and \( B_R(x_0) \subset \mathbb{R}^2 \setminus B_{1/2} \) with \( x_0 \in \bar{B} \). Then, for any \( r \in \left( \frac{R}{2}, R \right) \) and
In this chapter, we show that the energy distribution of the minimizers 

\[ j^* \in \mathbb{N}_0 \text{ with } j_1 + 1 \leq j^* < j_2, \]  

we have 

\[
\int_{B_r(x_0) \cap B} |Du_{j^*, h}|^2 \, dx + h \sum_{j=j_1}^{j_2} \int_{B_{R}(x_0) \cap B} |D^2 u_{j, h}|^2 \, dx \\
\leq \left[ \frac{C_2 h}{(R-r)^2} + \frac{C_2}{j^* - j_1} \right] \sum_{j=j_1}^{j_2} \int_{B_{R}(x_0) \cap B} |Du_{j, h}|^2 \, dx \\
+ C_2 h(j_2 - j_1) \int_{B_{R}(x_0) \cap B} |D^2 g|^2 \, dx \\
+ \left[ \frac{C_2 h}{(R-r)^2} + \frac{C_2}{j^* - j_1} \right] (j_2 - j_1) \int_{B_{R}(x_0) \cap B} |Dg|^2 \, dx. \]

\[ \square \]

**Corollary 4.9.** There are constants \( \varepsilon_o = \varepsilon_o(\|H\|_{L^\infty}) > 0 \) and \( C_3 = C_3(\|H\|_{L^\infty}) \) such that the following holds: Assume that the maps \( u_{t_i} \in L^\infty(0, \infty; W^{1,2}(B, \mathbb{R}^3)) \) constructed in Section 3 satisfy 

\[
\liminf_{i \to \infty} \sup_{t \in (t_i - R^2, t_i)} \int_{B^+_R(x_0) \times [t]} |Du_{t_i}|^2 \, dx \leq \frac{1}{2} \varepsilon_o,
\]

for some \( B_R(x_0) \subset \mathbb{R}^2 \setminus B_{1/2} \) with \( x_0 \in \tilde{B} \) and \( t_0 \in [R^2, \infty) \), then we can conclude that for any \( 0 < r < R \) the following quantitative \( W^{2,2} \)-estimate holds true:

\[
\int_{Q^+_R(x_0)} |D^2 u|^2 \, dz \leq \frac{C_3}{(R-r)^2} \int_{Q^+_R(x_0)} |Du|^2 \, dx + C_3 R^2 \int_{B^+_R(x_0)} |D^2 g|^2 \, dx + \frac{|Dg|^2}{(R-r)^2} \, dx.
\]

Here, we have abbreviated \( B^+_R(x_0) := B_R(x_0) \cap B \) and \( Q^+_R(z_0) := Q_R(z_0) \cap B \times (0, \infty) \). \[ \square \]

### 4.2 Pushing the energy bounds one step further

In this chapter, we show that the energy distribution of the minimizers \( u_{j, h} \) is controlled in terms of the energy distribution of \( u_{j-1, h} \) up to an error of size \( h \). This means that the energy cannot increase too much if we pass from \( j - 1 \) to \( j \). The precise statement is as follows.

**Lemma 4.10.** For every step size \( h > 0 \), radii \( 0 < \frac{R}{2} \leq r < R, x_0 \in \tilde{B} \), and \( j \in \mathbb{N} \), we have 

\[
\int_{B_r(x_0) \cap B} |Du_{j, h}|^2 \, dx \leq C_3 \int_{B_{R}(x_0) \cap B} |Du_{j-1, h}|^2 \, dx + \frac{C_3 h}{(R-r)^2} D(u_0),
\]

with a constant \( C_3 \) depending only on the constant \( c \in (0, 1) \) from the isoperimetric condition. \[ \square \]
Proof. For the sake of notational convenience, we omit again the step size \( h \) in the proof and write, for example, \( u_j = u_j, h \). Furthermore, we abbreviate \( B^+_r := B_r(x_0) \cap B \). Next, we fix radii \( \rho, \sigma \) with \( r \leq \rho < \sigma \leq R \) and a cut-off function \( \eta \in C^\infty_0(B_\sigma, [0, 1]) \) with \( \eta \equiv 1 \) on \( B_\rho \) and \( \|D\eta\|_{L^\infty} \leq 2/(\sigma - \rho) \). As comparison map for \( u_j \), we define

\[
v := u_j + \eta(u_{j-1} - u_j) = u_{j-1} + (1 - \eta)(u_j - u_{j-1}).
\]

By construction, we have \( v = u_j \) on \( \partial B \), so that \( v \) is admissible as competitor for \( u_j \). From the minimality property of \( u_j \), we thus deduce

\[
\frac{1}{2} \int_{B^+_\sigma} |Du_j|^2 \, dx + 2V_H(u_j, u_0) + \frac{1}{2h} \int_{B^+_\sigma} |u_j - u_{j-1}|^2 \, dx \\
\leq \frac{1}{2} \int_{B^+_\sigma} |Dv|^2 \, dx + 2V_H(v, u_0) + \frac{1}{2h} \int_{B^+_\sigma} |v - u_{j-1}|^2 \, dx.
\]

The volume terms can be estimated by an application of the isoperimetric condition (2.4). We obtain the bound

\[
2|V_H(v, u_0) - V_H(u_j, u_0)| = 2|V_H(v, u_j)| \leq \frac{1}{2} \int_{B^+_\sigma} |Du_j|^2 + |Dv|^2 \, dx,
\]

where we used that \( v = u_j \) in \( B \setminus B_\sigma \). Combining the two preceding estimates and taking into account that \( |v - u_{j-1}| = (1 - \eta)|u_j - u_{j-1}| \), we infer

\[
\frac{1 - c}{2} \int_{B^+_\rho} |Du_j|^2 \, dx + \frac{1}{2h} \int_{B^+_\rho} [1 - (1 - \eta)^2]|u_j - u_{j-1}|^2 \, dx \leq \frac{1 + c}{2} \int_{B^+_\sigma} |Dv|^2 \, dx.
\]

Since \( \eta \equiv 1 \) on \( B^+_\rho \), this implies

\[
\int_{B^+_\rho} |Du_j|^2 \, dx + \frac{1}{h} \int_{B^+_\rho} |u_j - u_{j-1}|^2 \, dx \leq C_1 \int_{B^+_\sigma} |Dv|^2 \, dx,
\]

where we have set \( C_1 := \frac{1+c}{1-c} \). Next, we estimate

\[
|Dv|^2 \leq 2|\eta Du_{j-1} + (1 - \eta)Du_j|^2 + 2|D\eta|^2|u_{j-1} - u_j|^2 \\
\leq 2|\eta Du_{j-1}|^2 + 2(1 - \eta)|Du_j|^2 + \frac{8}{(\sigma - \rho)^2}|u_{j-1} - u_j|^2,
\]
where we used the convexity of $| \cdot |^2$ in the last step. Plugging this estimate into (4.11) and keeping in mind that $\eta \equiv 1$ on $B_\rho$, we obtain

$$\int_{B_\rho^+} |Du_j|^2 \, dx + \frac{1}{h} \int_{B_\rho^+} |u_j - u_{j-1}|^2 \, dx \leq 2C_1 \int_{B_\rho^+ \setminus B_\rho^+} |Du_j|^2 \, dx + 2C_1 \int_{B_\rho^+} |Du_{j-1}|^2 \, dx$$

$$+ \frac{8C_1}{(\sigma - \rho)^2} \int_{B_\rho^+} |u_{j-1} - u_j|^2 \, dx.$$  

At this stage, we apply the hole-filling trick and add $2C_1 \int_{B_\rho^+} |Du_j|^2 \, dx$ to both sides of the preceding inequality. Writing $\vartheta := \frac{2C_1}{2C_1 + 1} \in (0, 1)$, we thereby get

$$\int_{B_\rho^+} |Du_j|^2 \, dx \leq \vartheta \int_{B_\rho^+} |Du_j|^2 \, dx + \int_{B_\rho^+} |Du_{j-1}|^2 \, dx + \frac{4}{(\sigma - \rho)^2} \int_{B_\rho^+} |u_{j-1} - u_j|^2 \, dx.$$  

Since $\vartheta \in (0, 1)$, we can apply the iteration Lemma 2.1 in order to get rid of the first integral on the right-hand side. This leads us to the estimate

$$\int_{B_\rho^+} |Du_j|^2 \, dx \leq C \int_{B_\rho^+} |Du_{j-1}|^2 \, dx + \frac{C}{(R - r)^2} \int_{B_\rho^+} |u_{j-1} - u_j|^2 \, dx,$$

with a constant $C = C(\vartheta) = C(c)$. This implies the asserted estimate by bounding the last integral with the help of (3.5).  

4.3 A local energy inequality

In this section, we show, that if the energy at a discrete time step is uniformly small (equi-distributed) at a certain scale $r$, then for a short time the energy at future discrete time steps cannot concentrate too much. Roughly speaking, if the energy is uniformly small at a certain discrete time scale, then energy concentration cannot occur immediately on the following discrete future time scales.

**Theorem 4.11.** There are positive constants $\delta = \delta(\|H\|_{L^\infty}, c, D(u_0), \|Dg\|_{W^{1,2}}) > 0$ and $\varepsilon_1 = \varepsilon_1(\|H\|_{L^\infty}, c) > 0$, and a radius $r_0 = r_0(\|Dg\|_{L^2}) \in (0, \frac{1}{4}]$ such that the following holds true: Whenever $j_1 \in \mathbb{N}_0$ is a fixed index such that the smallness condition

$$\varepsilon := \sup_{x_0 \in \hat{B}} \int_{B_r(x_0) \cap \hat{B}} |Du_{j_1, h}|^2 \, dx \leq \varepsilon_1$$  

(4.12)
holds true for a fixed radius \( r \in (0, r_0) \), then for any index \( j_2 \in \mathbb{N} \) satisfying \( j_1 < j_2 \leq j_1 + \frac{\delta r^2}{h} \) and any \( x_0 \in \tilde{B} \) we have

\[
\int_{B_{r/2}(x_0) \cap B} |Du_{j_i,h}|^2 \, dx + h \sum_{j=j_1+1}^{j_2} \int_{B_{r/2}(x_0) \cap B} |D^2 u_{j_i,h}|^2 \, dx \\
\leq C_2 \int_{B_{r}(x_0) \cap B} |Du_{j_i,h}|^2 \, dx + \frac{C_2 h}{r^2} \sum_{j=j_1+1}^{j_2} \int_{B_{r}(x_0) \cap B} |Du_{j_i,h}|^2 \, dx \\
+ C_2 h (j_2 - j_1) \int_{B_{r}(x_0) \cap B} |D^2 g|^2 + \left| \frac{Dg}{r} \right|^2 \, dx + C_2 \int_{B_{r}(x_0) \cap B} |Dg|^2 \, dx, \tag{4.13}
\]

where \( C_2 = C_2(\|H\|_{L^\infty}) \geq 1 \) stands for the constant from Theorem 4.4. Here, the last two integrals can be omitted in the case of an interior disk \( B_{r}(x_0) \subset B \). Moreover, we have

\[
\int_{B_{r/2}(x_0) \cap B} |Du_{j_i,h}|^2 \, dx \leq C_2 \left[ \varepsilon + \frac{(j_2 - j_1)h}{r^2} C_1 D(u_0) \right] + C_2 \int_{B_{r}(x_0) \cap B} |Dg|^2 \, dx \\
+ C_2 h (j_2 - j_1) \int_{B_{r}(x_0) \cap B} |D^2 g|^2 + \left| \frac{Dg}{r} \right|^2 \, dx. \tag{4.14}
\]

**Proof.** Again, we will drop the step size \( h \) from the subscript and write \( u_j = u_{j,h} \), etc. We note that for \( h > \delta r^2 \), there is nothing to prove because then there is no \( j_2 \in \mathbb{N} \) with \( j_1 < j_2 \leq j_1 + \frac{\delta r^2}{h} \). Consequently, we can restrict ourselves to the case \( h \leq \delta r^2 \). Then we define

\[
j_* := \max \left\{ j \in \mathbb{N} : \text{ (4.13) holds } \forall j_2 \in (j_1, j] \cap \mathbb{N}, \forall B_r(x_0) \subset \mathbb{R}^2 \right\}.
\]

Here, \( r \) is the fixed radius from the smallness assumption (4.12). Note that (4.13) holds trivially at level \( j_1 \). For the proof of (4.13), we need to show \( j_* + 1 > j_1 + \frac{\delta r^2}{h} \). We assume for contradiction that \( j_* + 1 \leq j_1 + \frac{\delta r^2}{h} \). Since (4.13) holds true for any index \( j \in (j_1, j_*] \cap \mathbb{N} \), we know

\[
\int_{B_{r/2}(y) \cap B} |Du_j|^2 \, dx \leq C_2 \varepsilon_1 + \frac{C_2 h}{r^2} (j - j_1) |C_1 D(u_0) + \|Dg\|_{W^{1,2}}^2 | + C_2 \sqrt{\pi} r \|Dg\|_{L^4}^2,
\]

for all balls \( B_r(y) \) with \( y \in \tilde{B} \). In turn, we used the global energy bound (3.5), the fact \( r \leq 1 \) and Hölder’s inequality. Since we have assumed \( j h \leq j_* h < j_1 h + \frac{\delta r^2}{h} \) and \( r \leq r_0 \),
this implies

$$\int_{B_{r/2}(y) \cap B} |Du_j|^2 \, dx \leq C_2[\varepsilon_1 + \delta C_1D(u_0) + \delta \|Dg\|_{W^{1,2}}^2 + \sqrt{\pi} r_o \|Dg\|_{L^4}^2],$$

for all indices $j \in (j_1, j_*] \cap \mathbb{N}$. Using this for $j = j_*$ and applying Lemma 4.10 to the pair $u_{j_1}, u_{j_*}$ with $\frac{1}{4}r, \frac{1}{2}r$ instead of $r, R$, we deduce furthermore

$$\int_{B_{r/4}(y) \cap B} |Du_{j_*+1}|^2 \, dx \leq C_3 \int_{B_{r/4}(y) \cap B} |Du_{j_*}|^2 \, dx + \frac{16 C_3 h}{r^2} D(u_0)$$

$$\leq C_2 C_3 [\varepsilon_1 + \delta (C_1 + 16)D(u_0) + \delta \|Dg\|_{W^{1,2}}^2 + \sqrt{\pi} r_o \|Dg\|_{L^4}^2].$$

In the last step, we used the assumption $h \leq \delta r^2$. Next, we cover a given ball $B_r(x_0)$ with center $x_0 \in \mathcal{B}$ by balls $B_{r/4}(y)$. This can be done with a constant number $C$ of such balls that does not depend on the radius $r$. Applying the preceding estimate on each of the balls $B_{r/4}(y)$ leads us to

$$\sup_{j_1 < j \leq j_* + 1} \int_{B_{r/2}(y) \cap B} |Du_j|^2 \, dx \leq CC_2 C_3 [\varepsilon_1 + \delta (C_1 + 16)D(u_0) + \delta \|Dg\|_{W^{1,2}}^2 + \sqrt{\pi} r_o \|Dg\|_{L^4}^2].$$

At this stage, we fix the constants $\varepsilon_1, \delta > 0$, and the radius $r_o \in (0, \frac{1}{4}]$ so small that the right-hand side is bounded by $\varepsilon_0 = \varepsilon_0(\|H\|_{L^\infty}) > 0$, by which we denote the minimum of the corresponding constants from Theorems 4.4 and 4.7. Since $r < r_o \leq \frac{1}{4}$, we either have $B_r(x_0) \subset B$, in which case we can apply Theorem 4.4, or we have $B_r(x_0) \subset \mathbb{R}^2 \setminus B_{1/2}$, so that Theorem 4.7 is applicable. Hence, we obtain the bound

$$\int_{B_{r/2}(x_0) \cap B} |Du_{j_*+1}|^2 \, dx + \frac{h}{r} \sum_{j = j_1 + 1}^{j_*+1} \int_{B_{r/2}(x_0) \cap B} |D^2u_j|^2 \, dx$$

$$\leq C_2 \int_{B_r(x_0) \cap B} |Du_{j_*}|^2 \, dx + \frac{C_2 h}{r^2} \sum_{j = j_1 + 1}^{j_*+1} \int_{B_r(x_0) \cap B} |Du_j|^2 \, dx$$

$$+ C_2 h(j_* + 1 - j_1) \int_{B_r(x_0) \cap B} |D^2g|^2 + \frac{|Dg|^2}{r^2} \, dx + C_2 \int_{B_r(x_0) \cap B} |Dg|^2 \, dx,$$

which means that (4.13) also holds for $j_2 = j_* + 1$, in contradiction to the definition of $j_*$. This yields the asserted bound (4.13). For the second claim, we simply use the smallness assumption (4.12) and the global energy bound (3.5) in order to bound the right-hand side of (4.13) from above. This completes the proof. 

At this point, Theorem 4.1 is an immediate consequence of Theorem 4.11.
5 An $\varepsilon$-Regularity Result and proof of Theorem 1.1

5.1 Interior regularity

We start with the case of interior regularity.

**Theorem 5.1.** There exists a constant $\varepsilon_2 = \varepsilon_2(\|H\|_{L^\infty}) > 0$ such that the following holds true: Assume that the maps $u_\varepsilon \in L^\infty(0, \infty; W^{1,2}(B, \mathbb{R}^3))$ constructed in Section 3 satisfy for some $Q_R(z_0) \subset B \times (0, \infty)$ the smallness assumption

$$\lim\inf_{i \to \infty} \sup_{t \in (t_0-R^2, t_0)} \int_{B_R(x_0) \times [t]} |Du_{\varepsilon_i}|^2 \, dx \leq \frac{1}{2} \varepsilon_2,$$  \hspace{1cm} (5.1)

and that $u \in L^\infty(0, \infty; W^{1,2}(B, \mathbb{R}^3))$ is the limit map of the sequence $(u_\varepsilon)$ in the sense of (3.7). Then $Du \in C^{\beta, \beta/2}(Q_{R/2}(z_0), \mathbb{R}^{2,3})$ for any $\beta \in (0, 1)$.

**Proof.** We first note that Corollary 4.6 and the smallness assumption (5.1) ensure that $D^2u \in L^2_{loc}(Q_R(z_0))$, provided the constant $\varepsilon_2$ is smaller than the corresponding constant $\varepsilon_o$ from Corollary 4.6. Therefore, the Gagliardo–Nirenberg inequality can be applied to deduce that $Du \in L^4_{loc}(Q_R(z_0))$. The proof is divided into several steps. We start with the following.

5.1.1 Caccioppoli inequality

We consider $\frac{R}{2} \leq \rho < \tau \leq R$ and set $\sigma := \frac{\rho + \tau}{2}$. Next, we choose two cut-off functions $\eta \in C_0^\infty(B_{\sigma}(x_0), [0, 1])$ with $\eta \equiv 1$ on $B_{\rho}(x_0)$ and $|D\eta| \leq \frac{2}{\sigma - \rho} = \frac{4}{\tau - \rho}$, and moreover a cut-off function $\zeta \in W^{1,\infty}(\mathbb{R}, [0, 1])$ satisfying $\zeta \equiv 0$ on $(-\infty, t_o - \sigma^2)$, $\zeta(t) = \frac{1}{\sigma^2 - \rho^2}(t - t_o + \sigma^2)$ on $[t_o - \sigma^2, t_o - \rho^2]$, and $\zeta \equiv 1$ on $(t_o - \rho^2, \infty)$. In the weak form of the parabolic system (3.8), we then use the testing function $\varphi(x, t) := \eta^2(x)\zeta(t)(u(x, t) - (u)_{z_0; R})$. Exploiting the fact $Du \in L^4_{loc}(Q_R(z_0))$, we use Young's inequality in order to estimate

$$\int_{Q_R(z_0)} \eta^2 \zeta \partial_t u \cdot (u - (u)_{z_0; R}) + \zeta \eta^2 |Du|^2 \, dz$$

$$\leq 2 \int_{Q_R(z_0)} \eta \zeta |Du| |D\eta||u - (u)_{z_0; R}| \, dz + \|H\|_{L^\infty} \int_{Q_R(z_0)} \eta^2 \zeta |Du|^2 |u - (u)_{z_0; R}| \, dz$$

$$\leq \frac{1}{2} \int_{Q_R(z_0)} \zeta \eta^2 |Du|^2 \, dz + \frac{C}{(\tau - \rho)^2} \int_{Q_R(z_0)} |u - (u)_{z_0; R}|^2 \, dz + (\tau - \rho)^2 \int_{Q_R(z_0)} \eta^2 \zeta |Du|^4 \, dz.$$
for a constant \( C = C(\|H\|_{L^\infty}) \). The first term on the right-hand side can be absorbed into the left-hand side, and the first term on the left-hand side can be bounded from below by

\[
\int_{Q_R(z_0)} \eta^2 \zeta \partial_t u \cdot (u - (u)_{z_0;R}) \, dz = \frac{1}{2} \int_{Q_R(z_0)} \eta^2 \zeta \partial_t |u - (u)_{z_0;R}|^2 \, dz \\
\geq -\frac{1}{2} \int_{Q_R(z_0)} \eta^2 \zeta \partial_t |u - (u)_{z_0;R}|^2 \, dz.
\]

Joining the two preceding inequalities, using the bound \( |\zeta_t| \leq \frac{1}{\sigma^2 - \rho^2} \leq \frac{1}{(\sigma - \rho)^2} = \frac{4}{(\tau - \rho)^2} \) and the fact that \( \eta \) has its support in \( B_{\sigma}(x_0) \), we get

\[
\int_{Q_R(z_0)} \zeta \eta^2 |Du|^2 \, dz \leq \frac{C}{(\tau - \rho)^2} \int_{Q_R(z_0)} |u - (u)_{z_0;R}|^2 \, dz + 2(\tau - \rho)^2 \int_{Q_R(z_0)} |Du|^4 \, dz.
\]

The second integral on the right-hand side is now estimated by an application of Gagliardo–Nirenberg’s inequality (2.2), the smallness assumption (5.1) and Corollary 4.6. Note that the smallness condition continues to hold for \( u \) by lower semicontinuity. This leads us to

\[
\int_{Q_{\tau}(z_0)} |Du|^4 \, dz \leq C \sup_{t_0 < t \leq t_0 + \Delta t} \int_{B_{\tau}(z_0)} |Du|^2 \, dx \int_{Q_{\tau}(z_0)} \left[ |D^2 u|^2 + \left| \frac{Du}{\sigma} \right|^2 \right] \, dz \\
\leq C \varepsilon_2 \int_{Q_{\tau}(z_0)} \left[ |D^2 u|^2 + \left| \frac{Du}{\sigma} \right|^2 \right] \, dz \\
\leq \frac{C \varepsilon_2}{(\tau - \rho)^2} \int_{Q_{\tau}(z_0)} |Du|^2 \, dz.
\]

Here, the constant \( C \) only depends on \( \|H\|_{L^\infty} \). Inserting this above yields

\[
\int_{Q_{\tau}(z_0)} |Du|^2 \, dz \leq C \varepsilon_2 \int_{Q_{\tau}(z_0)} |Du|^2 \, dz + \frac{C}{(\tau - \rho)^2} \int_{Q_R(z_0)} |u - (u)_{z_0;R}|^2 \, dz.
\]

At this point, we may assume that \( C(\|H\|_{L^\infty}) \varepsilon_2 \leq \frac{1}{2} \), so that the iteration Lemma 2.1 is applicable. From this, we infer the Caccioppoli inequality

\[
\int_{Q_{\tau/2}(z_0)} |Du|^2 \, dz \leq \frac{C_C}{R^2} \int_{Q_{\tau}(z_0)} |u - (u)_{z_0;R}|^2 \, dz, \tag{5.2}
\]

where \( C_C \equiv C(\|H\|_{\infty}) \geq 1 \).
5.1.2 Hölder continuity

Having established the Caccioppoli inequality, we can proceed with a parabolic version of the harmonic approximation lemma that has been used in the elliptic setting in [31], see also [9]. To this end, we define the usual Campanato-type excess functional

$$E(u; z_0, R) := R^{-4} \int_{Q_R(z_0)} |u - (u)_{z_0; R}|^2 \, dz.$$ 

Then, the parabolic system (3.8) and Caccioppoli’s inequality (5.2) yield for any testing function $\varphi \in C^\infty_0(Q_{R/2}(z_0), \mathbb{R}^3)$ that

$$\left| \left( \frac{R}{2} \right)^{-2} \int_{Q_{R/2}(z_0)} [u \cdot \partial_t \varphi - Du \cdot D\varphi] \, dz \right| \leq \|H\|_\infty \|\varphi\|_{L^\infty} \left( \frac{R}{2} \right)^{-2} \int_{Q_{R/2}(z_0)} |Du|^2 \, dz$$

$$\leq C_H C_c RE(u; z_0, R) \|D\varphi\|_{L^\infty},$$

for a constant $C_H = C(\|H\|_\infty) \geq 1$. We could, for example, take $C_H = \max\{2\|H\|_\infty, 1\}$. Therefore, the re-scaled function

$$v(x, t) := \frac{u(x, t) - (u)_{z_0; R/2}}{2^3 C_H C_c E(u; z_0, R)^{1/2}}$$

is an almost caloric function, in the sense that

$$\left| \left( \frac{R}{2} \right)^{-2} \int_{Q_{R/2}(z_0)} [v \cdot \partial_t \varphi - Dv \cdot D\varphi] \, dz \right| \leq \frac{1}{2} \left[ \frac{R}{2} \right] RE(u; z_0, R)^{1/2} \|D\varphi\|_{L^\infty}$$

holds true for any $\varphi \in C^\infty_0(Q_{R/2}(z_0), \mathbb{R}^3)$. Moreover, by the definition of $v$ and Caccioppoli’s inequality (5.2), we have

$$\int_{Q_{R/2}(z_0)} \left[ \left( \frac{R}{2} \right)^{-4} |v|^2 + \left( \frac{R}{2} \right)^{-2} |Dv|^2 \right] \, dz \leq 1.$$ 

Now, for $\varepsilon > 0$, we let $\delta = \delta(\varepsilon) \in (0, 1]$ be the constant from the caloric approximation lemma [10, Lemma 4.3]. If the smallness condition

$$E(u; z_0, R) \leq \delta^2$$
holds, we can apply the caloric approximation lemma to infer the existence of a smooth caloric function \( h \in L^2(t_0 - (R/2)^2, t_0; W^{1,2}(B_{R/2}(x_0), \mathbb{R}^3)) \) satisfying

\[
\int_{Q_{R/2}(x_0)} \left[ \left( \frac{R}{2} \right)^{-4} |h|^2 + \left( \frac{R}{2} \right)^{-2} |Dh|^2 \right] \, dz \leq 1,
\]

and, moreover,

\[
\left( \frac{R}{2} \right)^{-4} \int_{Q_{R/2}(x_0)} |v - h|^2 \, dz \leq \varepsilon.
\]

Using the a priori estimate [5, Lemma 5.1] for the caloric function \( h \), we obtain for any \( \theta \in (0, \frac{1}{4}] \) that

\[
(\theta R)^{-4} \int_{Q_{\theta R}(x_0)} |v - h(z_0)|^2 \, dz \leq 2(\theta R)^{-4} \int_{Q_{\theta R}(x_0)} [|v - h|^2 + |h - h(z_0)|^2] \, dz
\]

\[
\leq 2^{-3}\theta^{-4} \varepsilon + C \theta^2 \left( \frac{R}{2} \right)^{-4} \int_{Q_{R/2}(x_0)} |h|^2 \, dz
\]

\[
\leq C(\theta^{-4} \varepsilon + \theta^2).
\]

Here, we used in the last line also the \( L^2 \)-bound for \( h \) from above. Scaling back from \( v \) to \( u \) and using the minimizing property of the mean value \( (u)_{z_0; \theta R} \) in the mapping \( \xi \mapsto \int_{Q_{\theta R}(x_0)} |u - \xi|^2 \, dz \), we deduce that

\[
(\theta R)^{-4} \int_{Q_{\theta R}(z_0)} |u - (u)_{z_0; \theta R}|^2 \, dz \leq C(\theta^{-4} \varepsilon + \theta^2) E(u; z_0, R),
\]

where the constant \( C \) depends only on \( \|H\|_{\infty} \). Now, we fix the parameters \( \varepsilon \) and \( \theta \). For a given \( \alpha \in (0, 1) \), we first choose \( \theta \in (0, \frac{1}{4}] \) according to \( C \theta^2 \leq \frac{1}{2} \theta^{2\alpha} \) and then \( \varepsilon > 0 \) in such a way that also \( C \theta^{-4} \varepsilon \leq \frac{1}{2} \theta^{2\alpha} \). This determines the constants \( \theta \) and \( \varepsilon \) in dependence on \( \|H\|_{\infty} \) and \( \alpha \) and consequently \( \delta \) is fixed in dependence on the same data. Summarizing, we have shown so far: Given \( \alpha \in (0, 1) \), there exists \( \delta = \delta(\|H\|_{\infty}, \alpha) > 0 \) such that

\[
E_0 := R^{-4} \int_{Q_R(z_0)} |u - (u)_{z_0; R}|^2 \, dz \leq \delta^2,
\]

then

\[
(\theta R)^{-4} \int_{Q_{\theta R}(z_0)} |u - (u)_{z_0; \theta R}|^2 \, dz \leq \theta^{2\alpha} R^{-4} \int_{Q_R(z_0)} |u - (u)_{z_0; R}|^2 \, dz.
\]
where \( \theta = \theta(\|H\|_\infty, \alpha) \in (0, \frac{1}{4}] \). As usual, the iteration of the preceding inequality yields that
\[
\rho^{-4} \int_{Q_{\rho}(z_0)} |u - (u)_{z_0; \rho}|^2 \, dz \leq C \left( \frac{\rho}{R} \right)^{2\alpha} E_0 \]
holds true for any \( 0 < \rho \leq R/2 \) with a constant \( C \equiv C(\|H\|_\infty, \alpha) \), provided that the smallness assumption (5.3) is satisfied. As usual, a slight modification of the argument yields that the preceding inequality does not hold only for the center \( z_0 \), but for all \( w_0 \in Q_{R/2}(z_0) \). By [7, Teorema 3.1], this implies the Hölder continuity of \( u \) with Hölder exponent \( \alpha \) with respect to the parabolic metric together with the estimate
\[
|u(z_1) - u(z_2)| \leq C E_0^{\frac{1}{2}} \left( \frac{d_P(z_1, z_2)}{R} \right)^{\alpha} \quad \text{for any } z_1, z_2 \in Q_{R/2}(z_0), \tag{5.4} \]
for a constant \( C \equiv C(\|H\|_\infty, \alpha) \).

Finally, we have to ensure that condition (5.3) is satisfied. This is a consequence of the standard Poincaré-type inequality
\[
\int_{Q_R(z_0)} |u - (u)_{z_0; R}|^2 \, dz \leq C R^2 \int_{Q_R(z_0)} |Du|^2 \, dz + C(\|H\|_{L^\infty}) \left( \int_{Q_R(z_0)} |Du|^2 \, dz \right)^2, \]
which holds true for solutions to (3.8). This inequality can be retrieved, for example, from [1, Lemma 8]. In view of the smallness assumption (5.1)—which is preserved in the limit \( h_i \downarrow 0 \) by lower semicontinuity—we find that \( \int_{Q_R(z_0)} |Du|^2 \, dz \leq R^2 \varepsilon_2 \). Using this estimate in the Poincaré inequality from above, we deduce
\[
\int_{Q_R(z_0)} |u - (u)_{z_0; R}|^2 \, dz \leq C R^4 \varepsilon_2 + C R^4 \varepsilon_2^2 \leq C R^4 \varepsilon_2, \]
with a constant \( C \equiv C(\|H\|_{L^\infty}) \). We can therefore fix \( \varepsilon_2 > 0 \) in dependence on \( \|H\|_{L^\infty} \) and \( \alpha \) in such a way that \( C \varepsilon_2 \leq \delta^2 \). This implies that the smallness condition (5.3) holds true and thus yields the Hölder continuity of \( u \) in the interior.

### 5.1.3 Hölder continuity of the spatial gradient

Our next aim is to prove that the spatial gradient \( Du \) is Hölder continuous for any Hölder exponent less than 1. Let \( w_0 = (y_0, s_0) \in Q_{R/2}(z_0) \) and \( \rho < R/4 \) such that the parabolic cylinder \( Q_{2\rho}(w_0) \) is contained in \( Q_{R/2}(z_0) \). By \( h \in C^0([s_0 - \rho^2, s_0]; L^2(B_{\rho}(y_0))) \cap \)
we denote the solution to the Cauchy–Dirichlet problem
\[ \begin{align*}
\partial_t h - \Delta h &= 0 \quad \text{in } Q_\rho(w_0), \\
h &= u \quad \text{on } \partial \mathcal{P} Q_\rho(w_0).
\end{align*} \]
Taking the difference of the weak formulation of the system (3.8) for $u$ and the heat equation for $h$, we obtain
\[ \int_{Q_\rho(w_0)} [\partial_t (u - h) \cdot \varphi + D(u - h) \cdot D\varphi] \, dz = -2 \int_{Q_\rho(w_0)} (H \circ u) D u_1 \times D u_2 \cdot \varphi \, dz, \]
for any testing function $\varphi \in L^2(s_o - \rho^2, s_o; W^{1,2}(B_\rho(y_0), \mathbb{R}^3))$. Here, we note that $\partial_t u, \partial_t h \in L^2(Q_\rho(w_0), \mathbb{R}^3)$ by the construction in Section 3, respectively, by standard regularity for the heat equation. Choosing $\varphi = u - h$, we get
\[ \int_{Q_\rho(w_0)} \left[ \frac{1}{2} \partial_t |u - h|^2 + |Du - Dh|^2 \right] \, dz \leq \| H \|_{L^\infty} \sup_{Q_\rho(w_0)} |u - h|^2 \int_{Q_\rho(w_0)} |Du|^2 \, dz. \]
The first term on the left-hand side is nonnegative, since $h = u$ on $\partial \mathcal{P} Q_\rho(w_0)$. Now, we fix $\alpha \in (0, 1)$ and choose some boundary point $\bar{z} \in \partial \mathcal{P} Q_\rho(w_0)$. By the maximum principle, we have
\[ |h(\bar{z}) - h(z)| \leq \max_{w \in \partial \mathcal{P} Q_\rho(w_0)} |u(\bar{z}) - u(w)| \leq C |u|_{C^{0, \alpha}} \rho^\alpha. \]
Hence, by (5.4), we have for any $z \in Q_\rho(z_0)$ that
\[ |u(z) - h(z)| \leq |u(z) - u(\bar{z})| + |h(\bar{z}) - h(z)| \leq C E_0 \left( \frac{\rho}{R} \right)^\alpha, \]
for a constant $C \equiv C(\| H \|_{L^\infty}, \alpha)$. Moreover, using the Caccioppoli inequality from (5.2) and (5.4), we find that
\[ \int_{Q_\rho(w_0)} |Du|^2 \, dz \leq \frac{C}{\rho^2} \int_{Q_\rho(y_0)} |u - (u)_{w_0; \rho}|^2 \, dz \leq C \rho^{2\alpha - 2} R^{-2\alpha} E_0. \]
Inserting the last two estimates above and taking mean values yields the following comparison estimate:
\[ \int_{Q_\rho(w_0)} |Du - Dh|^2 \, dz \leq C \rho^{3\alpha - 2} R^{-3\alpha} E_0^\frac{3}{2}. \]
We define the excess functional by
\[ \Phi(u; w_0, \rho) := \int_{Q_\rho(w_0)} |Du - (Du)_{w_0; \rho}|^2 \, dz. \]
Now, let $0 < \tau \leq \frac{1}{2}$. Then, by the a priori estimates for $h$ from [26, Lemma 4.13], we get
\[
\Phi(u; w_0, \tau \rho) \leq \int_{Q_{\tau \rho}(w_0)} |Du - (Dh)_{w_0; \tau \rho}|^2 \, dz
\]
\[
\leq 2 \Phi(h; w_0, \tau \rho) + 2 \int_{Q_{\tau \rho}(w_0)} |Du - Dh|^2 \, dz
\]
\[
\leq C[\tau^2 \Phi(h; w_0, \rho) + \tau^{-4} \rho^{3\alpha-2} R^{-3\alpha} E_\rho^3]
\]
\[
\leq C[\tau^2 \Phi(u; w_0, \rho) + \tau^{-4} \rho^{3\alpha-2} R^{-3\alpha} E_\rho^3],
\]
where $C \equiv C(\|H\|_\infty, \alpha)$. At this point, a standard iteration argument, cf. [9, Estimate (65)–(68)] shows that $Du$ is Hölder continuous with respect to the parabolic metric with Hölder exponent $\frac{3}{2} \alpha - 1$, provided $\alpha > \frac{2}{3}$. In order to eliminate the dependence of the constants on $\alpha$, we fix some $\alpha \in (\frac{2}{3}, 1)$. Then, $Du$ is Hölder continuous with Hölder exponent $\frac{3}{2} \alpha - 1 > 0$, and in particular the right-hand side of (3.8) is bounded. Therefore, we conclude by classical Schauder theory that $Du$ is Hölder continuous with respect to the parabolic metric with any Hölder exponent $\beta < 1$. ■

5.2 Boundary regularity

In this section, we establish the Hölder continuity of $Du$ up to the boundary.

**Theorem 5.2.** There exists a constant $\varepsilon_2 = \varepsilon_2(\|H\|_\infty) > 0$ such that the following holds true: Assume that $g \in C^{1,\gamma}(B)$ for some $\gamma \in (0, 1)$ and that the maps $u_h \in L^\infty(0, \infty; W^{1,2}(B, \mathbb{R}^3))$ constructed in Section 3 satisfy for some $x_0 \in \partial B$, $t_0 \in [R^2, \infty)$, and $0 < R \leq \frac{1}{2}$ the smallness assumption
\[
\liminf_{i \to \infty} \sup_{t \in (t_0, -R^2, t_0)} \int_{B_R^+(x_0)} |Du_{t_0}|^2 \, dx \leq \frac{1}{2} \varepsilon_2,
\]
and that $u \in L^\infty(0, \infty; W^{1,2}(B, \mathbb{R}^3))$ is the limit map in the sense of (3.7), then $Du \in C^{\gamma,\gamma/2}(Q_{R/2}^+(z_0), \mathbb{R}^{2,3})$. Here, we have abbreviated $B_R^+(x_0) := B_R(x_0) \cap B$ and $Q_{R/2}^+(z_0) := Q_{R/2}^+(z_0) \cap B \times (0, \infty)$.

**Proof.** The starting point for the proof of Theorem 5.2 is the conclusion of Corollary 4.9: Due to our smallness assumption (5.6), we know that
\[
\int_{Q_{R}^+(x_0)} |D^2 u|^2 \, dz \leq \frac{C_3}{(R - r)^2} \int_{Q_{R}^+(x_0)} |Du|^2 \, dx + C_3 R^2 \int_{B_R^+(x_0)} |D^2 g|^2 + \frac{|Dg|^2}{(R - r)^2} \, dx
\]
(5.7)
holds true for any $0 < r < R$. Here, the constant $\varepsilon_2 > 0$ is still at our disposal. We only require at this stage that $\varepsilon_2 < \varepsilon_0$, where $\varepsilon_0$ is the corresponding constant from Corollary 4.9. This allows us to prove a Caccioppoli-type inequality at the boundary, and this will be performed in the next subsection.

5.2.1 A Caccioppoli-type inequality at the boundary

As in the interior situation, we consider $\frac{R}{\varepsilon} \leq \rho < \tau \leq R$ and set $\sigma := \frac{\rho + \tau}{2}$. As in Section 5.1.1, we choose the two cut-off functions $\eta \in C^\infty_0(B_\sigma(x_0), [0, 1])$ and $\zeta \in W^{1,\infty}(\mathbb{R}, [0, 1])$. Now, in the weak form of the parabolic system (3.8), we take the testing function $\varphi(x, t) := \eta^2(x) \zeta(t)(u(x, t) - g(x))$. We note that this choice is admissible since $u(\cdot, t) = g$ on $\partial B$ for a.e. $t > 0$ in the sense of traces. In turn, we use Young's inequality and recall that $g$ is independent of $t$, to conclude that

$$\int_{Q^* R_0(\rho, \tau)} \eta^2 \zeta \partial_t u \cdot (u - g) + \eta^2 \zeta |Du|^2 \, dz$$

$$\leq \int_{Q^* R_0(\rho, \tau)} \eta^2 |Du| |Dg| \, dz + 2 \int_{Q^* R_0(\rho, \tau)} \eta \zeta |Du| |D\eta||u - g| \, dz + \|H\|_\infty \int_{Q^* R_0(\rho, \tau)} \eta^2 |Du|^2 |u - g| \, dz$$

$$\leq \frac{1}{2} \int_{Q^* R_0(\rho, \tau)} \eta^2 |Du|^2 \, dz + R^2 \int_{B^* R_0(\rho, \tau)} |Dg|^2 \, dx$$

$$+ \frac{C}{(\tau - \rho)^2} \int_{Q^* R_0(\rho, \tau)} |u - g|^2 \, dz + (\tau - \rho)^2 \int_{Q^* R_0(\rho, \tau)} \eta^2 |Du|^4 \, dz,$$

for a constant $C = C(\|H\|_{L^\infty})$. Using again that $g$ is independent of $t$, the first term on the left-hand side can be re-written and estimated in the form

$$\int_{Q^* R_0(\rho, \tau)} \eta^2 \zeta \partial_t u \cdot (u - g) \, dz = \frac{1}{2} \int_{Q^* R_0(\rho, \tau)} \eta^2 \zeta \partial_t |u - g|^2 \, dz$$

$$\geq -\frac{1}{2} \int_{Q^* R_0(\rho, \tau)} \eta^2 \zeta |u - g|^2 \, dz.$$

The following arguments follow closely the corresponding ones from the interior case. We use the estimate $|\zeta_t| \leq \frac{1}{\sigma^2 - \rho^2} \leq \frac{1}{(\sigma - \rho)^2} = \frac{4}{(\tau - \rho)^2}$ and the fact that $\eta$ has its support in $B_\sigma(x_0)$ to deduce that

$$\int_{Q^* R_0(\rho, \tau)} \zeta \eta^2 |Du|^2 \, dz \leq 2R^2 \int_{B^* R_0(\rho, \tau)} |Dg|^2 \, dz$$

$$+ \frac{C}{(\tau - \rho)^2} \int_{Q^* R_0(\rho, \tau)} |u - g|^2 \, dz + 2(\tau - \rho)^2 \int_{Q^* R_0(\rho, \tau)} |Du|^4 \, dz.$$
holds true. We estimate the last integral by an application of Gagliardo–Nirenberg’s inequality (2.2), the smallness assumption (5.1)—which continues to hold for the weak limit $u$ by lower semicontinuity—and Corollary 4.9 with $(r, R)$ replaced by $(\sigma, \tau)$. This leads us to

$$
\int_{Q^+_{\sigma}(z_0)} |Du|^4 \, dz \leq C \sup_{t_0 - \sigma^2 \leq t \leq t_0} \int_{R^+_{\sigma}(x_0)} |Du|^2 \, dx \int_{Q^+_{\sigma}(z_0)} \left[ |D^2 u|^2 + \frac{|Du|^2}{\sigma} \right] \, dz
$$

$$
\leq C \varepsilon_2 \int_{Q^+_{\sigma}(z_0)} \left[ |D^2 u|^2 + \frac{|Du|^2}{\sigma} \right] \, dz
$$

$$
\leq C \varepsilon_2 \left[ \int_{Q^+_{\sigma}(z_0)} \frac{|Du|^2}{(\tau - \rho)^2} \, dz + \tau^2 \int_{B^+_{\tau}(x_0)} |D^2 g|^2 + \frac{|Dg|^2}{(\tau - \rho)^2} \, dx \right].
$$

Here, the constant $C$ only depends on $\|H\|_{L^\infty}$. We insert this above and obtain

$$
\int_{Q^+_{\sigma}(x_0)} |Du|^2 \, dz \leq \frac{C}{(\tau - \rho)^2} \int_{A^+_{\sigma}(z_0)} |u - g|^2 \, dz + C \varepsilon_2 \int_{Q^+_{\sigma}(z_0)} |Du|^2 \, dz
$$

$$
+ C \int_{B^+_{\tau}(x_0)} R^4|D^2 g|^2 + R^2|Dg|^2 \, dx.
$$

Since $\varepsilon_2 > 0$ is at our disposal, we can assume that $C (\|H\|_{L^\infty}) \varepsilon_2 \leq \frac{1}{2}$. In this case, the iteration Lemma 2.1 can be applied and yields—using also Hölder’s inequality—the following Caccioppoli-type inequality up to the boundary:

$$
\int_{A^+_{\tau}(z_0)} |Du|^2 \, dz \leq \frac{C_c}{R^2} \int_{A^+_{\tau}(z_0)} |u - g|^2 \, dz + C_c R^4 \int_{B^+_{\tau}(x_0)} |D^2 g|^2 \, dx
$$

$$
+ C_c R^4(1 - \frac{1}{p}) \left[ \int_{B^+_{\tau}(x_0)} |Dg|^p \, dx \right]^{\frac{2}{p}}.
$$

(5.8)

for any $p \in [2, \infty)$, with a constant $C_c \equiv C (\|H\|_{\infty}) \geq 1$.

5.2.2 Flattening of the boundary

In this section, we describe the flattening of the boundary procedure which we use to transform to a situation with a flat boundary. In this special case, we will prove the regularity result with quantitative estimates and then transform these estimates back to the original set-up.

Without loss of generality, we consider instead of the unit disk $B$ the disk $D := B_1(0, 1)$. Moreover, as generic boundary point $x_0$ we take the
origin $0 \in \partial D$. In this specific situation, the boundary $\partial D \cap \{x_2 < 1\}$ is given by the graph of the function $(-1, 1) \ni x_1 \mapsto h(x_1) := 1 - \sqrt{1 - x_1^2}$. Note that $h(0) = h'(0) = 0$. Further, we have that $|h'(x_1)| \leq \kappa$ whenever $|x_1| \leq \sigma(\kappa)$, where we have defined $\sigma(\kappa) := \kappa / \sqrt{1 + \kappa^2}$. Now, for $(x_1, x_2) \in (-1, 1) \times \mathbb{R}$, we define $\Phi(x_1, x_2) := (x_1, x_2 - h(x_1))$. Note that $\Phi$ maps $\partial D \cap \{x_2 < 1\}$ onto the line segment $(-1, 1) \times [0]$. The inverse of $\Phi$ takes the form $\Psi(\zeta_1, \zeta_2) = \Phi^{-1}(\zeta_1, \zeta_2) = (\zeta_1, \zeta_2 + h(\zeta_1))$. Of course, $\Psi$ maps the line segment $(-1, 1) \times [0]$ back to $\partial D \cap \{x_2 < 1\}$. An elementary computation shows that

$$D\Phi(x_1, x_2) = \begin{pmatrix} 1 & 0 \\ -h'(x_1) & 1 \end{pmatrix} \quad \text{and} \quad D\Psi(\zeta_1, \zeta_2) = \begin{pmatrix} 1 & 0 \\ h'(\zeta_1) & 1 \end{pmatrix}$$

holds true. But this implies that

$$\|D\Phi(x_1, x_2)\| \in [1 - |h'(x_1)|, 1 + |h'(x_1)|]$$

and

$$\|D\Psi(\zeta_1, \zeta_2)\| \in [1 - |h'(\zeta_1)|, 1 + |h'(\zeta_1)|]$$

holds true, where $\| : \|$ denotes the operator norm. In particular, whenever $(x_1, x_2) \in (-\sigma(\kappa), \sigma(\kappa)) \times \mathbb{R}$, we have

$$1 - \kappa \leq \|D\Phi(x_1, x_2)\| \leq 1 + \kappa.$$ 

For $0 < \rho < 1$, we have $D \cap B_\rho = \{(x_1, x_2) \in B_\rho : x_2 > h(x_1)\}$. From this point on, we consider only radii $0 < \rho \leq \sigma(\kappa)$, where $\kappa > 0$ is fixed in advance. Then, for points $x = (x_1, x_2) \in D \cap B_\rho$, we have $|\Phi(x)| \leq \rho$ so that $\Phi(D \cap B_\rho) \subset B_\rho^+$. Here, we should indicate to the reader a slight abuse of notation: Since in most of the remaining proof, we will work in the situation of a flat boundary, we will write $B_{\rho}^+ := B_{\rho} \cap \{\zeta = (\zeta_1, \zeta_2) \in \mathbb{R}^2 : \zeta_2 > 0\}$ and $Q_{\rho}^+ := Q_{\rho} \cap \{[\zeta = (\zeta_1, \zeta_2) \in \mathbb{R}^2 : \zeta_2 > 0] \times (0, \infty)\}$. However, this does not coincide with the notation in the statement of the theorem. On the other hand, if $\zeta \in B_{\rho/(1+\kappa)}^+$, then $|\Psi(\zeta)| \leq \rho$, so that $B_{\rho/(1+\kappa)}^+ \subset \Phi(D \cap B_\rho)$. Therefore, for any radius $0 < \rho \leq \sigma(\kappa)$, the following inclusions hold true:

$$B_{\rho/(1+\kappa)}^+ \subset \Phi(D \cap B_\rho) \subset B_{\rho}^+. \quad (5.9)$$

At this stage, we have all prerequisites at hand in order to perform the flattening of the boundary in the parabolic system. We abbreviate $F := -2(H \circ u)D_1 u \times D_2 u$ and consider a solution $u$ of

$$\partial_t u - \Delta u = F \quad \text{on} \ D \cap B_\rho.$$
For the transformation of the parabolic system, we start with a smooth testing function \( \tilde{\varphi} \in C_0^\infty(B^+_\rho/(1+\kappa) \times (t_1, t_2), \mathbb{R}^3) \) and define \( \varphi(x, t) := \tilde{\varphi}(\Phi(x), t) \); extending \( \tilde{\varphi} \) by zero, we can assume \( \varphi \in C_0^\infty((D \cap B_\rho) \times (t_1, t_2); \mathbb{R}^3) \). Moreover, we define \( \tilde{u}(\zeta, t) := u(\Psi(\zeta), t) \) and \( \tilde{F}(\zeta, t) := F(\Psi(\zeta), t) \). We perform a change of variables, exploit the fact \( \det D\Phi \equiv 1 \) and use \( \text{spt} \tilde{\varphi} \in B^+_\rho/(1+\kappa) \times (t_1, t_2) \). In this way, we obtain

\[
\begin{align*}
0 &= \int_{t_1}^{t_2} \int_{B_1(\rho) \cap B_\rho} [u \cdot \varphi_t - Du \cdot D\varphi + F \cdot \varphi] \, dx \, dt \\
&= \int_{t_1}^{t_2} \int_{\Phi(B_1(\rho) \cap B_\rho)} [\tilde{u} \cdot \tilde{\varphi}_t - Du(\Psi, t) \cdot D\varphi(\Psi, t) + \tilde{F} \cdot \tilde{\varphi}] \, d\zeta \, dt \\
&= \int_{t_1}^{t_2} \int_{B^+_\rho/(1+\kappa)} [\tilde{u} \cdot \tilde{\varphi}_t - D\tilde{u}[D\Psi]^{-1} \cdot D\tilde{\varphi}[D\Psi]^{-1} + \tilde{F} \cdot \tilde{\varphi}] \, d\zeta \, dt \\
&= \int_{t_1}^{t_2} \int_{B^+_\rho/(1+\kappa)} [\tilde{u} \cdot \tilde{\varphi}_t - a^{ij} D_i \tilde{u} D_j \tilde{\varphi} + \tilde{F} \cdot \tilde{\varphi}] \, d\zeta \, dt,
\end{align*}
\]

where the coefficients \( a^{ij} \) are defined via

\[
(a^{ij}(\zeta)) = \begin{pmatrix}
1 & -h'(\zeta_1) \\
-h'(\zeta_1) & 1 + h'(\zeta_1)^2
\end{pmatrix}.
\]

Note that \( a^{ij}(\zeta) = a^{ji}(\zeta) \) is symmetric and equal to the identity at the origin, that is, \( a^{ij}(0) = \delta^{ij} \). Moreover, the coefficients are bounded and elliptic, in the sense that

\[
(1 - \kappa)^2|\xi|^2 \leq a^{ij}(\zeta)\xi_i\xi_j \leq (1 + \kappa)^2|\xi|^2,
\]

for any \( \xi \in \mathbb{R}^2 \) and \( \zeta \in (-\sigma(\kappa), \sigma(\kappa)) \times \mathbb{R} \). Now, a direct computation shows that

\[
\|a^{ij}(\zeta) - \delta^{ij}\| \leq |h'(\zeta_1)|(1 + |h'(\zeta_1)|) \leq \frac{(1 + \kappa)|\zeta_1|}{\sqrt{1 - \zeta_1^2}} \leq (1 + \kappa)^2|\zeta_1|
\]

holds true for \( \zeta \) as before. Next, using the ellipticity bound for the coefficients \( a^{ij} \) we obtain the following estimate for the transformed inhomogeneity \( \tilde{F} \):

\[
|\tilde{F}| \leq C_F |D\tilde{u}[D\Psi]^{-1}| = C_F a^{ij} D_i \tilde{u} D_j \tilde{\varphi} \leq C_F (1 + \kappa)^2 |D\tilde{u}|^2.
\]

A similar argument, using again the ellipticity of the coefficients \( a^{ij} \), yields

\[
\sup_{t_1 < t < t_2} \int_{B^+_\rho/(1+\kappa) \times [t]} |D\tilde{u}|^2 \, d\zeta \leq (1 + \kappa)^2 \sup_{t_1 < t < t_2} \int_{(D \cap B_\rho) \times [t]} |Du|^2 \, dx.
\]
Next, it is easy to check that the transformed Dirichlet data $\tilde{g}(\zeta) := g(\Psi(\zeta))$ are of class $W^{2,q}(B^+_\rho(0+) \cap \Omega)$. The corresponding $W^{2,q}$ norm can be estimated as follows:

$$\|\tilde{g}\|_{W^{2,q}(B^+_\rho(0+) \cap \Omega)} \leq C(1 + \kappa)^3 \|g\|_{W^{2,q}(\Omega \cap B_\rho(0))}.$$  

Here, we used that $h''(\zeta_1)$ can be bounded by $[1 + \kappa^2]^{\frac{3}{2}}$ for $|\zeta_1| \leq \rho \leq \sigma(\kappa)$. Finally, we need to transform the Caccioppoli-type inequality (5.8) to the flat situation. Using the transformation formula and the inclusions (5.9), we easily obtain for $0 < r \leq \rho$ that

$$\int_{Q^+_0(0^+)}^r |Du|^2 \, dz \leq C \int_{-(r/2)^2}^0 \int_{D \cap B_{r/2}} |D\tilde{u}|^2 \, dz$$

$$\leq C \left[ \frac{1}{r^2} \int_{-(r/2)^2}^0 \int_{D \cap B_r} |u - g|^2 \, dz + r^4 \int_{D \cap B_r} |D^2g|^2 \, dx + r^4(1 - \frac{1}{p}) \left( \int_{Q_0^+} |Dg|^p \, dx \right)^{\frac{2}{p}} \right]$$

$$\leq C \left[ \frac{1}{r^2} \int_{Q^+_0} |\tilde{u} - \tilde{g}|^2 \, dz + r^4 \int_{Q^+_0} |D^2\tilde{g}|^2 \, dx + r^4(1 - \frac{1}{p}) \left( \int_{Q^+_0} |D\tilde{g}|^p \, dx \right)^{\frac{2}{p}} \right]$$

holds true with a constant $C = C(\|H\|_{\infty}) \geq 1$. From here on, we do not anymore distinguish between $x$ and $\zeta$ in the notation, simply writing $x$ instead of $\zeta$.

### 5.2.3 Regularity up to the boundary

We recall that we now use the notation $B^+_\rho := B_\rho(0) \cap \Omega$ in two slightly different meanings, depending on whether the domain of definition is $\Omega = B$ or $\Omega = \{x = (x_1, x_2) \in \mathbb{R}^2 : x_2 > 0\}$. Summarizing the preceding argumentation, we may assume that the following general assumptions hold true: On a parabolic half cylinder $Q^+_\rho := B^+_\rho \times (-\rho^2, 0)$, the mapping $\tilde{u} \in L^2(-\rho^2, 0; W^{2,2}(B^+_\rho, \mathbb{R}^3))$ with $\partial_t\tilde{u} \in L^2(Q^+_\rho; \mathbb{R}^3)$ is a weak solution of

$$\partial_t\tilde{u} - \text{div}(AD\tilde{u}) = \tilde{F} \quad \text{in } Q^+_\rho,$$

where $A = (A_{ij})_{1 \leq i, j \leq 2}$ satisfies

$$\|A(x) - \text{id}\| \leq 2|x_1|,$$

for any $x = (x_1, x_2) \in B^+_\rho$, and $\tilde{F} : Q^+_\rho \rightarrow \mathbb{R}^3$ is a measurable map satisfying

$$|\tilde{F}| \leq C_F |D\tilde{u}|^2 \quad \text{a.e. on } Q^+_\rho.$$
Moreover, on the flat part $I_\rho \times (-\rho^2, 0)$ of the lateral boundary of $Q_\rho^+$ the mapping $\tilde{u}$ fulfills the Dirichlet-boundary condition $\tilde{u}(\cdot, t) = \tilde{g}$ in the sense of traces for a.e. $t \in (-\rho^2, 0)$, for some Dirichlet datum $\tilde{g} \in W^{2,2}(B^+_\rho, \mathbb{R}^3)$. Moreover, we assume that the following Caccioppoli-type estimate

$$\int_{Q_\rho^+ r/4} |D \tilde{u}|^2 \, dz \leq C_c \left[ \frac{1}{r^2} \int_{Q_\rho^+} |\tilde{u} - \tilde{g}|^2 \, dz + r^2(r) r^{4(1 - \frac{1}{p})} \right]$$

(5.14)

holds true for any $0 < r \leq \rho$. The term $\Gamma(r)$ is defined by

$$\Gamma(r)^2 := \int_{B^+_r} |D^2 \tilde{g}|^2 \, dx + \left( \int_{B^+_r} |D \tilde{g}|^p \, dx \right)^{\frac{2}{p}}.$$  

(5.15)

Finally, we assume that the smallness condition

$$\sup_{-\rho^2 < t < 0} \int_{B^+_\rho \times \{t\}} |D \tilde{u}|^2 \, dx \leq \bar{\varepsilon}_2$$

(5.16)

holds true, where $\bar{\varepsilon}_2 > 0$ is a fixed small parameter at our disposal. The precise value of $\bar{\varepsilon}_2$ will be determined later in the course of the proof. Instead of (5.14), we work with the following version of the Caccioppoli inequality. Since $\tilde{u}(\cdot, t) = \tilde{g}$ on $I_\rho$, we replace in (5.14) the Dirichlet datum $\tilde{g}$ by its mean value $(\tilde{g})_L$. The appearing error term can be estimated with Poincaré’s inequality as follows:

$$\frac{1}{r^2} \int_{Q_\rho^+} |\tilde{g} - (\tilde{g})_L|^2 \, dz = \int_{B^+_r} |\tilde{g} - (\tilde{g})_L|^2 \, dx \leq C r^2 \int_{B^+_r} |D \tilde{g}|^2 \, dx \leq C \Gamma^2(r) r^{4(1 - \frac{1}{p})}.$$  

(5.17)

Hence, (5.14) implies the following Caccioppoli-type estimate:

$$\int_{Q_\rho^+ r/4} |D \tilde{u}|^2 \, dz \leq C_c \left[ \frac{1}{r^2} \int_{Q_\rho^+} |\tilde{u} - (\tilde{g})_L|^2 \, dz + \Gamma^2(r) r^{4(1 - \frac{1}{p})} \right].$$

(5.18)

We now define a boundary excess functional by letting

$$\mathcal{E}(\tilde{u}, r) := r^{-4} \int_{Q_\rho^+} |\tilde{u} - (\tilde{g})_L|^2 \, dz,$$
for $0 < r \leq \rho$. Since $\tilde{g}$ is independent of $t$, we obtain for any $\varphi \in C_0^\infty (Q_{\rho/4}^+, \mathbb{R}^3)$ that

\[
\left| \left( \frac{\rho}{4} \right)^{-2} \int_{Q_{\rho/4}^+} [(\tilde{u} - \tilde{g}) \cdot \partial_t \varphi - D(\tilde{u} - \tilde{g}) \cdot D\varphi] \, dz \right|
\leq C_F \| \varphi \|_{L^\infty} \left( \frac{\rho}{4} \right)^{-2} \int_{Q_{\rho/4}^+} |D\tilde{u}|^2 \, dz + C \rho^{-1} \| D\varphi \|_{L^\infty} \int_{Q_{\rho/4}^+} |D\tilde{u}| \, dz
\]

\[
+ C \rho^{2(1 - \frac{1}{p})} \| D\varphi \|_{L^\infty} \left( \int_{B_{\rho}^+} |D\tilde{g}|^p \, dx \right)^{\frac{1}{p}}
\leq C \left[ \rho^{-1} \int_{Q_{\rho/4}^+} |D\tilde{u}|^2 \, dz + \rho^3 + \Gamma \rho^{2(1 - \frac{1}{p})} \right] \| D\varphi \|_{L^\infty}
\leq C \rho [C_c (E(\tilde{u}; \rho) + \Gamma^2 \rho^{2 - \frac{4}{p}}) + \rho^2 + \Gamma \rho^{1 - \frac{2}{p}}] \| D\varphi \|_{L^\infty}
\leq \frac{1}{4} \gamma \rho [E(\tilde{u}; \rho) + (\Gamma + 1)^2 \rho^{1 - \frac{2}{p}}] \| D\varphi \|_{L^\infty},
\]

where the constant $\gamma$ depends only on $C_c$, $C_F$, and $\Gamma := \Gamma(\rho)$. Here, we used in turn (5.11), (5.12), (5.13), Young’s inequality, and (5.18). Now, for $\varepsilon > 0$ to be determined later we take $\delta \equiv \delta(\varepsilon) \in (0, 1]$ to be the corresponding constant from the caloric approximation lemma [2, Lemma 4.1] and define the re-scaled function

\[
v(x, t) := \frac{\tilde{u} - \tilde{g}}{\gamma [E(\tilde{u}; \rho) + 4 \delta^{-2} (\Gamma + 1)^4 \rho^{2 - \frac{4}{p}}]^{\frac{1}{2}}}.
\]

Here, $\gamma \geq 1$ will be chosen later in a universal way not smaller than the corresponding constant from the last inequality. Then $v$ is an almost caloric function on $Q_{\rho/4}^+$, in the sense that

\[
\left| \left( \frac{\rho}{4} \right)^{-2} \int_{Q_{\rho/4}^+} [v \cdot \partial_t \varphi - Dv \cdot D\varphi] \, dz \right| \leq \frac{1}{4} \rho \left[ \sqrt{E(\tilde{u}; \rho)} + \frac{1}{2} \delta \right] \| D\varphi \|_{L^\infty}.
\]

We now assume that

\[
E(\tilde{u}; \rho) \leq \frac{1}{4} \delta^2. \quad (5.19)
\]

Then, for any $\varphi \in C_0^\infty (Q_{\rho/4}^+, \mathbb{R}^3)$, we have

\[
\left| \left( \frac{\rho}{4} \right)^{-2} \int_{Q_{\rho/4}^+} [v \cdot \partial_t \varphi - Dv \cdot D\varphi] \, dz \right| \leq \frac{1}{4} \rho \delta \| D\varphi \|_{L^\infty}.
\]
Moreover, by the definition of $v$ and the Caccioppoli-type inequality (5.18), we have

\[
\left(\frac{\rho}{4}\right)^2 \int_{Q_{\rho/4}^+} |Dv|^2 \, dz = \frac{2^4 \rho^2}{\gamma^2 [E(\bar{u}; \rho) + 4\delta^{-2}(\Gamma + 1)^4 \rho^{2-\frac{3}{p}}]} \int_{Q_{\rho/4}^+} |D\bar{u} - D\bar{g}|^2 \, dz
\]

\[
\leq \frac{2^5 \rho^2}{\gamma^2 [E(\bar{u}; \rho) + 4\delta^{-2}(\Gamma + 1)^4 \rho^{2-\frac{3}{p}}]} \left[ \int_{Q_{\rho/4}^+} |D\bar{u}|^2 \, dz + \int_{Q_{\rho/4}^+} |D\bar{g}|^2 \, dz \right]
\]

\[
\leq \frac{C}{\gamma^2 [E(\bar{u}; \rho) + 4\delta^{-2}(\Gamma + 1)^4 \rho^{2-\frac{3}{p}}]} \left[ E(\bar{u}; \rho) + \Gamma^2 \rho^{2-\frac{3}{p}} \right] \leq 1,
\]

provided we choose $\gamma \geq 1$ in dependence on $C_c$ and $C_F$ large enough. In conclusion, we have established the energy bound

\[
\left(\frac{\rho}{4}\right)^2 \int_{Q_{\rho/4}^+} |Dv|^2 \, dz \leq 1.
\]

At this point, we can apply the caloric approximation lemma [2, Lemma 4.1] to infer the existence of a caloric function $h \in L^2(-\rho/8, 0; \mathcal{W}^{1,2}(B^+_{\rho/8}, \mathbb{R}^3))$ with $h = 0$ on the flat part of the lateral boundary $I_{\rho/8} \times (-\rho/8, 0)$, where $I_{\rho/8} := B_{\rho/8} \cap \{x_2 = 0\}$, satisfying

\[
\left(\frac{\rho}{8}\right)^2 \int_{Q_{\rho/8}^+} |Dh|^2 \, dz \leq 2^5
\]

and

\[
\left(\frac{\rho}{8}\right)^4 \int_{Q_{\rho/8}^+} |v - h|^2 \, dz \leq \varepsilon.
\]

Using a standard a priori estimate for the caloric function $h$, see, for example, [26, Lemma 4.13], we obtain for $\theta \in (0, \frac{1}{16}]$ that

\[
(\theta \rho)^{-4} \int_{Q_{\rho}^+} |v|^2 \, dz \leq 2(\theta \rho)^{-4} \int_{Q_{\rho}^+} [|v - h|^2 + |h|^2] \, dz
\]

\[
\leq 2^{-11} \theta^{-4} \varepsilon + C \theta^2 \left(\frac{\rho}{8}\right)^{-4} \int_{Q_{\rho/8}^+} |h|^2 \, dz
\]

\[
\leq 2^{-11} \theta^{-4} \varepsilon + C \theta^2 \left(\frac{\rho}{8}\right)^{-2} \int_{Q_{\rho/8}^+} |Dh|^2 \, dz
\]

\[
\leq C (\theta^{-4} \varepsilon + \theta^2).
\]
In the second last line, we used the Poincaré inequality slicewise, which is possible since $h(\cdot, t) = 0$ on $I_{\rho/8}$ for a.e. $t \in (-\rho/8, 0)$. Scaling back from $v$ to $\tilde{u}$, we obtain that

$$
(\theta \rho)^{-4} \int_{Q_{\rho}^+} |\tilde{u} - \mathcal{g}|^2 \, dz \leq C (\theta^{-4} \varepsilon + \theta^2) |E(\tilde{u}; \rho) + 4 \delta^{-2} (\Gamma + 1)^4 \rho^{2 - \frac{4}{p}}],
$$

where the constant $C$ depends only on $C_F$ and $C_c$. We choose $\alpha \in (0, 1)$ and set

$$
p := \frac{2}{1 - \alpha} > 2,
$$

so that $2 - \frac{4}{p} = 2\alpha$. Now, we fix the parameters $\varepsilon$ and $\theta$. For $\beta := \frac{1}{2}(1 + \alpha)$, we choose $\beta \in (0, \frac{1}{16}]$ according to $C \theta^2 \leq \frac{1}{2} \theta^{2\beta}$. Then, $\theta$ depends on $C_c, C_F$, and $\alpha$. Next, we fix $\varepsilon > 0$ in such a way that $C \theta^{-4} \varepsilon \leq \frac{1}{2} \theta^{2\beta}$. This determines $\varepsilon$ also in dependence on $C_c, C_F$, and $\alpha$ and consequently $\delta$ is fixed in dependence on the same parameters, that is, $C_c, C_F, \alpha$. Thus, we have shown so far that there exists $\delta = \delta(C_c, C_F, \alpha) > 0$ such that if (5.19) holds true, then

$$
(\theta \rho)^{-4} \int_{Q_{\rho}^+} |\tilde{u} - \mathcal{g}|^2 \, dz \leq \theta^{2\beta} E(\tilde{u}; \rho) + C (\Gamma + 1)^4 (\theta \rho)^{2\alpha},
$$

where $C = C(C_c, C_F, \alpha)$. In the left-hand side, we replace the function $\mathcal{g}$ by its mean value $(\mathcal{g})_{I_{\rho}}$. This can be achieved by (5.17) and leads to

$$
E(\tilde{u}; \rho) \leq \theta^{2\beta} E(\tilde{u}; \rho) + C (\Gamma + 1)^4 (\theta \rho)^{2\alpha},
$$

with $\beta > \alpha$. As usual, the iteration of the preceding inequality yields that

$$
E(\tilde{u}; r) \leq C \left( \frac{r}{\rho} \right)^{2\alpha} [E(\tilde{u}; \rho) + (\Gamma + 1)^4 \rho^{2\alpha}]
$$

holds true for any $0 < r \leq \rho/16$ with a constant $C \equiv C(C_c, C_F, \alpha)$, provided the smallness condition (5.19) is satisfied. Since $u = \mathcal{g}$ on $I_\rho \times (-\rho^2, 0)$, the Poincaré inequality (5.17) implies

$$
E(\tilde{u}; \rho) = \frac{1}{\rho^4} \int_{Q_{\rho}^+} |\tilde{u} - (\tilde{u})_{I_{\rho}}|^2 \, dz \leq \frac{C}{\rho^2} \int_{Q_{\rho}^+} |D\tilde{u}|^2 \, dz.
$$

Plugging this into the preceding inequality, we infer

$$
\frac{1}{r^4} \int_{Q_{r}^+} |\tilde{u} - (\tilde{u})_{I_{r}}|^2 \, dz \leq C \left( \frac{r}{\rho} \right)^{2\alpha} \left[ \frac{1}{\rho^2} \int_{Q_{\rho}^+} |D\tilde{u}|^2 \, dz + (\Gamma + 1)^4 \rho^{2\alpha} \right],
$$
whenever \( r \in (0, \frac{\rho}{16}) \), provided the smallness condition (5.19) holds true. Scaling back from \( \tilde{u} \) to \( u \) and using the minimality of the mean value \((u)_{Q_r^+}\) in the mapping \( \xi \mapsto \int_{Q_r^+} |u - \xi|^2 \, dz \), we arrive at

\[
\frac{1}{r^4} \int_{Q_r^+(x_0)} |u - (u)_{Q_r^+(x_0)}|^2 \, dz \leq C \left( \frac{r}{\rho} \right)^{2\alpha} \int_{Q_{\rho r}^+(x_0)} |Du|^2 \, dz + (I + 1)^4 \rho^{2\alpha}. \tag{5.22}
\]

Finally, we perform the choice of \( \tilde{\varepsilon}_2 \) from (5.16). From (5.16) and (5.20), we have

\[
\mathbb{E}(\tilde{u}, \rho) \leq \frac{C}{\rho^2} \int_{Q_r^+} |D\tilde{u}|^2 \, dz \leq C \sup_{t \in (-\rho^2, 0)} \int_{B_r^+ \times \{t\}} |D\tilde{u}|^2 \, dx \leq C \tilde{\varepsilon}_2.
\]

Therefore, choosing \( \tilde{\varepsilon}_2 \) in dependence on \( C_c, C_F, \alpha \) small enough to satisfy \( C \tilde{\varepsilon}_2 \leq \frac{1}{4} \delta^2 \), this ensures that the smallness condition (5.19) is satisfied. In turn, the choice of \( \tilde{\varepsilon}_2 \) fixes also the constant \( \varepsilon_2 \) from (5.6) in dependence on \( \|H\|_{\infty} \) and \( \alpha \). In what follows, we consider a fixed exponent \( \alpha \in \left( \frac{2}{3}, 1 \right) \), say \( \alpha = \frac{5}{6} \), which eliminates the dependence on \( \alpha \).

At this point, we recall that we started the transformation argument in Section 5.2.2 with a generic boundary point \( x_0 \in \partial B \). Therefore, the inequality (5.22) holds true for any \( z_0 = (x_0, t_0) \) with \( x_0 \in \partial B \) and \( \rho > 0 \) such that (5.6) is satisfied on \( Q_{\rho(1+\kappa)}(z_0) \).

This, together with the analogous estimate for the interior case from Section 5.1 and the integral characterization of Hölder continuous functions from [7, Teorema 3.1] yields the Hölder continuity of \( u \) with Hölder exponent \( \alpha \) with respect to the parabolic metric. More precisely, under the smallness assumption (5.6), we have established the Hölder continuity of \( u \) in \( Q_{\rho}^+(z_0) \) with Hölder exponent \( \alpha \in (0, 1) \) for any \( 0 < \sigma < R \). This also implies the Hölder continuity of \( \tilde{u} \) in \( Q_{\rho}^+(z_0) \) with Hölder exponent \( \alpha \in (0, 1) \) for any \( 0 < \sigma < \rho \).

### 5.2.4 Hölder continuity of \( Du \) at the lateral boundary

In this section, we establish the Hölder continuity of the spatial gradient \( Du \). We fix a radius \( 0 < r < \rho/8 \), and denote by \( h \in C^0([-r^2, 0]; L^2(B_r^+, \mathbb{R}^3)) \cap L^2(-r^2, 0; W^{1,2}(B_r^+, \mathbb{R}^3)) \) the unique solution to the Cauchy–Dirichlet problem

\[
\partial_t h - \Delta h = 0 \quad \text{in } Q_r^+, \quad h = \tilde{u} - \tilde{g} \quad \text{on } \partial_p Q_r^+.
\]
Taking the difference of the weak formulation of the system (5.11) for $\bar{u}$ and the heat system for $h$, we obtain

$$
\int_{Q_r^+} [\partial_t(\bar{u} - h) \cdot \varphi + D(\bar{u} - h - \bar{g}) \cdot D\varphi] \, dz
$$

$$
= \int_{Q_r^+} [\tilde{F} \cdot \varphi - (a^{ij} - \delta^{ij})D_i \bar{u}D_j \varphi - D\bar{g} \cdot D\varphi] \, dz
$$

$$
= \int_{Q_r^+} [\tilde{F} \cdot \varphi - (a^{ij} - \delta^{ij})D_i \bar{u}D_j \varphi - (D\bar{g} - (D\bar{g})_r^-) \cdot D\varphi] \, dz,
$$

for any $\varphi \in L^2(-r^2, 0; W_0^{1,2}(B_r, \mathbb{R}^3))$. Here, $(D\bar{g})_r^+$ stands for the mean value of $D\bar{g}$ over $B_r^+$. Furthermore, we note that $\partial_t\bar{u}, \partial_t h \in L^2(Q_r^+, \mathbb{R}^3)$ by (5.11), respectively, by standard regularity for the heat equation. Choosing $\varphi = \bar{u} - h - \bar{g}$ in the last identity and taking into account that $\partial_t\bar{g} = 0$, we get

$$
\int_{Q_r^+} \left[ \frac{1}{2} \partial_t|\bar{u} - h - \bar{g}|^2 + |D(\bar{u} - h - \bar{g})|^2 \right] \, dz
$$

$$
\leq C_F \sup_{Q_r^+} |\bar{u} - h - \bar{g}| \int_{Q_r^+} |D\bar{u}|^2 \, dz + \sup_{Q_r^+} \|A - \text{id}\| \int_{Q_r^+} |D\bar{u}| |D(\bar{u} - h - \bar{g})| \, dz
$$

$$
+ \int_{Q_r^+} |D(\bar{u} - h - \bar{g})| |D\bar{g} - (D\bar{g})_r^+| \, dz
$$

$$
\leq \left[ C_F \sup_{Q_r^+} |\bar{u} - h - \bar{g}| + \sup_{Q_r^+} \|A - \text{id}\|^2 \right] \int_{Q_r^+} |D\bar{u}|^2 \, dz
$$

$$
+ \frac{1}{2} \int_{Q_r^+} |D(\bar{u} - h - \bar{g})|^2 \, dz + r^2 \int_{B_r^+} |D\bar{g} - (D\bar{g})_r^+|^2 \, dz.
$$

The first term on the left-hand side is nonnegative, since $h = \bar{u} - \bar{g}$ on $\partial_r Q_r$. This together with Poincaré’s and Hölder’s inequality leads us to

$$
\int_{Q_r^+} |D(\bar{u} - h - \bar{g})|^2 \, dz
$$

$$
\leq 2 \left[ C_F \sup_{Q_r^+} |\bar{u} - h - \bar{g}| + \sup_{Q_r^+} \|A - \text{id}\|^2 \right] \int_{Q_r^+} |D\bar{u}|^2 \, dz + C r^4 \int_{B_r^+} |D^2\bar{g}|^2 \, dz
$$

$$
\leq 2 \left[ C_F \sup_{Q_r^+} |\bar{u} - h - \bar{g}| + \sup_{Q_r^+} \|A - \text{id}\|^2 \right] \int_{Q_r^+} |D\bar{u}|^2 \, dz
$$

$$
+ C r^{6 - \frac{4}{q}} \left( \int_{B_r^+} |D^2\bar{g}|^q \, dz \right)^{\frac{2}{q}}.
$$
Here, $q > 2$ is the exponent from the assumption (1.8). Now, we fix $\alpha \in (0, 1)$ and choose some boundary point $z \in \partial P Q^+_r$. By the maximum principle for the heat equation, we have

$$|h(z) - h(\bar{z})| \leq \max_{z' \in \partial P Q^+_r} |(\tilde{u} - \tilde{g})(z) - (\tilde{u} - \tilde{g})(\bar{z})| \leq C [(\tilde{u})_{C^{0,\alpha}} + (\tilde{g})_{C^{0,\alpha}}] r^\alpha.$$  

Hence, by the Hölder continuity of $u$ and $g$, we have for any $z \in Q^+_r$ that

$$|(\tilde{u} - h - \tilde{g})(z)| \leq |(\tilde{u} - \tilde{g})(z) - (\tilde{u} - \tilde{g})(\bar{z})| + |h(\bar{z}) - h(z)| \leq C r^\alpha,$$

where $C$ depends on $[\tilde{u}]_{C^{0,\alpha}}$ and $[\tilde{g}]_{C^{0,\alpha}}$. Moreover, from (5.12), we know that $\|A - \text{id}\|_2 \leq (2r)^2 \leq 4r^\beta$ on $Q^+_r$. Finally, the Caccioppoli inequality (5.10) (note that we can use the Caccioppoli inequality with $\kappa \leq 1$) yields that

$$\int_{Q^+_r} |D\tilde{u}|^2 \, dz \leq C_c \left[ \frac{1}{r^2} \int_{Q^+_r} |\tilde{u} - \tilde{g}|^2 \, dz + \Gamma_q^2 \right] \leq Cr^{2\alpha - 2},$$

for any $0 < r \leq \frac{1}{4} \rho$, where we have abbreviated

$$\Gamma_q^2 := \left( \int_{B^+_{\rho}} |D^2 \tilde{g}|^q \, dx \right)^{\frac{2}{q}} + \|D\tilde{g}\|_{L^\infty(B^+_{\rho})}^2.$$

(5.23)

We note that the constant $C$ depends on $[\tilde{u}]_{C^{0,\alpha}}, [\tilde{g}]_{C^{0,\alpha}}, \Gamma_q$ and the constant $C_{(5.10)}$ from (5.10). Inserting the preceding estimates above and taking mean values, we deduce

$$\int_{Q^+_r} |D(\tilde{u} - h - \tilde{g})|^2 \, dz \leq C r^\alpha \int_{Q^+_r} |D\tilde{u}|^2 \, dz + C \Gamma_q^2 r^{2\beta - \frac{3}{q}} \leq C r^{2\beta},$$

where we defined

$$\beta := \min \left\{ \frac{3}{2} \alpha - 1, 1 - \frac{2}{q} \right\} \in (0, 1).$$

The constant in the preceding inequality depends only on $[\tilde{u}]_{C^{0,\alpha}}, [\tilde{g}]_{C^{0,\alpha}}, \Gamma_q$, and $C_{(5.10)}$. We define the excess functional by

$$\Phi(\tilde{u}; r) := \int_{Q^+_r} |D\tilde{u} - (D\tilde{u})^+|^2 \, dz.$$
where \((D\tilde{u})^+\) stands for the mean value of \(D\tilde{u}\) over \(Q^+_t\). Now, let \(0 < \tau \leq \frac{1}{2}\). Then, by the a priori estimates for \(h\) from [26, Lemmas 4.13 and 4.14], we get the following excess-estimate:

\[
\Phi(\tilde{u}; \tau r) \leq \int_{Q^+_t} |D\tilde{u} - (Dh)^+ - (D\tilde{g})^+|^2 \, dz
\]

\[
\leq 3\Phi(h; \tau r) + 3\int_{B^+_t} |D\tilde{g} - (D\tilde{g})^+|^2 \, dx + 3\int_{Q^+_t} |D(\tilde{u} - h - \tilde{g})|^2 \, dz
\]

\[
\leq C \left[ \tau^2 \Phi(h; r) + \int_{B^+_t} |D^2\tilde{g}|^2 \, dx + \tau^{-4}r^{2\beta} \right]
\]

where we used the definition of \(\beta\) in the last line. Transforming back from \(\tilde{u}\) to \(u\), the preceding excess-estimate for \(D\tilde{u}\) can be transferred to \(Du\), by slightly enlarging the constant and changing the involved radii. Moreover, we recall that the excess-estimate for \(Du\) does not depend on the center of the cylinder and therefore it holds true for any boundary point \(z_0 = (x_0, t_0)\) with \(x_0 \in \partial B\). Joining the boundary excess-estimates with the interior excess-estimates from (5.5) and then arguing as in the interior case, we conclude that \(Du\) is Hölder continuous with Hölder exponent \(\beta \in (0, 1)\) with respect to the parabolic metric. In particular, this ensures that the right-hand side of (3.8) is bounded. If we know, moreover, that \(g \in C^{1,\gamma}(B)\) for some \(\gamma \in (0, 1)\), we can therefore conclude by classical Schauder theory that \(Du\) is Hölder continuous with respect to the parabolic metric for the same Hölder exponent \(\gamma\).

Now, we have the prerequisites to prove our first main theorem which ensures the short-time regularity of our weak solution.

Proof of Theorem 1.1. By \(\delta = \delta(\|H\|_{L^\infty}, c, D(u_0), \|Dg\|_{W^{1,2}^2}) > 0\), and \(\epsilon_1 = \epsilon_1(\|H\|_{L^\infty}, c) > 0\), and \(r_0 = r_0(\|Dg\|_{L^4}) \in (0, \frac{1}{4})\), we denote the corresponding constants from Corollary 4.2. We choose \(r \in (0, r_0)\) small enough to satisfy

\[
\varepsilon := \sup_{x_0 \in B} \int_{B_r(x_0) \cap \partial B} |Du_0|^2 \, dx \leq \epsilon_1.
\]

The assertion of the \(L^2-W^{2,2}\)-regularity then follows from Corollary 4.2 by choosing \(t_0 = \delta r^2\). This corollary, furthermore, implies a local energy inequality that is valid up to
the time $t_0$. By possibly diminishing the values of $r$ and $t_0$, we therefore can ensure that for every $x_0 \in \bar{B}$ either the assumption (5.1) or (5.6) of Theorem 5.1, respectively, of Theorem 5.2 is satisfied. At this point, the Hölder continuity of the gradient follows from Theorem 5.1 in the interior case, respectively, from Theorem 5.2 in the boundary case.

6 Global Solutions with only Finitely Many Singular Times

We begin by recalling a result from [8] that will ensure a lower semicontinuity property for the volume functional $D + 2V_H(\cdot, u_0)$.

**Lemma 6.1.** Consider a sequence of maps $u_i \in W^{1,2}(B, \mathbb{R}^3)$ with $u_i \to u$ weakly in $W^{1,2}(B, \mathbb{R}^3)$ and $u_i|_{\partial B} \to u|_{\partial B}$ uniformly in $L^\infty(\partial B, \mathbb{R}^3)$. For every $\varepsilon > 0$, there are a constant $R > 0$, a measurable set $G \subseteq B$, and a new sequence $\tilde{u}_i \in W^{1,2}(B, \mathbb{R}^3)$, such that the following holds after passing to a subsequence:

(i) $\tilde{u}_i = u$ on $B \setminus G$ with $L^2(G) < \varepsilon$;
(ii) $\tilde{u}_i|_{\partial B} = u|_{\partial B}$ on $\partial B$;
(iii) $\tilde{u}_i(x) = u_i(x)$ in points $x \in B$ with $|u_i(x)| \geq R$ or $|u_i(x) - u(x)| \geq 1$;
(iv) $\lim_{i \to \infty} \|\tilde{u}_i - u\|_{L^\infty(B, \mathbb{R}^3)} = 0$;
(v) $\tilde{u}_i \to u$ weakly in $W^{1,2}(B, \mathbb{R}^3)$ as $i \to \infty$;
(vi) $\limsup_{i \to \infty} |D_G(\tilde{u}_i) + D_G(u)| \leq \varepsilon + \liminf_{i \to \infty} |D(u_i) - D(u)|$;
(vii) if $u_i \in W^{1,2}(B, A)$ for a closed convex set $A \subseteq \mathbb{R}^3$, then the maps $\tilde{u}_i$ can be chosen with $\tilde{u}_i \in W^{1,2}(B, A)$.

For the proof, we refer the reader to [8, Lemma 4.1]. We note that the property (vii) is clear from the construction in [8] since the maps $\tilde{u}_i$ are chosen as convex combinations of $u_i$ and $u$, whose images are contained in the convex set $A$.

**Corollary 6.2.** Assume that $H: A \to \mathbb{R}$ satisfies a spherical isoperimetric condition of type $c$. Then for every sequence $u_i \in W^{1,2}(B, A)$ with $u_i \to u$ weakly in $W^{1,2}(B, A)$ and $u_i|_{\partial B} \to u|_{\partial B}$ uniformly in $L^\infty(\partial B, A)$, we have the lower semicontinuity property

$$D(u) + 2V_H(u, u_0) \leq \liminf_{i \to \infty} [D(u_i) + 2V_H(u_i, u_0)].$$

**Proof.** For a given $0 < \varepsilon < \frac{1}{2} D(u)$, we apply Lemma 6.1 to the sequence $u_i$, which provides us with a measurable set $G \subseteq B$ with $L^2(G) < \varepsilon$ and a sequence $\tilde{u}_i \in W^{1,2}(B, A)$ with
\( \bar{u}_i \in u_0 + W^{1,2}_0(B, \mathbb{R}^3) \) with the properties listed in the lemma. From Lemma 2.5, we infer
\[
|V_H(\bar{u}_i, u_i)| \leq \|H\|_{L^\infty} \|\bar{u}_i - u_i\|_{L^\infty}[D(\bar{u}_i) + D(u_i)] \to 0,
\]
as \( i \to \infty \). Because of this and Lemma 6.1(vi), we can choose \( i_o = i_o(\varepsilon) \) sufficiently large, to achieve that for \( i \geq i_o \) there holds
\[
|V_H(\bar{u}_i, u_i)| < \varepsilon \quad \text{and} \quad D_G(\bar{u}_i) + D_G(u_i) \leq 2\varepsilon + D(u_i) - D(u).
\] (6.1)

Next, we apply the isoperimetric condition (2.4) to get
\[
2|V_H(u, \bar{u})| \leq c[D_G(u) + D_G(\bar{u})] \leq 2\varepsilon + D(u) - D(u),
\] (6.2)
for all \( i \geq i_o \). We combine (6.1) and (6.2) to the estimate
\[
D(u) + 2V_H(u, u_0) = D(u) + 2V_H(u, \bar{u}_i) + 2V_H(\bar{u}_i, u_i) + 2V_H(u_i, u_0)
\leq D(u_i) + 2V_H(u_i, u_0) + 4\varepsilon,
\]
for all \( i \geq i_o(\varepsilon) \), where \( \varepsilon > 0 \) can be chosen arbitrarily small. Letting \( i \to \infty \) implies the assertion of the lemma. \( \square \)

From Theorem 1.1, we know that our weak solution \( u \) is regular for a short time. We now analyze the first singular time.

Lemma 6.3. Let \( T > 0 \) denote the first singular time of the \( H \)-surface flow. Then there are sequences \( h_i \downarrow 0 \) and \( t_i \uparrow T \) as well as a point \( x_0 \in \bar{B} \) such that
\[
L^2 \subseteq |Du_{h_i}(:, t_i)|^2 \overset{*}{\rightharpoonup} \mu \quad \text{weakly* in the sense of Radon measures},
\] (6.3)
and \( \mu((x_0)) > \frac{1}{2}\varepsilon_2 \) with the constant \( \varepsilon_2 > 0 \) being the minimum of the corresponding constants from Theorems 5.1 and 5.2. \( \square \)

Proof. Let \((x_0, T)\) be a singular point of the flow, where \( x_0 \in \bar{B} \). Then there holds
\[
\liminf_{i \to \infty} \sup_{t \in (T - R^2, T)} \int_{B_{R}(x_0) \cap B} |Du_{h_i}(x, t)|^2 \, dx > \frac{1}{2}\varepsilon_2,
\] (6.4)
for every radius \( R \in (0, 1) \), since otherwise, we could apply either Theorem 5.1 or Theorem 5.2 to prove regularity on \( Q_{R/2}(x_0, T) \). Now, we consider a sequence \( R_i \downarrow 0 \).
For each \(i \in \mathbb{N}\), we exploit condition (6.4) to find a parameter \(0 < h_i < \frac{1}{i}\) and a time \(t_i \in (T - R_i^2, T)\) such that

\[
\int_{B_{h_i}(x_0) \cap B} |Du_{h_i}(x, t_i)|^2 \, dx > \frac{1}{2} \varepsilon_2 + \delta \quad \text{for some } \delta > 0.
\]  

(6.5)

The Radon measures \(\mu_i := L^2(\mathbb{R}^3 \setminus |Du_{h_i}(\cdot, t_i)|^2)\) satisfy \(\sup_{i \in \mathbb{N}} \mu_i(B) \leq 2C_1 D(u_0)\) by the energy inequality (3.5). Passing to a not relabeled subsequence, we can therefore achieve the convergence \(\mu_i \rightharpoonup \mu\) as \(i \to \infty\) for a limiting Radon measure \(\mu\) on \(\bar{B}\). Now for any \(R > 0\), we have \(R_i < R\) for sufficiently large values of \(i \in \mathbb{N}\). This implies

\[
\mu(\bar{B} \cap (x_0) \cap \bar{B}) \geq \limsup_{i \to \infty} \mu_i(B \cap (x_0) \cap \bar{B}) \geq \limsup_{i \to \infty} \mu_i(B \cap (x_0) \cap \bar{B}) > \frac{1}{2} \varepsilon_2,
\]

where the last estimate follows from the definition of \(\mu_i\) and (6.5). Letting \(R \downarrow 0\), we deduce \(\mu(\{x_0\}) > \frac{1}{2} \varepsilon_2\), which completes the proof of the lemma.

\[\blacksquare\]

Remark 6.4. We note that the choice of the sequence \(t_i\) in the preceding proof may depend on the singular point \(x_0\). If this would not be the case, we could apply the following cut-off argument simultaneously at several singular points and deduce that at each singularity, a certain amount of energy is lost during the flow. Unfortunately, we cannot argue in this way, and therefore (at this stage) we are not able to exclude the occurrence of infinitely many singularities at each singular time.

\[\square\]

Lemma 6.5. For the solution \(u_T := u(\cdot, T)\) at the first singular time \(T\), we have the energy estimate

\[
D(u_T) + 2V_H(u_T, u_0) \leq D(u_0) - \frac{1}{8} (1 - c) \varepsilon_2.
\]

\[\blacksquare\]

Proof. We abbreviate \(u_i := u_{h_i}(\cdot, t_i) \in W^{1,2}(B, A)\) for \(i \in \mathbb{N}\) with the sequences \(h_i, t_i\) from Lemma 6.3, so that

\[
L^2(\mathbb{R}^3 \setminus |Du_i|^2) \rightharpoonup \mu \quad \text{and} \quad \mu(\{x_0\}) > \frac{1}{2} \varepsilon_2 \quad \text{for some } x_0 \in \bar{B}.
\]  

(6.6)

Moreover, we know that

\[
\|u_i - u_T\|_{L^2} \leq \|u_{h_i}(\cdot, t_i) - u(\cdot, t_i)\|_{L^2} + \|u(\cdot, t_i) - u(\cdot, T)\|_{L^2} \to 0
\]

holds true as \(i \to \infty\) by the convergence \(u_{h_i} \to u\) in \(L^\infty(0, T; L^2(B, \mathbb{R}^3))\), cf. (3.7), and the fact \(u \in C^0([0, T]; L^2(B, \mathbb{R}^3))\). This means \(u_i \to u_T\) in \(L^2(B, \mathbb{R}^3)\) as \(i \to \infty\). By passing to a
subsequence if necessary, we can achieve, moreover, $u_i \to u_T$ weakly in $W^{1,2}(B, \mathbb{R}^3)$, as $i \to \infty$. For a parameter $\delta > 0$ to be chosen small later, we choose a radius $R \in (0, 1)$ so small that

$$\mu(B_{2R}(x_0) \setminus \{x_0\}) \leq \delta \quad \text{and} \quad \int_{B_{2R}(x_0) \cap B} |Du_T|^2 \, dx \leq \delta. \quad (6.7)$$

We choose a cut-off function $\zeta \in C^\infty([0, 1])$ with $\zeta \equiv 0$ on $B_1(0)$, $\zeta \equiv 1$ on $\mathbb{R}^2 \setminus B_2(0)$, and $|D\zeta| \leq 2$ on $\mathbb{R}^2$. Then we consider the rescaled versions $\zeta_R(x) := \zeta \left( \frac{x - x_0}{R} \right)$, which satisfy $\zeta_R \equiv 0$ on $B_R(x_0)$, $\zeta_R \equiv 1$ on $\mathbb{R}^2 \setminus B_R(x_0)$, and $|D\zeta_R| \leq \frac{2}{R}$ on $\mathbb{R}^2$. For the mean values

$$\bar{u}_{i,R} := \frac{1}{\mu(B_{2R}(x_0) \setminus B(x_0)) \cap B} \int_{B_{2R}(x_0) \setminus B(x_0)) \cap B} u_i \, dx,$$

we define

$$\bar{u}_i := \zeta_R(u_i - \bar{u}_{i,R}) + \bar{u}_{i,R},$$

which fulfills $\bar{u}_i = u_i$ outside of $B_{2R}(x_0) \cap B$. Analogously, we write

$$\bar{u}_T := \zeta_R(u_T - \bar{u}_{T,R}) + \bar{u}_{T,R}.$$

Next, we use the properties of the cut-off function $\zeta_R$ and Poincaré’s inequality on the domain $(B_{2R}(x_0) \setminus B_R(x_0)) \cap B$ in order to estimate

$$\int_{B_{2R}(x_0) \cap B} |D\bar{u}_i|^2 \, dx \leq 2 \int_{B_{2R}(x_0) \cap B} \zeta_R^2 |Du_i|^2 \, dx + 2 \int_{B_{2R}(x_0) \cap B} |D\zeta_R|^2 |u_i - \bar{u}_{i,R}|^2 \, dx$$

$$\leq 2 \int_{(B_{2R}(x_0) \setminus B_R(x_0)) \cap B} |Du_i|^2 \, dx + \frac{8}{R^2} \int_{(B_{2R}(x_0) \setminus B_R(x_0)) \cap B} |u_i - \bar{u}_{i,R}|^2 \, dx$$

$$\leq C \int_{(B_{2R}(x_0) \setminus B_R(x_0)) \cap B} |Du_i|^2 \, dx. \quad (6.8)$$

for a universal constant $C$. Letting $i \to \infty$ and keeping in mind (6.6) and (6.7), we conclude

$$\lim_{i \to \infty} \int_{B_{2R}(x_0) \cap B} |D\bar{u}_i|^2 \, dx \leq C \mu(B_{2R}(x_0) \setminus B_R(x_0)) \leq C \delta. \quad (6.9)$$

From this, we deduce that

$$D_{B_{2R}(x_0)}(\bar{u}_i) \leq C \delta \quad (6.10)$$

holds true for all sufficiently large $i \in \mathbb{N}$. On the other hand, by the lower semicontinuity

$$\liminf_{i \to \infty} \int_{B_{2R}(x_0)} |Du_i|^2 \, dx \geq \mu(B_{2R}(x_0)) > \frac{1}{2} \varepsilon_2,$$

we have

$$D_{B_{2R}(x_0)}(u_i) \geq \frac{1}{4} \varepsilon_2. \quad (6.11)$$
for large values of $i \in \mathbb{N}$. In what follows, we will only consider values of $i \in \mathbb{N}$ for which (6.10) and (6.11) are both satisfied. Since $\tilde{u}_i \rightharpoonup \tilde{u}_T$ weakly in $W^{1,2}(B, A)$ and also $\tilde{u}_i \to \tilde{u}_T$ in $L^\infty(\partial B, \mathbb{R}^3)$, we can apply Corollary 6.2. This ensures the lower semicontinuity of the energy functional in the sense

$$D(\tilde{u}_T) + 2V_H(\tilde{u}_T, u_o) \leq \liminf_{i \to \infty} [D(\tilde{u}_i) + 2V_H(\tilde{u}_i, u_o)].$$  \hspace{1cm} (6.12)

In order to bound the right-hand side, we use that $\tilde{u}_i = u_i$ outside of $B_{2R}(x_0)$, the isoperimetric condition (2.4) and the bounds (6.10) and (6.11) in order to estimate

$$D(\tilde{u}_i) + 2V_H(\tilde{u}_i, u_o) - D(u_i) - 2V_H(u_i, u_o)
= D_{B_{2R}(x_0)}(\tilde{u}_i) - D_{B_{2R}(x_0)}(u_i) + 2V_H(\tilde{u}_i, u_i)
\leq D_{B_{2R}(x_0)}(\tilde{u}_i) - D_{B_{2R}(x_0)}(u_i) + c[D_{B_{2R}(x_0)}(\tilde{u}_i) + D_{B_{2R}(x_0)}(u_i)]
= -(1 - c)D_{B_{2R}(x_0)}(u_i) + (1 + c)D_{B_{2R}(x_0)}(\tilde{u}_i)
\leq -\frac{1}{4}(1 - c)\varepsilon^2 + 2C\delta. \hspace{1cm} (6.13)$$

Joining (6.12) and (6.13), we arrive at

$$D(\tilde{u}_T) + 2V_H(\tilde{u}_T, u_o) \leq \liminf_{i \to \infty} [D(\tilde{u}_i) + 2V_H(\tilde{u}_i, u_o)] - \frac{1}{4}(1 - c)\varepsilon^2 + 2C\delta.$$

In order to bound the right-hand side, we use the monotonicity (3.4), with the result

$$D(u_i) + 2V_H(u_i, u_o) = D(u_h(\cdot, t_i)) + 2V_H(u_h(\cdot, t_i), u_o)
\leq D(u_h(\cdot, 0)) + 2V_H(u_h(\cdot, 0), u_o) = D(u_o).$$

The combination of the two preceding estimates leads us to

$$D(\tilde{u}_T) + 2V_H(\tilde{u}_T, u_o) \leq D(u_o) - \frac{1}{4}(1 - c)\varepsilon^2 + 2C\delta. \hspace{1cm} (6.14)$$

It remains to replace $\tilde{u}_T$ by $u_T$ on the left-hand side of the estimate. To this end, we estimate, similarly as in (6.13)

$$D(u_T) + 2V_H(u_T, u_o) - D(\tilde{u}_T) - 2V_H(\tilde{u}_T, u_o)
= D_{B_{2R}(x_0)}(u_T) - D_{B_{2R}(x_0)}(\tilde{u}_T) + 2V_H(u_T, \tilde{u}_T)$$
where we used (6.7). Joining the bounds (6.14) and (6.15), we conclude

$$D(u_T) + 2V_H(u_T, u_0) \leq D(u_0) - \frac{1}{4}(1 - c)\varepsilon_2 + (2C + 1)\delta.$$  

Choosing \(\delta > 0\) small enough, we can achieve \((2C + 1)\delta \leq \frac{1}{8}(1 - c)\varepsilon_2\). This implies the asserted estimate and completes the proof. 

**Proof of Theorem 1.2.** Now, we define a global solution \(u \in L^\infty(0, \infty; W^{1,2}(B, A))\) with time derivative \(\partial_t u \in L^2(B \times (0, \infty))\) in the following way. We start with the global weak solution \(\bar{u}_1 : B \times (0, \infty) \to A\) constructed in [4] for the prescribed initial values \(u_0\). Writing \(T_1 > 0\) for the first singular time of \(\bar{u}_1\), we let \(u := \bar{u}_1\) on \(B \times (0, T_1]\). Then we choose \(u_{T_1} := u(\cdot, T_1)\) as new initial values and construct a global weak solution \(\bar{u}_2 : B \times (0, \infty) \to A\) using the method from [4]. Then, we define \(u(x, t) := \bar{u}_2(x, t - T_1)\) for \((x, t) \in B \times (T_1, T_2]\), where \(T_2 - T_1\) denotes the first singular time of the solution \(\bar{u}_2\). As in the first step, we use \(u_{T_2}\) as new initial values for the solution on the time interval \((T_2, T_3]\). We continue this procedure inductively to obtain a solution \(u : B \times (0, \infty) \to A\) which is regular except from the singular times \(T_1, T_2, T_3, \ldots\), and where \(\bar{u}_k\) is defined as the solution of the flow, where the initial values are chosen as the values of \(\bar{u}_{k-1}\) at the first singular time \(T_k - T_{k-1}\). It remains to show, that there can be only finitely many singular times \(T_1, \ldots, T_k\). More precisely, we even can bound the possible number \(k \in \mathbb{N}\) of singular times. To this end, we apply the estimate from the preceding lemma to the map \(\bar{u}_k\), which is a solution to the flow with initial values \(u_{T_{k-1}}\) and attains the values \(u_{T_k}\) at the first singular time. This leads us to

$$D(u_{T_k}) + 2V_H(u_{T_k}, u_0) \leq D(u_{T_{k-1}}) + 2V_H(u_{T_{k-1}}, u_{T_{k-1}}) + 2V_H(u_{T_{k-1}}, u_0)$$

holds true. This inequality can be iterated to yield that

$$D(u_{T_k}) + 2V_H(u_{T_k}, u_0) \leq D(u_{T_{k}}) + 2V_H(u_{T_{k}}, u_0) - \frac{1}{8}(k - 1)(1 - c)\varepsilon_2$$

$$\leq D(u_0) - \frac{1}{8}k(1 - c)\varepsilon_2.$$
Here, we can bound the left-hand side from below using the isoperimetric condition. This implies

\[
D(u_{T}) + 2V_{H}(u_{T}, u_{o}) \geq D(u_{T}) - 2|V_{H}(u_{T}, u_{o})| \\
\geq D(u_{T}) - c[D(u_{T}) + D(u_{o})] \\
\geq -D(u_{o}).
\]

Joining the two preceding estimates, we arrive at

\[
\frac{1}{3} k(1 - c)\varepsilon_{2} \leq 2D(u_{o}),
\]

which implies that the number of singular times is bounded by

\[
k \leq \frac{16D(u_{o})}{(1 - c)\varepsilon_{2}}.
\]

This completes the proof of Theorem 1.2.
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