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Abstract
Recent developments in molecular biology have led to the massive discovery of new marker candidates for the prediction of patient survival. To evaluate the predictive value of these markers, statistical tools for measuring the performance of survival models are needed. We consider estimators of discrimination measures, which are a popular approach to evaluate survival predictions in biomarker studies. Estimators of discrimination measures are usually based on regularity assumptions such as the proportional hazards assumption. Based on two sets of molecular data and a simulation study, we show that violations of the regularity assumptions may lead to over-optimistic estimates of prediction accuracy and may therefore result in biased conclusions regarding the clinical utility of new biomarkers. In particular, we demonstrate that biased medical decision making is possible even if statistical checks indicate that all regularity assumptions are satisfied.
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INTRODUCTION
A key interest in biomedical research is the analysis of patient survival based on molecular data [1–3]. In cancer research, for example, gene expression signatures are used to predict the time to occurrence of metastases [4, 5], time to progression [6] and overall survival [7, 8]. To assess the prognostic performance of new biomarkers, statistical measures for evaluating the prediction accuracy of time-to-event models are needed.

Measuring the performance of time-to-event models is particularly important in situations where the predictive value of a newly discovered biomarker has to be compared with existing prediction rules based on clinical patient data [9, 10]. Because of the high-dimensional nature of gene expression data ($p \gg n$), combinations of genes that are ‘significantly’ associated with the outcome are often detected even if the true predictive power of the genes is small [11]. It is therefore questionable whether predictions based on molecular markers are more precise than those based on (readily available) clinical predictors. Consequently, the ‘added predictive value’ of gene signatures needs to be assessed [12].

Here, we consider discrimination measures for time-to-event data, which have become a widely used approach to measure the performance of biomarkers in survival studies [1, 7, 13]. The idea behind discrimination measures is to evaluate the discriminative ability of a marker, i.e. to use the marker to distinguish between (i) patients having an event at or before a particular time point and (ii) patients having the event afterwards. Consequently, time-dependent misclassification rates and receiver operating characteristic (ROC) curves can be derived for each threshold of a marker. Calculating the areas under the time-dependent ROC curves results in the time-dependent AUC curve, which is a measure of the discriminative ability of a marker at each time point under consideration [14]. By considering the area under the AUC curve, it is further possible to...
calculate a time-independent summary measure of prediction accuracy (see the ‘Methods’ section). Summary measures can, for example, be computed for both a prediction model containing clinical data only and for a prediction model containing clinical data plus a newly discovered biomarker. By comparing the two summary measures, it is possible to investigate the added predictive value of the biomarker (cf. [15]).

Because time-dependent ROC and AUC curves are difficult to compute in the presence of censoring, a variety of estimators for discrimination measures has been developed ([14, 16, 17], see also the ‘Methods’ section for details and further references). Although these estimators are widely applied in biomarker studies, their use is not unproblematic. This is because many of the estimators rely on specific regularity assumptions (such as the Cox proportional hazards assumption) that have to be satisfied for the estimators to be valid. Consequently, if the working model assumed for the estimation of discrimination measures is not specified correctly, estimates of prediction accuracy may be biased and may therefore lead to wrong conclusions about the usefulness of new markers. This problem is often overseen in practice. Even worse, it may happen that regularity assumptions are impossible to hold in both the ‘full’ model (containing clinical predictors and biomarkers) and the ‘reduced’ model (containing the clinical predictors only) at the same time. For example, if a biomarker has a non-zero effect in a correctly specified Cox model, the proportional hazards assumption is unlikely to hold in the reduced model as well.

The main aim of the article is to compare the properties of some commonly used estimators of discrimination measures in situations where the added predictive value of a new marker needs to be evaluated. Specifically, we show that violations of regularity assumptions may result in over-optimistic estimates of prediction accuracy and may therefore lead to biased conclusions regarding the prognostic effect of new biomarkers. As will be demonstrated, this may even happen if biostatisticians carefully check all regularity assumptions.

The first part of our analysis (‘Simulation Study’ section) is based on a simulation study that evaluates biomarker combinations using Cox proportional hazards regression. Considering a proportional hazards working model is convenient not only because Cox regression is the predominant model in survival analysis [18, 19] but also because some of the aforementioned estimators explicitly rely on this model. The second part of the analysis (‘Breast Cancer Data’ section) is based on two biomarker studies that use molecular data for predicting the time to distant metastases in breast cancer patients. The first data set was collected by van de Vijver et al. [4] to validate a 70-gene expression signature reported by van’t Veer et al. [20]. The second data set was collected by Desmedt et al. [5] to validate a 76-gene prognostic signature identified by Wang et al. [21]. Using these data, we investigate whether estimators of discrimination measures are able to capture the predictive value of the gene expression measurements in addition to traditional predictions based on clinical predictor variables only.

**METHODS**

**Discrimination measures for time-to-event data**

Let \( T \in \mathbb{R}^+ \) be a survival time and \( X \in \mathbb{R}^p \) a vector of predictor variables. For example, \( X \) could be composed of a subvector representing clinical predictors (such as patient characteristics) and another subvector representing a set of molecular markers. Denote the conditional survival function of \( T \) given \( X \) by \( S(t|X) = P(T > t | X = x) \). Let \( f(t) \) and \( S(t) \) be the unconditional probability density and survival functions of \( T \), respectively. Let \( C \in \mathbb{R}^+ \) be a random censoring time and denote the observed survival time by \( \tilde{T} := \min(T, C) \). The random variable \( \Delta := I(T \leq C) \) indicates whether \( \tilde{T} \) is right-censored (\( \Delta = 1 \)) or not (\( \Delta = 0 \)). Throughout this article, we use the Cox proportional hazards model

\[
S(t|X) = \exp(-\Lambda_0(t) \cdot \exp(X^T \beta))
\]

(1)

to estimate \( S(t|x) \), where \( \Lambda_0(t) \) is the cumulative baseline hazard function and \( \beta \) is a vector of coefficients relating the predictor variables to conditional survival. By definition, small values of the risk score \( \eta : = X^T \beta \) imply large expected survival times and vice versa. We further assume that \( \beta \) is estimated from an i.i.d. learning sample \( \{(\tilde{T}_i^L, \Delta_i^L, X_i^L) , i = 1, \ldots, n \} \) using the (possibly regularized) maximization of the partial log-likelihood. Denote the resulting estimate of \( S(t|x) \) by \( \tilde{S}_n^L(t|x) = \exp(-\hat{\Lambda}_0^L(t) \cdot \exp(X^T \hat{\beta}^L)) \), where \( \hat{\Lambda}_0^L \) and \( \hat{\beta}^L \) are the Breslow and maximum partial log-likelihood estimates of \( \Lambda_0 \) and \( \beta \), respectively.
Throughout the article, we will use $\eta$ as a marker for predicting patient survival. Prediction accuracy of $S_T(t|X)$ (and thus of the marker $X^T\beta^T$) will be evaluated by using an independent i.i.d. test sample $\{(T_j, \Delta_j; X_j), j = 1, \ldots, N\}$ that follows the same distribution as the learning data. Prediction of survival is based on the estimated marker values $\hat{\eta}_j := X_j^T\hat{\beta}_j, j = 1, \ldots, N$.

The discrimination measures considered in this article make use of the fact that $T$ can be considered as a time-dependent binary variable with values ‘event’ and ‘no event’. Consequently, at each time point $t > 0$, ROC analysis for the evaluation of binary outcomes can be used to distinguish between patients having an event (‘cases’) and those having no event (‘controls’), see Heagerty & Zheng [14]. Time-dependent ‘cumulative and incident true positive rates’ are defined as

$$\text{TPR}^{C}(c, t) := P(\eta > c| T \leq t), \quad (2)$$

$$\text{TPR}^{I}(c, t) := P(\eta > c| T = t), \quad (3)$$

respectively, where $c$ is a threshold of interest. The two TPRs defined earlier in the text have a slightly different interpretation: When considering $\text{TPR}^{C}$, the aim is to distinguish between ‘observations having an event at or before $t$’ and ‘observations having an event after $t$’. Thus, for fixed $t$, observations with $T_j \leq t, j = 1, \ldots, N$ are considered as cases, whereas observations with $T_j > t$ are considered as controls. Similarly, when considering $\text{TPR}^{I}$, the aim is to distinguish between ‘observations having an event at $t$’ and ‘observations having an event after $t$’. In this case, observations with $T_j = t$ are considered as cases, whereas observations with $T_j > t$ are considered as controls. Although $\text{TPR}^{I}$ has been adopted by most methodologists [1], we will analyze estimators of both versions of TPR.

The time-dependent ‘dynamic false positive rate’ is defined as

$$\text{FPR}^{I}(c, t) := P(\eta > c| T > t), \quad (4)$$

see [14]. It is called ‘dynamic’ because $\text{FPR}^{D}$ depends on the time point $t$ under consideration, whereas the ‘static false positive rate’ (which is not considered in this article) uses a single ‘static’ time point $t_{ref}$ as reference point. Summarizing $\text{TPR}^{C}$, $\text{TPR}^{I}$ and $\text{FPR}^{D}$ results in ‘cumulative/dynamic’ and ‘incident/dynamic ROC curves’ defined as

$$\text{ROC}^{C/D}(c, t) := \{\text{FPR}^{D}(c, t), \text{TPR}^{C}(c, t)\}, \quad (5)$$

ROC$^{I/D}(c, t) := \{\text{FPR}^{D}(c, t), \text{TPR}^{I}(c, t)\}$,

respectively. Calculating the area under the cumulative/dynamic and incident/dynamic ROC curves results in time-dependent ‘cumulative/dynamic’ and ‘incident/dynamic AUC curves’ (denoted by AUC$^{C/D}(t)$ and AUC$^{I/D}(t)$, respectively). By definition, time-dependent AUC curves quantify the discriminative ability of a marker at each time point under consideration.

When comparing different survival models, it can be helpful to use a summary index that evaluates the ‘overall’ accuracy of a prediction rule. In this respect, the above-defined measures have the disadvantage that they are time-dependent and therefore need to be evaluated at each individual time point. To obtain a time-independent discrimination index, the area under the time-dependent AUC curve can be computed. For incident/dynamic AUC, Heagerty & Zheng [14] suggested to use the index

$$C^* := \int \text{AUC}^{I/D}(t) \cdot w(t) dt \quad (7)$$

with weights $w(t) := 2f(t)S(t)$. The authors showed that $C^*$ equals the probability $P(\eta_1 > \eta_2|T_{j1} < T_{j2})$, which is a concordance index measuring the probability that observations with large values of $\eta$ have shorter survival times than observations with small values of $\eta$. (Here, $\eta_1$, $\eta_2$, $T_{j1}$ and $T_{j2}$ denote the markers and survival times of two randomly chosen observations in the test sample.) The concordance index $C^*$ equals 0.5 in case a non-informative marker (independent of $T$) is used. Markers predicting better than chance should therefore result in values of $C^*$ lying in the interval $(0.5, 1]$, provided that there is a monotonic relationship between $\eta$ and $T$.

In contrast to $C^*$, which is based on incident/dynamic AUC, no measures summarizing the cumulative/dynamic AUC have been derived yet [14]. We therefore propose to use the expected value

$$C^*_{\text{cum}} := E_{\tau}(\text{AUC}^{C/D}(T)) = \int \text{AUC}^{C/D}(t) \cdot f(t) dt \quad (8)$$

as a summary measure of AUC$^{C/D}$.

**Estimators of discrimination measures**

In the literature, various approaches to estimate cumulative/dynamic discrimination measures have been proposed (e.g. [14, 16, 17]). Some of these
The estimators given in Equations (11) and (12) are consistent in case the assumptions of the Cox model are met. In contrast to the estimators suggested by Heagerty & Zheng [14], Song & Zhou’s approach remains valid even if the censoring times depend on X [1]. Analogously to the approach of Heagerty & Zheng [14], estimates of AUC\(^{ID}\) and \(C^*\) are obtained using numerical integration of Equations (11) and (12).

(iii) Concordance probability estimator by Gönen & Heller [22]. Gönen & Heller’s approach is directly based on the assumptions of a Cox proportional hazards model. Let \(\hat{\eta}_j := (X_i - X_j)^T \beta\). Gönen & Heller [22] showed that the concordance index \(C^*\) is consistently estimated by

\[
C_{\text{GH}}^* := \frac{2}{N(N-1)} \sum_{i<j} \frac{I(\hat{\eta}_i < 0) I(\hat{\eta}_j < 0)}{1 + \exp(\hat{\eta}_i) + 1 + \exp(\hat{\eta}_j)}
\]

in case the assumptions of the Cox model are met. In this case, \(C_{\text{GH}}^*\) remains a valid estimator of \(C^*\) even if the censoring times depend on X.

(iv) Censoring-adjusted C-statistic by Uno et al. [17]. Uno et al. [17] suggested to estimate \(C^*\) by

\[
C_{\text{UnoC}}^* := \frac{1}{N} \sum_{j,k} \left(\hat{S}^L_{C_j}(\hat{T}_j)\right)^{-2} I(\hat{T}_j < \hat{T}_k) I(\hat{\eta}_j > \hat{\eta}_k) \Delta_j
\]

where \(\hat{S}^L_{C_j}(t)\) denotes the Kaplan–Meier estimator of the unconditional survival function of \(C\) (estimated from the learning data). In contrast to the estimators in (i) to (iii), the estimator in Equation (14) does not rely on the assumptions of a Cox model. It is assumed, however, that \(C\) is independent of X (‘random censoring assumption’). Under this assumption, \(C_{\text{UnoC}}^*\) is a consistent estimator of \(C^*\). Consistency of \(C_{\text{UnoC}}^*\) is ensured by using the weights \(\Delta_j/\left(\hat{S}^L_{C_j}(\hat{T}_j)\right)^2\), which account for the inverse probability that an observation in the test data is censored [‘inverse probability of censoring weighted’ (IPCW) estimation [23]].
The estimator in Equation (15) is consistent if the assumptions of the Cox model hold. Estimates of $C^*_\text{cum}$ are based on numerical integration of Equations (11) and (15) using the empirical probability density function of $T$ estimated from the learning data to calculate $f(t)$ in Equation (8).

(ii) Estimation approach by Uno et al. [10]. Uno et al. [10] proposed to estimate $\text{TPR}^C$ and $\text{FPR}^D$ by

$$\text{TPR}^C_{\text{Uno}}(c, t) := \frac{\sum_j \Delta_j \mathbf{I}(\hat{\eta}_j^C > c \cap \hat{T}_j \leq t) / \hat{S}^C_{C, n}(\hat{T}_j)}{\sum_j \Delta_j \mathbf{I}(\hat{T}_j \leq t) / \hat{S}^C_{C, n}(\hat{T}_j)},$$

and

$$\text{FPR}^D_{\text{Uno}}(c, t) := 1 - \frac{\sum_j \Delta_j \mathbf{I}(\hat{\eta}_j^D \leq c \cap \hat{T}_j > t)}{\sum_j \mathbf{I}(\hat{T}_j > t)}.$$ (17)

Unlike the estimators proposed by Song & Zhou, Equations (16) and (17) do not rely on the assumptions of a Cox model. If the censoring times are independent of $X$, Equations (16) and (17) are consistent estimators of $\text{TPR}^C$ and $\text{FPR}^D$, respectively. Analogously to the censoring-adjusted $C$-statistic proposed by Uno et al. [17], consistency of Equation (16) is ensured by using the IPC weights $\Delta_j / \hat{S}^C_{C, n}(\hat{T}_j)$. Estimates of $\text{AUC}^{C/D}$ and $C^*_\text{cum}$ are obtained by using numerical integration of Equations (16) and (17).

Remark #1: Another popular estimator of the concordance probability $C^*$ is ‘Harrell’s C for survival data’ [24, 25]. Because Harrell’s $C$ is usually upward biased in the presence of censoring [26, 27], we will not consider this estimator in our numerical studies.

Remark #2: Apart from the estimators presented in the ‘Estimators of Discrimination Measures’ section, several other approaches for the estimation of discrimination measures exist (e.g. [28, 29]). Because the aim of this article is to demonstrate that violations of regularity assumptions may lead to biased medical decision making, we only focus on a selection of these estimators here.

SIMULATION STUDY

Data-generating model

The aim of the simulation study was to analyze the behavior of the estimators presented in the ‘Estimators of Discrimination Measures’ section in situations where the underlying regularity assumptions were violated. Here, we focus on the situation where the added predictive value of a newly discovered biomarker needs to be evaluated. We consider violations of both the proportional hazards assumption and the random censoring assumption, which are the key assumptions for guaranteeing the validity of the estimators presented in the ‘Estimators of Discrimination Measures’ section.

For the simulation study, we considered two standard normally distributed variables $X^{(1)}$ (representing a new biomarker) and $X^{(2)}$ (representing a combination of classical predictor variables). For the sake of simplicity, we assumed $X^{(1)}$ and $X^{(2)}$ to be independent. Survival times were generated by using the log normal regression model

$$\log(T) = \gamma_1 \cdot (X^{(1)} + X^{(2)}) + \sigma \cdot Z,$$ (18)

where $\gamma_1 = 0.1$ and $\gamma_2 = 0.5$ were the regression coefficients of $X^{(1)}$ and $X^{(2)}$, respectively, and $\sigma$ was the standard deviation of the noise that was added to the predictor $\gamma := \gamma_1 \cdot (X^{(1)} + X^{(2)})$. The noise variable $Z$ was assumed to follow a normal distribution with zero mean and standard deviation $\sigma = 0.6$. The random variable $U$ was a binary variable taking the values $-1$ and $1$ with probability $0.5$ each. Hence, $U$ served as a grouping variable that resulted in different signs of the linear predictor $X^{(1)} + X^{(2)}$. By definition, $T|X$ followed a log normal distribution in each of the two subgroups defined by $U$.

In the remainder of this section, we will assume that the existence of the grouping variable $U$ is unknown to the biostatistician analyzing the data. Regarding biomedical practice, this is a realistic assumption because unobserved heterogeneity is a common issue in biomarker studies. With $U$ being ignored, however, it is straightforward to show that any linear combination of the predictors $X^{(1)}$ and $X^{(2)}$ in model (18) results in markers with no discriminative ability at all. Specifically, any linear predictor $\hat{\eta}$ obtained from Cox regression results in a non-informative marker with $C^* = C^*_{\text{cum}} = 0.5$, regardless of whether the full model containing both $X^{(1)}$ and $X^{(2)}$ or the reduced model containing $X^{(2)}$ only is used. Also, the proportional hazards assumption is violated, regardless of whether $U$ is included in the Cox model.

To analyze whether the estimators of $C^*$ and $C^*_{\text{cum}}$ were able to reflect this situation, we applied Cox regression to 500 learning samples $\{T_i, \Delta_i, X_i^L, X_i^D\}, i = 1, \ldots, n$ of size $n = 100$ each. Both the full model and the reduced model were fitted to each of the learning samples. Discrimination measures for the marker $\hat{\eta}$ (being a linear combination of
of

\( X^{(1)} \) and \( X^{(2)} \) were estimated from 500 independently generated test samples \((\bar{T}_j, \Delta_j, X_j), j = 1, \ldots, N\). In the first step, we considered independent censoring times that were generated from an exponential distribution with rate 0.66. This strategy resulted in a moderately high censoring rate of \( \sim 50\% \).

All simulations were carried out with the R System for Statistical Computing (version 3.0.0, [30]) using the add-on packages risksetROC [31] and survAUC [32].

**Results of the simulation study**

Figure 1 shows the results obtained for the estimators of \( C^* \) proposed by Uno et al. (denoted by \( C_{\text{UnoC}}^{*} \)), Heagerty & Zheng (denoted by \( C_{\text{HZcum}}^{*} \) and \( C_{\text{HZ}}^{*} \)), Song & Zhou (denoted by \( C_{\text{SZ}}^{*} \)) and Gonen & Heller (denoted by \( C_{\text{GH}}^{*} \)). In case of the estimators proposed by Heagerty & Zheng, \( C_{\text{HZcum}}^{*} \) refers to the Cox-based estimator, whereas \( C_{\text{HZ}}^{*} \) refers to the estimator based on a varying-coefficient Cox model.

As seen from Figure 1, the finite sample bias of the IPCW-based estimator \( C_{\text{UnoC}}^{*} \) is close to zero. Moreover, no systematic difference in estimated prediction accuracy between the full (shown in gray) and reduced Cox models (shown in white) is observable (see also Figure 2 for an additional illustration). This result, which reflects the true discriminatory power of the full and reduced models, is due to the fact that censoring times were generated independently of \( T \), and that \( C_{\text{UnoC}}^{*} \) is consistent for \( C^* \) as long as the random censoring assumption holds.

A similar result was obtained for the IPCW-based estimator \( C_{\text{cum}}^{*} \) proposed by Uno et al. [10] (denoted by \( C_{\text{UnoCcum}}^{*} \), see Figure 1).

In contrast to the IPCW-based estimators \( C_{\text{UnoC}}^{*} \) and \( C_{\text{UnoCcum}}^{*} \), the Cox-based estimators in Figure 1 all show an upward bias. Although the bias is not large in absolute value, it is problematic because the Cox-based estimators indicate a positive effect of the non-informative marker \( \tilde{X} \) on prediction accuracy. Hence, by relying on the Cox-based estimators, we would wrongly conclude that \( \tilde{X} \) increases the discriminatory power of the prediction model. This result was not only observed for the Cox-based estimators of \( C^* \) but also for the Cox-based estimator of \( C_{\text{cum}}^{*} \) proposed by Song & Zhou [16] (denoted by \( C_{\text{SZcum}}^{*} \)).

On the other hand, the estimators \( C_{\text{HZcum}}^{*} \) and \( C_{\text{HZ}}^{*} \) are ‘valid’ in the sense that they do not indicate an additional effect of the biomarker \( X^{(1)} \) on prediction accuracy. The values of \( C_{\text{HZcum}}^{*} \) and \( C_{\text{HZ}}^{*} \) obtained from the full and reduced models are almost identical. In contrast, the Cox-based estimators \( C_{\text{SZ}}^{*} \), \( C_{\text{GH}}^{*} \) and \( C_{\text{SZcum}}^{*} \) uniformly indicate superiority of the full model. Relying on the latter three estimators would therefore lead to the wrong conclusion that adding the biomarker \( X^{(1)} \) to the prediction model increases discriminatory power (Figure 2).

The model selection bias of the Cox-based estimators can be attributed to the fact that these estimators explicitly rely on the proportional hazards assumption. This assumption is violated in the true data-generating model, Cox-based estimation of \( C^* \) and \( C_{\text{cum}}^{*} \) is no longer valid. Hence, the estimated baseline hazard and the coefficient estimates obtained from Cox regression are biased. This bias is implicitly incorporated in the Cox-based estimators of \( C^* \) and \( C_{\text{cum}}^{*} \) presented in Figures 1 and 2. The results presented in this subsection are largely insensitive to the choice of the residual standard deviation \( \sigma \) (see Appendix).

**Checks of the proportional hazards assumption**

As demonstrated in the previous subsection, generating simulated data from model (18) implies the
violation of the proportional hazards assumption and therefore a bias in the Cox–based estimators of $C^*$ and $G^*_{\text{cum}}$. Consequently, it has to be investigated whether departures from the proportional hazards assumption could have been detected by analyzing the 500 sets of learning data.

To this purpose, we checked the proportional hazards assumption by applying $T(G)$-tests [33] to each of the 500 pairs of full and reduced Cox models. The tests are based on scaled Schoenfeld residuals and examine the hypothesis of non-proportionality for each of the covariates included in a Cox regression model. An additional ‘global’ $T(G)$-test allows for checking the proportional hazards assumption in cases where the Cox model contains more than one predictor variable.

The $P$-values obtained from the tests are presented in Figure 3. Obviously, the tests failed to detect significant departures from the proportional hazards assumption in 85.8% of the full and reduced model.

Figure 2: Results of the simulation study. The upper left panel shows the estimated values of the IPCW-based estimator $C^*_\text{UnoC}$ for both the full and reduced models [as obtained from the 500 learning and test samples generated from Equation (18)]. The upper right panel shows the values of the Cox-based estimator $C^*_\text{SZ}$ that were obtained from the same samples and models. Obviously, $C^*_\text{UnoC}$ does not systematically prefer any of the two models, thereby indicating that the biomarker $X^{(1)}$ has no additional effect on prediction accuracy. In contrast, $C^*_\text{SZ}$ wrongly indicates that $X^{(1)}$ increases the discriminatory power of the model. The relatively large variance of $C^*_\text{UnoC}$ (seen in the upper two panels) is of minor interest when the focus is on the ‘ranking’ of the two models: In 88.2% of the samples, $C^*_\text{SZ}$ wrongly indicates a positive effect of $X^{(1)}$ (despite its relatively small variance), whereas $C^*_\text{UnoC}$ indicates this effect in only 48.8% of the samples (see the boxplots of the differences between full and reduced models presented in the lower two panels).
fits (at significance level $\alpha = 0.05$). Consequently, in 429 of the 500 samples, we would have wrongly concluded that the proportional hazards assumption was satisfied—and hence would have trusted the results of the Cox-based estimators. Again, this result is largely insensitive to the choice of the standard deviation $\sigma$ in Equation (18) (see Appendix).

In conclusion, Figure 3 demonstrates that biased medical decision making is possible even if a biostatistician carefully checks all underlying regularity assumptions.

**Effects of sample size and censoring rate**

The results of the simulation study presented in the ‘Results of the Simulation Study’ section are based on samples of size $n = N = 100$ and a censoring rate of $\sim 50\%$. Although these numbers are typical for many biomarker studies, one might speculate that the results presented in Figures 1 and 2 are affected by sample size and censoring rate. To analyze these effects, we repeated the simulation study, this time using a larger sample size ($n = N = 1000$) and zero percent censoring.

The results are presented in Figure 4. Here, the upward bias of the Cox-based estimators is much smaller than the corresponding bias in Figure 1. However, the estimators $C_{SZ}^*$, $C_{GH}^*$ and $C_{SZ}^*$ still show a tendency to prefer the full model over the null model. In contrast, the IPCW-based estimators $C_{UnoC}^*$ and $C_{UnoCum}^*$ remain unbiased and do not indicate a positive effect of the non-informative biomarker $X^{(2)}$ on prediction accuracy. In summary, the results presented in Figure 4 suggest that biased medical decision making is possible even in favorable settings where the sample size is large and where the rate of censored observations is small.

**Violations of the random censoring assumption**

The IPCW-based estimators $C_{UnoC}^*$ and $C_{UnoCum}^*$, which outperformed the Cox-based estimators of $C^*$ and $C_{Cum}^*$ in the previous subsections, rely on
the assumption that the censoring time $C$ is independent of $T$. To analyze whether $C_{\text{UnoC}}$ and $C_{\text{Uno \_cum}}$ retain their favorable behavior in the presence of non-random censoring, we repeated the simulation study, this time generating censoring times from an exponential distribution with rate

$$\lambda_{\text{cens \_viol}} := \lambda_1 \cdot \exp(\bar{T})/\exp(T),$$

where $\bar{T}$ was the mean of $T$ in the learning sample, and $\lambda_1 = 0.5695$ was an additional parameter that resulted in $\sim 50\%$ censored observations. By choosing $\lambda_1 = 0.5695$, the correlation between $T$ and $C_{\text{Uno \_H2}}$ was approximately equal to 0.45. Consequently, the random censoring assumption was violated, and observations with large survival times tended to have a small probability of being censored at early time points.

The results of the additional simulation study are presented in Figure 5. There is only little difference to the results presented in Figure 1. Specifically, the IPCW-based estimators $C_{\text{UnoC}}$ and $C_{\text{Uno \_cum}}$ are almost unaffected by the violation of the random censoring assumption (although they show a slight increase in variance).

**BREAST CANCER DATA**

Breast cancer data by van de Vijver et al.

We first analyzed a data set of 144 lymph node positive breast cancer patients that was collected by the Netherlands Cancer Institute [4]. The data set, which is publicly available as part of the R add-on package penalized [34], was used by van de Vijver et al. [4] to validate a 70-gene signature for metastasis-free survival after surgery [20]. In addition to the expression levels of the 70 genes, the data set contains five clinical predictor variables [tumor diameter, number of affected lymph nodes, estrogen receptor (ER) status, grade of the tumor and patient age]. Observed metastasis-free survival times ranged from 0.06 months to 17.66 months, with 67% of the survival times being censored.

The main aim of our analysis was to investigate whether the estimators presented in the ‘Estimators of Discrimination Measures’ section were able to discriminate between the full model (containing clinical predictors + 70 genes) and the reduced model (containing clinical predictors only). Using Cox regression, we first built a predictor for the full model. To avoid overfitting the data, a ridge penalty was imposed on the effects of the 70 genes (see [35]). Using a ridge penalty shrinks coefficient estimates toward zero, thereby reducing the variance of the coefficient estimates and avoiding multicollinearity problems. Ridge-penalized regression is also applicable in high-dimensional settings with several hundreds (or even thousands) of genes. In contrast to the gene expression measurements, no penalty was imposed on the clinical predictor variables. This
strategy ensured that established predictors (such as the clinical variables) were favored over molecular predictors whose added predictive value had yet to be investigated [12]. The use of the ridge penalty automatically resulted in misspecified Cox models (because effect estimates were shrunken towards zero). In case of the reduced model, \( T(G) \)-tests indicated significant departures from the proportional hazards assumption \( (P = 0.009 \) for the global test).

To ensure that the combined predictor did not only work on the data it was derived from but also on 'external' validation data, we split the breast cancer data randomly into a learning sample containing two-thirds of the observations \( (n = 96) \) and a test sample containing one-third of the observations \( (N = 48) \). Cox regression was applied to the learning data using the R package penalized. Internal 5-fold cross-validation on the learning sample was used to determine the optimal tuning parameter of the ridge penalty. The resulting combined predictor was used as a marker to predict survival of the observations in the test data. To evaluate the performance of the combined predictor/marker, we used the estimators of \( C^* \) and \( C^*_{\text{cum}} \) presented in the 'Estimators of Discrimination Measures' section. The learning and validation procedure was repeated 100 times using different random splits of the data. In addition to fitting the full models, we used the same 100 sets of learning and test data and fitted reduced Cox models based on the five clinical variables only.

Figure 6 shows the estimates of \( C^* \) and \( C^*_{\text{cum}} \), as obtained from the estimators presented in the 'Estimators of Discrimination Measures' section. It can be observed that all estimators took larger values on average when the 70 genes were added to the clinical predictor variables. The magnitude of the added predictive value was generally small, with the differences in the estimates of \( C^* \) and \( C^*_{\text{cum}} \) being smaller than 0.05 throughout. Such results are frequently observed in biomarker studies and do not seem to depend on the performance measure used for model evaluation (see, e.g., Steyerberg et al. [3]). On the other hand, Wilcoxon signed-rank tests on the differences between full and reduced models suggested that the 70 genes significantly improved prediction accuracy (Bonferroni–Holm–adjusted \( P < 0.001 \) for all methods). Consequently, although being different in magnitude, all estimators indicated a small benefit of adding the 70 genes to the clinical predictor variables. This result is confirmed by the cumulative/dynamic AUC curves presented in Figure 7.

Interestingly, the results presented in Figure 6 are similar to the results of the simulation study presented in Figure 1. For example, the IPCW-based estimates are smaller on average than their...
Cox-based counterparts. Also, the differences between the full and reduced models are larger for the Cox-based estimators $C^*_S$, $C^*_G$, $C^*_Z$, than for the IPCW-based estimators $C^*_Z$, $C^*_G$, $C^*_S$, and for the estimators $C^*_ZH$, $C^*_Z$ proposed by Heagerty & Zheng. Based on the results of the simulation study, we may therefore speculate that the Cox-based estimators show a slight upward bias, and that the differences between the full and reduced models are slightly overestimated by the Cox-based estimators $C^*_S$, $C^*_G$ and $C^*_Z$.

In a final step, we assessed the specificity of the estimators by fitting non-informative null models to the breast cancer data. To this purpose, we repeated the analysis described earlier in the text, this time applying a random permutation to the observed survival times (and also to the values of the event indicator $\Delta$). Consequently, the association between the predictor variables and the survival outcome was destroyed, and the ‘true’ prediction accuracy of both the full and the reduced model was equal to $C^*_Z = C^*_Z = 0.5$. Figure 8 shows that none of the estimators indicated a notable difference between the full and the reduced model in this case. This result is plausible because of the random permutation of the survival times and also because there was no violation of the Cox proportional hazards assumption in the non-informative null model. On the other hand, the average values of $C^*_ZH$, $C^*_Z$, $C^*_S$, $C^*_G$ and $C^*_Z$ were distinctly larger than 0.5, implying that the Cox-based estimators overestimated the true prediction accuracy of the models. This result suggests that all Cox-based estimators have a non-ignorable small-sample bias (whereas the IPCW-based estimators seem to have a relatively large small-sample variance). It is consequently not advisable to use the value 0.5 as a benchmark when Cox-based estimators are applied to evaluate the discriminatory power of a prediction model. Instead, we suggest that estimates of $C^*_Z$ and $C^*_Z$ should additionally be compared with the estimates obtained from a null model that is based on a random permutation of the observed survival times.

Breast cancer data by Desmedt et al.

Desmedt et al. [5] collected a data set of 196 node-negative breast cancer patients to validate a 76-gene expression signature developed by Wang et al. [21]. The signature, which is based on Affymetrix microarrays, was developed separately for ER-positive patients (60 genes) and ER-negative patients (16 genes). In addition to the expression levels of the 76 genes, four clinical predictor variables were considered (tumor size, ER status, grade of the tumor and patient age). The data are publicly available on GEO (http://www.ncbi.nlm.nih.gov/geo, accession number GSE 7390).

Similar to Wang et al. [21], we used the time from diagnosis to distant metastases as primary outcome and investigated whether adding the 76 genes to the clinical variables increased prediction accuracy. Observed metastasis-free survival ranged from 125 days to 3652 days, with 79.08% of the survival times being censored.

To analyze the added predictive value of the 76 genes, we compared the clinical model with the combined model incorporating the clinical variables and the 76 genes. Analogous to the previous subsection, we used Cox regression to build the combined predictor and imposed a ridge penalty on the effects of the 76 genes. Cross-validation was performed as before by splitting the data randomly (100 samples, $n = 131, N = 65$). To account for the fact that the 76-gene signature was developed separately for ER-positive and ER-negative patients, we further included interaction terms between ER status and the 76 genes in the model equation. Additionally, we included a five-level factor variable that represented the hospitals in which the data were collected.

![Figure 8: Breast cancer data by van de Vijver et al. [4].](http://bib.oxfordjournals.org/ Downloaded from http://bib.oxfordjournals.org/)
In case of the reduced model using the clinical variables only, $T(G)$ tests for age and ER status indicated significant departures from the proportional hazards assumption ($p = 0.007$ and $p = 0.041$, respectively).

Figure 9 shows the estimates of $C^e$ and $C^e_{cum}$, as obtained from the estimators presented in the ‘Estimators of Discrimination Measures’ section. Similar to the breast cancer data by van de Vijver et al. [4], all estimators took larger values on average when the 76 genes were added to the clinical predictor variables. Wilcoxon signed-rank tests on the differences between combined and clinical estimates suggested that the 76 genes significantly improved prediction accuracy (Bonferroni–Holm-adjusted $P < 0.001$ for all methods). Again, the boxplots presented in Figure 9 are similar to those presented in Figures 1 and 6. Specifically, the IPCW-based estimates are smaller on average than their Cox-based counterparts. This result is confirmed by the cumulative/dynamic AUC curves presented in Figure 10.

In the same way as in the ‘Breast cancer data by van de Vijver et al.’ section, we additionally assessed the specificity of the estimators of $C^e$ and $C^e_{cum}$ by fitting non-informative null models to the breast cancer data. Again, this was accomplished by applying random permutations to the observed survival times and to the values of the event indicator $\Delta$. Similar to the breast cancer data by van de Vijver et al. [4], none of the estimators indicated a notable difference between the full and the reduced models in this case (Figure 11). Also, the average values of $C^e_{HZ,cox}$, $C^e_{HZ}$, $C^e_{SZ}$, $C^e_{GH}$ and $C^e_{SZ,cum}$ were again larger than 0.5, implying that the Cox-based estimators overestimated the prediction accuracy of the models.

Summarizing the results obtained from the two breast cancer data sets, all estimators of discrimination measures indicated a small increase in prediction accuracy when the gene signatures were added to the clinical models. This result suggests that effects of a gene signature on prediction accuracy are likely to be detected by all estimators, even if the underlying regularity assumptions are violated to a certain degree.

**DISCUSSION**

Deriving unbiased estimates of prediction accuracy is essential for the evaluation of molecular markers and gene signatures. In this respect, several authors have pointed out that the calculation of $P$-values is not sufficient for measuring the prognostic effect of new markers [36, 37]. This is not only because statistical hypothesis tests may be biased due to small sample sizes or the violation of regularity assumptions but also because effect sizes of significant biomarkers are often small and may therefore not lead to relevant improvements in the prediction of patient survival.

Figure 9: Breast cancer data by Desmedt et al. [5]. Boxplots correspond to estimates of $C^e$ and $C^e_{cum}$, as obtained from 100 random splits of the data ($n = 131$, $N = 65$). White boxplots correspond to the reduced Cox regression model (using the clinical predictors only), whereas gray boxplots correspond to the full model (ridge-penalized Cox regression based on the clinical predictors and the 76-gene signature by Wang et al. [21]).

Figure 10: Breast cancer data by Desmedt et al. [5]. Cumulative/dynamic AUC curves were obtained by applying the estimators proposed by Uno et al. [10] and Song & Zhou [16] to 100 test samples of size $N = 65$. The solid and dashed lines correspond to the average cumulative/dynamic AUC curves. It is seen that both estimators indicate improved prediction accuracy if the 76 genes are added to the clinical predictors. Similar results were obtained by applying estimators of incident/dynamic AUC to the 100 test samples.
The time-dependent AUC curves and summary indices considered in this article are measures of the discriminative ability of biomarkers and hence constitute an easy-to-interpret approach for the quantification of the accuracy of survival predictions. During the past years, time-dependent ROC analysis has therefore become a popular tool for marker comparisons in biomedical studies [1, 7, 15]. Most important, AUC-based discrimination measures for survival analysis share the same characteristics as traditional AUC-based measures in classification tasks [14, 38].

Because discrimination measures cannot be calculated directly in the presence of censoring, estimators of time-dependent ROC and AUC curves have to be applied. In a previous study [27], we showed that the finite-sample behavior of these estimators is strongly affected by confounding factors (such as censoring rate, model misspecification and the degree of information contained in the predictor variables). In this article, we went one step further and focused directly on the effect of model misspecification on medical decision making. In other words, we did not analyze the magnitude of the finite-sample bias induced by the confounders but focused on the ranking of competing prediction models. By using the summary indices \( C^* \) and \( C_{\text{cum}}^* \) as ranking criteria (as previously proposed by Yu et al. [15] and Ma & Song [39]), we analyzed whether the violation of regularity assumptions affected the analysis of the ‘added predictive value’ of newly discovered biomarkers. Our simulation study showed that estimates of \( C^* \) and \( C_{\text{cum}}^* \) may lead to wrong conclusions about the utility of new biomarkers if they are based on misspecified Cox regression models.

Statistical practitioners might argue that the problems discussed in this article can easily be avoided by carrying out routine checks of the proportional hazards assumption. As demonstrated in the ‘Simulation Study’ section, however, this supposition is not true at all: our simulation study shows that departures from the proportional hazards assumption may be hard to detect even if the true data-generating model is simple and even if sample sizes are moderately large (\( n = 100 \)). Consequently, biased medical decision making is possible even if biostatisticians carefully check all regularity assumptions.

Based on the results presented in this article, we recommend to use of the IPCW-based estimators \( C_{\text{UnoC}}^* \) and \( C_{\text{UnoC, cum}}^* \) to evaluate the discriminatory power of survival models. Although the validity of these estimators depends on the assumption that survival and censoring times are independent (at least conditional on \( X \)), simulation results have suggested that \( C_{\text{UnoC}}^* \) and \( C_{\text{UnoC, cum}}^* \) are barely affected by violations of the random censoring assumption (‘Violations of the Random Censoring Assumption’ section, see also [27]). Alternatively, we propose to apply the varying-coefficient estimator \( C_{\text{HZ}}^* \) by Heagerty & Zheng [14]. Although this estimator showed a slight upward bias in our simulation study, it did not result in biased rankings of competing prediction models and hence did not lead to wrong conclusions about the utility of new biomarkers.

**Key Points**

- Recent developments in molecular biology have led to the massive discovery of new biomarkers for the prediction of survival outcomes.
- The estimation of AUC-based discrimination measures is a popular approach to evaluate the accuracy of these predictions.
- Estimators of discrimination measures depend on regularity assumptions that have to be satisfied to guarantee the validity of the estimators.
- Violations of the regularity assumptions may lead to a non-ignorable bias in estimators of discrimination measures and therefore to biased medical decision making.
- Our results suggest that inverse-probability-of-censoring-weighted estimators of discrimination measures are a robust approach to address the problem of biased medical decision making.
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APPENDIX 1

EFFECT OF THE STANDARD DEVIATION $\sigma$ ON THE RESULTS OF THE SIMULATION STUDY

To investigate whether changes in the value of the standard deviation $\sigma$ in Equation (18) affect the results of the simulation study, we repeated the analysis of the ‘Results of the Simulation Study’ section using different values of $\sigma$. Figure 12 visualizes the estimated differences between the full and reduced models that were obtained from the estimators of $C^*$ and $C_{\text{cum}}^*$. Obviously, different values of $\sigma$ resulted in the same patterns as those presented in Figure 1: Although the mean differences between the full and reduced models were close to zero for the IPCW-based estimators estimators $C_{\text{Uno}}^*$ and $C_{\text{Uno.cum}}^*$ and for the estimators $C_{\text{HZ.cum}}^*$ and $C_{\text{HZ}}^*$ by Heagerty & Zheng [14], the Cox-based estimators $C_{\text{SZ}}, C_{\text{GH}}^*$ and $C_{\text{SZ.cum}}^*$ resulted in mean differences that were distinctly larger than zero. Consequently, the latter estimators wrongly indicated an additional effect of the biomarker $X^{(1)}$ on prediction accuracy, regardless of the value of $\sigma$.

Similarly, there were no qualitative changes regarding the results of the $T(G)$-tests to check the proportional hazards assumption. For example, estimates of the probabilities, that at least one of the four tests resulted in a $P$-value smaller than 0.05, are shown in Table 1. Because the predictors in the two subgroups of Equation (18) become less informative as $\sigma$ becomes larger, there was a decrease in the fraction of $P$-values smaller than 0.05 when the value of $\sigma$ was increased. However, even for very small values of $\sigma$, only $\sim$20% of the $T(G)$-tests detected departures from the Cox proportional hazards assumption.

![Figure 12](http://bib.oxfordjournals.org/)

Figure 12: Results of the additional simulation study presented in the Appendix. The boxplots visualize the differences between the full and reduced models when estimating $C^*$ and $C_{\text{cum}}^*$ by the methods described in the ‘Estimators of Discrimination Measures’ section. Each boxplot corresponds to a specific value of the standard deviation $\sigma$ in Equation (18). Predictions were obtained by fitting Cox regression models to 500 learning samples generated from Equation (18). The horizontal line corresponds to the true mean difference between the full and reduced models.
Table 1: Results of the additional simulation study presented in the Appendix

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>0.01</th>
<th>0.03</th>
<th>0.05</th>
<th>0.10</th>
<th>0.50</th>
<th>1.00</th>
<th>3.00</th>
<th>5.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraction of $P &lt; 0.05$ (%)</td>
<td>20.4</td>
<td>20.0</td>
<td>20.2</td>
<td>20.4</td>
<td>15.6</td>
<td>8.0</td>
<td>10.4</td>
<td>10.4</td>
</tr>
</tbody>
</table>

The table contains the estimated probabilities that at least one of the four $T(G)$-tests discussed in the ‘Checks of the Proportional Hazards Assumption’ section resulted in a $P$-value smaller than 0.05. All estimates are based on 500 learning samples generated from Equation (18).