Particle swarm optimization (PSO) is a very popular, randomized, nature-inspired meta-heuristic for solving continuous black box optimization problems. The main idea is to mimic the behavior of natural swarms like, e.g., bird flocks and fish swarms that find pleasant regions by sharing information. The movement of a particle is influenced not only by its own experience, but also by the experiences of its swarm members.

In this thesis, we study the convergence process in detail. In order to measure how far the swarm at a certain time is already converged, we define and analyze the potential of a particle swarm. This potential analysis leads to the proof that in a 1-dimensional situation, the swarm with probability 1 converges towards a local optimum for a comparatively wide range of objective functions. Additionally, we apply drift theory in order to prove that for unimodal objective functions the result of the PSO algorithm agrees with the actual optimum in $k$ digits after time $\mathcal{O}(k)$.

In the general D-dimensional case, it turns out that the swarm might not converge towards a local optimum. Instead, it gets stuck in a situation where some dimensions have a potential that is orders of magnitude smaller than others. Such dimensions with a too small potential lose their influence on the behavior of the algorithm, and therefore the respective entries are not optimized. In the end, the swarm stagnates, i.e., it converges towards a point in the search space that is not even a local optimum. In order to solve this issue, we propose a slightly modified PSO that again guarantees convergence towards a local optimum.
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Particle swarm optimization (PSO) is a very popular, randomized, nature-inspired meta-heuristic for solving continuous black box optimization problems. The main idea is to mimic the behavior of natural swarms like, e.g., bird flocks and fish swarms, that find pleasant regions by sharing information and cooperating rather than competing against each other. For optimization purpose, a number of artificial particles move through the $\mathbb{R}^D$ and the movement of a particle is influenced not only by its own experience, but also by the experiences of its swarm members.

Although this method is widely used in real-world applications, there is unfortunately not much understanding of PSO based on formal analyses, explaining more than only partial aspects of the algorithm. One aspect that is target of many researchers’ work is the phenomenon of a converging swarm, i.e., the particles converge towards a single point in the search space. In particular, necessary and sufficient conditions to the swarm parameters, i.e., certain parameters that control the behavior of the swarm, for guaranteeing convergence could be derived. However, prior to this work, no theoretical result about the quality of this limit for the unmodified PSO algorithm and a situation more general than considering just one particular objective function have been shown.

In this thesis, we study the convergence process in detail. In order to measure, how far the swarm at a certain time is already converged, we define and analyze the potential of a particle swarm. The potential is constructed such that it converges to 0 if and only if the swarm converges, but we will prove that in the 1-dimensional case, when the swarm is far away from a local optimum, the potential increases. This observation turns out to be sufficient to prove the first main result, namely that in a 1-dimensional situation, the swarm with probability 1 converges towards a local optimum for a comparatively wide range of objective functions. Additionally, we apply drift theory in order to prove that for unimodal objective functions, the result of the PSO algorithm agrees with the actual optimum in k digits after time $O(k)$. 

Abstract
In the general D-dimensional case, it turns out that the swarm might not converge towards a local optimum. Instead, it gets stuck in a situation where some dimensions have a potential orders of magnitude smaller than others. Such dimensions with a too small potential lose their influence on the behavior of the algorithm, and therefore, the respective entries are not optimized. In the end, the swarm stagnates, i.e., it converges towards a point in the search space, that is not even a local optimum. In order to solve this issue, we propose a slightly modified PSO that again guarantees convergence towards a local optimum.
Zusammenfassung


Diese Arbeit befasst sich detailliert mit dem Prozess der Konvergenz. Um zu messen, wie stark der Schwarm bereits konvergiert ist, wird das Potential eines Partikelschwarmes eingeführt und analysiert. Das Potential ist so konstruiert, dass es genau dann gegen 0 konvergiert, wenn der Schwarm konvergiert. Im 1-dimensionalen Fall ergeben die Betrachtungen, dass sich das Potential erhöht, solange der Schwarm weit vom nächsten lokalen Optimum entfernt ist. Diese Beobachtung führt zum Beweis des ersten Hauptresultats, nämlich dass im 1-dimensionalen Fall der Schwarm fast sicher gegen ein lokales Optimum konvergiert. Dieses Resultat ist für eine vergleichbar

"The PSO algorithm can be compared to a group of nerds randomly spread in the mountains. They are supposed to get close to the highest point in a limited area. As nerds usually are not used to daylight, their only way to navigate is via the GPS in their mobile phones. Furthermore, they are allowed to use facebook to share their position with their friends. Now they walk randomly around, always a bit towards their personal previous best position and a bit towards the best position on facebook."

Christoph Strößner, participant of Sarntal Ferienakademie, 2014
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1. Introduction and Contribution

Particle swarm optimization (PSO), originally invented by Kennedy and Eberhart [KE95, EK95] in 1995, is a very popular nature-inspired meta-heuristic for solving continuous optimization problems. It is designed to reflect the social interaction of individuals living together in groups and supporting and cooperating with each other, rather than competing against each other. Fields of successful application are Biomedical Image Processing [WSZ+04], Geosciences [OD10], Mechanical Engineering [GWHK09], and Materials Science [RPPN09], to name just a few, where the continuous objective function on a multi-dimensional domain is not given in a closed form, but by a “black box.” That means that the only operation that the objective function allows is the evaluation of search points while, e.g., gradient information is not available.

The popularity of the PSO framework in various scientific communities is due to the fact that it on the one hand can be realized and, if necessary, adapted to further needs easily, but on the other hand shows in experiments good performance results with respect to the quality of the obtained solution and the time needed to obtain it. By adapting its parameters, users may in real-world applications easily and successfully control the swarm’s behavior with respect to “exploration” (“searching where no one has searched before”) and “exploitation” (“searching around a good position”). A thorough discussion of PSO can be found in [PSL11].

To be precise, let an objective function \( f : \mathbb{R}^D \rightarrow \mathbb{R} \) on a \( D \)-dimensional domain be given that (without loss of generality) has to be minimized. A population of particles, each consisting of a position (the candidate for a solution), a velocity and a local attractor, moves through the search space \( \mathbb{R}^D \). The local attractor of a particle is the best position with respect to \( f \) this particle has encountered so far. The population in motion is the swarm. In contrast to evolutionary algorithms, the individuals of the swarm cooperate by sharing information about the search space via the global attractor, which is the best position any particle has found so far. The particles move in time-discrete iterations. The movement of a particle is governed by so-
called movement equations that depend on both the particle’s velocity and its two attractors and on some additional fixed parameters, controlling the influence of the attractors and the velocity on the next step (for details, see Chapter 2.2).

Although this method is widely used in real-world applications, there is unfortunately not much understanding of the algorithm based on formal analyses, explaining more than only partial aspects like analyzing the trajectories of restricted and deterministic PSO variants. One aspect that is target of many researchers’ work is the phenomenon of a converging swarm, i.e., the particles converge towards one point in the search space. This exploitative behavior is desired because it allows the swarm to refine a solution and maybe come arbitrarily close to the optimum. Many experiments support the claim that using appropriate parameters allows the swarm to converge. In particular, necessary and sufficient conditions to the swarm parameters were derived in the literature, which guarantee convergence of the swarm under the assumption that the attractors are constant. However, until now, no theoretical result about the quality of this limit for the unmodified PSO algorithm, valid in a situation more general than considering just one particular objective function, have been shown.

1.1 Contributions

The main goal of this thesis is to provide the first general mathematical analysis of the quality of the global attractor when it is considered as a solution for objective functions from a very general class $F$ of functions and therefore of the quality of the algorithm’s return value. The set $F$ consists of all functions that have a continuous first derivative and, roughly spoken, have only a bounded area that is of interest for the particles. Note that the class $F$ of admissible objective functions, for which our convergence results hold, is much more general than, e.g., the subset of the class of the unimodal functions that is considered in [Jäg07] in the context of restricted $(1+1)$ evolutionary algorithms.

First, we propose a mathematically sound model of PSO, which describes the algorithm as a stochastic process over the real numbers. Before presenting our convergence analysis, several previous results, in particular different
negative results stating that the PSO algorithm is not an “optimizer”, are discussed in the light of this new model.

**Main Tools for the Analysis**

As an important tool for the analysis, we introduce the new approach of defining the *potential* of the particle swarm that changes after every step. The potential covers two properties of the swarm: It tends to 0 if the particles converge, but we can show that it increases if the whole swarm stays close to a search point that is no local minimum. In the latter case, we prove that the swarm charges potential and resumes its movement.

Another important tool for our analysis is drift theory, which has already been used for proving runtime bounds in the area of evolutionary algorithms. Drift theorems allow us to transform bounds of the drift, i.e., the expected tendency of a stochastic process in a certain direction, into bounds on the expected time until the process hits a predefined value. In order to use drift theory for analyzing PSO, we formulate and prove a new drift theorem, specifically designed for stochastic processes on the continuous domain \( \mathbb{R} \). As far as we know, this thesis contains the first work that analyzes PSO with the help of drift theory.

**Contributions to the Analysis of 1-Dimensional PSO**

As our first main result, we can prove an emergent property of PSO for \( F \), namely that in the 1-dimensional case the swarm almost surely (in the well-defined probabilistic sense) finds a local optimum. More precisely: If no two local optima have the same objective function value, then the swarm converges towards a local optimum almost surely.

Since the possible area for the global attractor is bounded, the Bolzano-Weierstrass theorem implies that either the global attractor converges towards a single point in the search space, or there are at least two accumulation points of the global attractor, i.e., points to which the global attractor comes arbitrarily close infinitely often. If the global attractor converges, then the results of previous theoretical work guarantee convergence of the whole
swarm. But, as our potential analysis shows, the swarm cannot converge towards a point that is no local optimum. So, if the global attractor converges, then its limit is a local optimum. If there are two or more accumulation points, then the swarm maintains a certain amount of potential, depending on the distance between the accumulation points, since this distance is overcome infinitely often. As it will turn out in our analysis, if some of the accumulation points are no local optimum, this potential is sufficient to find a region better than the accumulation point. However, since the global attractor does not accept worsenings, once it has found a better position than a point $z \in \mathbb{R}$, it cannot come arbitrary close to $z$ anymore, so $z$ cannot be an accumulation point — a contradiction. Altogether, only the cases when every accumulation point is a local optimum remain.

In case of unimodal functions, this result implies convergence towards even the global optimum. Therefore, the next step is to bound the runtime in case of 1-dimensional, unimodal functions. Since hitting the optimum exactly within a finite number of steps is not possible, we instead ask for the time until the optimum and the global attractor agree in $k$ digits. The result of our analysis is a runtime bound of $O(k)$.

To achieve this result, we further study the process of convergence and propose a classification of the particle swarm’s possible configurations into “good” configurations, i.e., configurations that allow the swarm to improve the candidate solution directly, and “bad” configurations, from which significant improvements are not directly possible. This may be because either the potential of the swarm is too low, such that the steps width of the particles is insignificant compared to the distance to the optimum, or the potential is too high, such that the probability for an improvement is close to 0. Indeed, such bad configurations occur with positive probability and therefore frequently if the algorithm is run long enough, but our analysis formally shows another emergent property of the swarm, namely the necessary self-healing property, that enables the swarm to recover from such a bad configuration within finite and actually quite reasonable time.

We construct an appropriate distance function that measures how far the swarm is away from an “optimal state” where every particle is located at the optimum. Note that this state cannot be reached within a finite number of iterations, but the swarm might converge towards it. Our distance measure is composed of the so-called primary measure, i.e., the quality of the attractors with respect to the objective function, and additional secondary measures that measure the “badness” of the respective situation. It is proved that indeed the swarm frequently makes progress, either directly by improv-
ing the attractors or indirectly by reducing the “penalties” of the secondary measures.

Applying our drift theorem to this distance measure leads to our second main result, namely the proof that for 1-dimensional, unimodal objective functions, the convergence speed is linear, i.e., the expected number of iterations necessary until the global attractor and the actual optimum agree in k digits is $O(k)$, where the constant involved in the $O$ does not depend on the actual objective function.

**Contributions to the Analysis of D-Dimensional PSO**

For the general D-dimensional case, our studies of the respective processes of PSO encountering bad situations are mostly experimental. This approach reveals that while classical PSO is able to heal itself from most of the bad configurations, there is one type that the swarm cannot recover from and that indeed causes stagnation, i.e., convergence towards a point in the search space that is not a local optimum. Therefore, the classification from the 1-dimensional case is extended by the set of “fatal” configurations, which can cause non-optimal stagnation.

More precisely: During the search process, it might occur that the potentials of the different dimensions are imbalanced, i.e., some dimensions have a significantly smaller potential than others. The entries of the particles’ positions and velocities in such dimensions with a too small potential lose their influence on the behavior of the algorithm, therefore the swarm converges towards a point that is not even a local optimum, while the imbalance of potentials between the different dimensions is maintained and actually worsened. That means that while in such a fatal situation, the swarm cannot make significant improvements of its positions in the search space and there is a positive probability that the swarm will never heal itself from this situation. Therefore, we slightly modify the classical PSO in order to respond on this particular weakness. Our modified PSO behaves like the classical PSO as long as the potential of the swarm is larger than a user defined parameter. As soon as the swarm potential falls below this specified bound, the updated velocities are chosen uniformly from some small area. As our third main result, we prove that this modified PSO almost surely finds a local optimum for functions in $\mathcal{F}$. 
1. Introduction and Contribution

We present experiments indicating that indeed the modification does not completely alter the behavior of the swarm. Instead, after healing itself from encountering the fatal event, the swarm switches back to the behavior of the classical PSO.

Note that although we present the analysis only for one particular PSO version, in the following called the classical PSO, the general technique of defining a potential, analyzing occurring configurations and measuring their “badness” can be generalized to presumably all variants of PSO developed so far.

1.2 Overview

The structure of this thesis is as follows: In Chapter 2, we introduce the PSO algorithm with its applications, variants, extensions and generalizations and provide an overview over related work. First, we motivate the use of PSO by presenting a collection of successful applications of PSO for problems in a black box setting, where a closed form of the objective function is either completely unavailable or too complicated to be useful. In Section 2.2, we introduce the exact version of the classical PSO algorithm that we will analyze in Chapter 4. An overview over selected variants of the classical PSO algorithm is provided in Section 2.3. In Section 2.4, we present an overview over common variants of PSO for multi-objective optimization problems, where the goal is to find points in the search space that are “good” with respect to several, possibly conflicting objective functions. In Section 2.5, we show several adapted PSO variants that are designed for discrete optimization problems. A brief overview over the theoretical results regarding PSO is presented in Section 2.6. Finally, we conclude Chapter 2 with a brief introduction into other important nature-inspired meta-heuristics, namely evolutionary algorithms and ant algorithms.

Chapter 3 provides the formulation of the mathematical model of PSO, which we use for the analysis. Therefore, in Section 3.1 we first recall the relevant definitions from probability theory, namely random variables, stochastic processes, conditional expectations and related concepts. In Section 3.2, we outline the famous No Free Lunch Theorem, a strong negative result in the field of combinatorial optimization, which basically says that in a perfect black box situation when nothing is known about the objective function, any
two search heuristics have the same performance. In particular, this implies that no algorithm is better than blind search, i.e., the best algorithm is just sampling random points of the search space and returning the best. However, as we will explain in Section 3.2, the same result is not true in a continuous situation. In Section 3.3, drift theory is introduced as an important tool for runtime analysis. We recall classical results in drift theory and formulate and prove a modified drift theorem, suitable for the analysis of PSO. In Section 3.4, we finally state the proposed model of the PSO algorithm in terms of stochastic processes. Additionally, we introduce the potential of a particle swarm as a measure for its ability to reach far-off areas of the search space. Finally, in Section 3.5, we point out previous results, which are closely related to the work of this thesis, in detail and discuss some negative results, that on the first sight look as if they were in contradiction with our results.

Chapter 4 contains the main theoretical results about a particle swarm optimizing an objective function from the comparatively large set of functions \( \mathcal{F} \) over a 1-dimensional search space. Our first main result is presented in Section 4.1, namely the formal proof that the classical, unmodified PSO algorithm finds a local optimum in the sense that every accumulation point of the global attractor is a local optimum. In Section 4.2, we present our second main result, i.e., the rigorous runtime analysis for the case of unimodal objective functions.

In Chapter 5, we approach the multidimensional case. First, in Section 5.1 we collect the different bad configurations and empirically examine the behavior of the swarm when exposed to such difficulties. In Section 5.2, we propose a slightly altered version of the PSO algorithm, where we made a modification in order to void the weakness of PSO when it is confronted with imbalanced potentials. We experimentally investigate the modified PSO for its capability to actually overcome the fatal event and for the overall impact of the modification.
2. Particle Swarm Optimization: State of the Art

Particle swarm optimization (PSO) is a popular meta-heuristic, inspired by the social interaction of individuals living together in groups and supporting and cooperating with each other. Since it was invented in 1995 by Kennedy and Eberhart ([KE95, EK95]), the PSO method has drawn the attention of an increasing number of researchers because of its simplicity and efficiency ([PKB07]). The goal of the PSO algorithm is to find the optimum of an objective function \( f : S \subseteq \mathbb{R}^D \rightarrow \mathbb{R} \). For the rest of this thesis, we assume that \( f \) is to be minimized. Since maximizing \( f \) is equivalent to minimizing \(-f\), this is without loss of generality.

Although PSO works for literally any function \( f \), it is typically applied when there is no closed form of \( f \). In such a situation, information about \( f \) can only be gained by evaluating \( f \) pointwise. In particular, the information about the gradient of \( f \) is unavailable. Figure 2.1 gives a graphical overview over the described situation, which is referred to as a black box optimization problem.

![Figure 2.1: Black box optimization.](image-url)
2. Applications of Particle Swarm Optimization

Black box optimization problems, where the objective function is not explicitly available and function evaluations are expensive, occur in many different areas. Quite often experiments show that PSO or at least some PSO variant is capable to solve them, i.e., to find a solution with a quality sufficiently good for the application, although it is usually not the global optimum. The time to implement PSO for a given application and the optimization time itself are typically sufficiently short, such that PSO is in a lot of cases more attractive than a sophisticated, problem specific and exact method. In the following, a selection of real-world problems with black box flavor, to which PSO was applied successfully, is presented.

In electrical power systems consisting of several producers (e.g., generators), intermediate nodes and consumers, the control center needs to react on load changes of the consumers. The power transmission loss depends on several parameters like certain automatic voltage regulator operating values. The Volt/Var Control (VVC) problem asks for a configuration that yields the minimal loss subject to certain constraints, e.g., voltage security requirements of the target system and permissible range of the voltage magnitude at each intermediate node. In \cite{YKF+00, MF02}, PSO has empirically proved its capability to solve the underlying optimization problem.

Size and shape optimization looks for the optimal geometry of a truss structure with respect to stress, strain and displacement constraints. The authors of \cite{FG02} compare the performance of PSO against a variety of other algorithms by solving a number of instances of this problem.

Three different applications from the field of mechanical engineering optimization are presented in \cite{HES03a}. First, PSO is used to solve the problem of minimizing the total cost of building a cylindrical pressure vessel, depending on its exact shape and form. As a second application, the authors use PSO for minimizing the cost of welding a rigid member onto a beam. The total cost, consisting of the cost of the material and the labor cost, depends on the exact geometry of the member and the beam. This geometry is subject to certain constraints, regarding, e.g., the overall size or the bending stress. Finally, the weight of a tension/compression spring is minimized, which depends on, e.g., the coil diameter, the wire diameter and the number of coils. Again, the optimization problem is due to certain constraints regarding size and overall shape of the spring.
2.1 Applications of Particle Swarm Optimization

Di/uniFB00erent properties of an antenna like its weight and its return loss depend on physical and electromagnetic characteristics, e. g., its length, its overall shape and the number of corrugations per wavelength. In [RRS/zero.lnum/four.lnum], the au-

thors present a PSO-based approach to /uniFB01nd a design that matches these de-

sign goals by finding the optimal design of an antenna.

In biomedical research, PSO is used for image registration ([WSZ]+04]). It is common to image the same body part with different methods, e. g., Computer Tomography (CT) provides images of bones while Magnetic Res-

onance Imaging (MRI) is suitable for scanning soft tissues. As a result, one

gets (two-dimensional or three-dimensional) images taken under different

modalities that need to be aligned. The search space is the set of all Eu-

clidean transformations, i. e., transformations that preserve length, and the

objective function is some similarity measure between the images. Figure 2.2

shows an example of a 3-dimensional CT image (pink) and a 3-dimensional

MRI image (green) of the human brain, obtained from [RIRI4] before registration and after registration done in [Sch14] by using PSO.

In mineralogy, a variant of PSO is used to /uniFB01nd certain mineral-melt equi-

libria, allowing for a better understanding of the behavior of magmas within

the earth’s crust ([HM06]). The chemical reactions of silicate melts depend
on a large number of parameters (1000 and more) because the number of different metal atoms can be very high. To calculate the equilibria, one minimizes the change in free energy. In ([HM06]), the authors successfully applied a variant of PSO to this problem.

The lifetime of metal machine tools can be increased by composite coatings. In [RPPN09], the authors use PSO in order to optimize certain parameters of the nickel-diamond composite coating process, e.g., the temperature and the concentration of diamond particles, such that the resulting hardness is maximized.

In Universal Mobile Telecommunications System (UMTS), a multiple access scheme called Code Division Multiple Access (CDMA) is used. Instead of simply sharing the bandwidth or the time, CDMA distinguishes users by using codes. Therefore, interference cancellation techniques are necessary. The task to find a good interference cancellation technique can be rewritten as an optimization problem, which is in [ZWLK09] solved using a PSO variant.

For the development of gas and oil fields, finding optimal type and location for new wells is very important. The underlying objective function is very complicated and can only be evaluated pointwise by computationally expensive simulations. In [OD10], the authors present a PSO-based approach to solve this optimization problem.

There are many more fields in which PSO has been used successfully to solve optimization problems originating from real world applications. This collection gives just an impression on how different the application fields and the underlying optimization problems are, for which PSO was the algorithm of choice to produce good, though not optimal, solutions with reasonable effort and time.

2.2 The Classical Particle Swarm Optimization Algorithm

The first version of a particle swarm optimization algorithm was published by Kennedy and Eberhart ([KE95, EK95]). The algorithm was built to simulate a population of individuals, e.g., bird flocks or fish schools, searching for a region that is optimal with respect to some hidden objective function, e.g., the amount and the quality of food. In contrast to other popular nature-inspired meta-heuristics like evolutionary algorithms (EAs) (a brief overview over EAs can be found in Section 2.7.1), the particles of a particle swarm work
together and share information about good places rather than competing against each other.

At each time \( t \), each particle \( n \) has a \textit{current position} \( X^n_t \) and a \textit{velocity} \( V^n_t \). Additionally, every particle remembers the best position it has visited so far. This position is called the \textit{local attractor} or the \textit{private guide} and is denoted by \( L^n_t \). The best of all local attractors among the swarm is called the \textit{global attractor} or the \textit{local guide}. This special position is denoted by \( G_t \) and it is visible for every particle. So, by updating the global attractor, a particle shares its information with the remaining swarm.

For some optimization problem with objective function \( f : S \subset \mathbb{R}^D \rightarrow \mathbb{R} \), the positions are identified with search points \( x \in S \) and the velocities are identified with vectors \( v \in \mathbb{R}^D \). The actual movement of the particles is governed by the following \textit{movement equations}:

\[
\begin{align*}
V^n_{t+1}^{d} &= V^n_{t}^{d} + c_1 \cdot r^n_{t,d} \cdot (L^n_{t,d} - X^n_{t,d}) + c_2 \cdot s^n_{t,d} \cdot (G^d_t - X^n_{t,d}), \\
X^n_{t+1}^{d} &= X^n_{t}^{d} + V^n_{t+1}^{d},
\end{align*}
\]  

(2.1)  

(2.2)

where \( t \) denotes the iteration, \( n \) the number of the particle that is moved and \( d \) the dimension. The constants \( c_1 \) and \( c_2 \) control the influence of the personal memory of a particle and the common knowledge of the swarm and are called \textit{acceleration coefficients}. Some randomness is added via \( r^n_{t,d} \) and \( s^n_{t,d} \), which are drawn uniformly at random in \([0, 1]\) and all independent of each other. The movement equations are iterated, until some fixed termination criterion is reached. Figure 2.3 gives an overview over the particles’ movement.

\[\text{Figure 2.3: Particles’ movement. The new velocity depends on the old velocity, the local attractor and the global attractor.}\]

In order to prevent the phenomenon of so-called \textit{explosion}, meaning that the absolute values of the particles’ velocities grow unboundedly over time,
early versions of PSO used velocity clamping ([PKB07]), i.e., whenever a component of the velocity exceeds a certain interval \([-v_{\text{max}}, v_{\text{max}}]\), it is set to the according interval bound. Then, the movement equations become

\[
V_{t+1}^{n,d} = \max\{-v_{\text{max}}, \min\{v_{\text{max}}, V_t^{n,d} + c_1 \cdot r_t^{n,d} \cdot (L_t^{n,d} - X_t^{n,d}) + c_2 \cdot s_t^{n,d} \cdot (G_t^{d} - X_t^{n,d})\}\},
\]

\[
X_{t+1}^{n,d} = X_t^{n,d} + V_{t+1}^{n,d}.
\]

Instead of using velocity clamping to avoid explosion, in [SE98] Shi and Eberhart modified the movement equation by multiplying the previous velocity with some factor \(\chi \in (0,1)\), called the inertia weight, leading to the following form of the movement equations:

\[
V_{t+1}^{n,d} = \chi \cdot V_t^{n,d} + c_1 \cdot r_t^{n,d} \cdot (L_t^{n,d} - X_t^{n,d}) + c_2 \cdot s_t^{n,d} \cdot (G_t^{d} - X_t^{n,d}),
\]

\[
X_{t+1}^{n,d} = X_t^{n,d} + V_{t+1}^{n,d}.
\]

The authors could experimentally show that the performance of PSO significantly depends on the inertia weight. Typical choices for the parameters are

- \(\chi = 0.72984, c_1 = c_2 = 1.496172\) ([CK02, BK07]),
- \(\chi = 0.72984, c_1 = 2.04355, c_2 = 0.94879\) ([CD01]) or
- \(\chi = 0.6, c_1 = c_2 = 1.7\) ([Tre03]).

The standard swarm parameters for the experiments of this thesis are \(\chi = 0.72984, c_1 = c_2 = 1.496172\). We use these parameters for every experiment unless the ones in which different parameters are compared and the choices are explicitly stated.

By adjusting the parameters, it is possible to influence the trade-off between exploration, the capability to search in areas that have not been visited before, and exploitation, the capability to refine already good search points.

The initialization of the positions is usually done uniformly at random over some bounded search space. An alternative is presented in [RV04], where the authors propose a method based on centroidal Voronoi tessellations that should ensure that the particles are distributed over the search space more evenly than just by random distribution. Typical initialization strategies for the velocity are

- **Random**: Like the positions, the velocities are initialized randomly,
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- **Zero**: All velocities are initially 0,

- **Half-Diff**: Additionally to the initial position $X^n_0$, a second point $\hat{X}^n_0$ in the search space is sampled. The initial velocity is then set to $(\hat{X}^n_0 - X^n_0)/2$.

Algorithm 1: classical PSO

```
input : Objective function $f : S \rightarrow \mathbb{R}$ to be minimized
output: $G \in \mathbb{R}^D$

// Initialization
for $n = 1 \rightarrow N$ do
  Initialize position $X^n \in \mathbb{R}^D$ randomly;
  Initialize velocity $V^n \in \mathbb{R}^D$;
  Initialize local attractor $L^n := X^n$;
  Initialize $G := \arg\min_{L^1, \ldots, L^n} f$;

// Movement
repeat
  for $n = 1 \rightarrow N$ do
    for $d = 1 \rightarrow D$ do
      $V^{n,d} := \chi \cdot V^{n,d} + c_1 \cdot \text{rand}() \cdot (L^{n,d} - X^{n,d}) + c_2 \cdot \text{rand}() \cdot (G^d - X^{n,d})$;
      $X^{n,d} := X^{n,d} + V^{n,d}$;
    if $f(X^n) \leq f(L^n)$ then $L^n := X^n$;
    if $f(X^n) \leq f(G)$ then $G := X^n$;
  until Termination criterion holds;
return $G$;
```

Algorithm 1 gives a pseudo code representation of the PSO algorithm. Basically, this algorithm implements the common movement equations including the inertia weight with two specifications: If a particle visits a point with the same objective value as its local attractor or the global attractor, then the respective attractor is updated to the new point. And the global attractor is updated after every step of a single particle, not only after every iteration of the whole swarm.

Another common variant of PSO, sometimes known as parallel PSO, only updates the global attractor after every iteration of the whole swarm. However, due to the choice made here, the information shared between the par-
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ticles is as recent as possible. We will refer to the exact version of PSO stated in Algorithm 1 as classical PSO for the rest of this thesis.

As long as in the experiments performed throughout this thesis nothing else is stated, the velocity initialization strategy is Random, i.e., if the positions in dimension \( d \) are initialized over the interval \([a_d, b_d]\), then we initialize the velocities’ entries in dimension \( d \) uniformly at random in the interval \([-\frac{(b_d - a_d)}{2}, \frac{(b_d - a_d)}{2}]\).

2.3 Variants of Particle Swarm Optimization

Since its introduction in 1995, the PSO algorithm was frequently altered and improved ([PKB07]). Researchers studied more refined versions of the PSO algorithm voiding certain weaknesses and combined it with other methods to form hybrid optimization methods. This section provides an overview over some of the most important variants of PSO that have been developed.

2.3.1 Neighborhood Topologies

In the classical PSO, the particles share information via the global attractor, which is the best solution any particle has found so far and which is known to the whole swarm. That means that every particle interacts with every other member of the swarm.

In order to better reflect social learning processes, the global attractor is replaced by the local guide. The local guide of some particle \( n \) is the best (with respect to the objective function \( f \)) local attractor among all neighbors of particle \( n \). If two particles are neighbors of each other is defined via the so-called neighborhood topology, typically represented as a (sometimes directed) graph, whose nodes are the particles and whose edges connect neighboring particles. An edge pointing from particle \( n_1 \) to particle \( n_2 \) means that \( n_1 \) considers the private guide of \( n_2 \) as a candidate for its own local guide. The set of all the neighbors of a particle \( n \) is denoted as \( \mathcal{N}(n) \). The velocity update equation (Equation (2.5)) changes to

\[
\begin{align*}
    v_t^{n,d}_{i+1} &= \chi \cdot v_t^{n,d} + c_1 \cdot r_t^{n,d} \cdot (l_t^{n,d} - x_t^{n,d}) + c_2 \cdot s_t^{n,d} \cdot (p_t^{n,d} - x_t^{n,d}),
\end{align*}
\]
where \( P^n_t \) is the best position, any of the neighbors of particle \( n \) has visited so far (with some additional convention in case of a tie). In terms:

\[
P^n_t := \arg\min_{x \in \{ \hat{L}^{n',n}_t \mid n' \in N(n) \}} f(x).
\]

where \( \hat{L}^{n',n}_t \) is the local attractor of particle \( n' \) at the time when particle \( n \) makes its move, i.e.,

\[
\hat{L}^{n',n}_t = \begin{cases} 
L^{n'}_t, & \text{if } n' \geq n \\
L^{n'}_{t+1}, & \text{otherwise.}
\end{cases} \quad (2.7)
\]

Early attempts to form a neighborhood topology depending on the Euclidean distance of the particles in the search space have shown bad results ([PKB07]). Therefore, the neighborhood topology is typically chosen independent of the positions of the particles in the search space, but with respect to the particles’ indices.

### Static neighborhood topologies

Common examples from the literature for neighborhood topologies which are static, i.e., are not changed during the optimization process, are:

- The fully connected graph, in which any two particles are neighbors. With this topology, the PSO algorithm behaves like the classical PSO from Algorithm 1. This topology is sometimes also called gbest topology (global best, [MKN03]) or star topology ([Ken99]). This topology allows the fastest distribution of information.

- The wheel topology ([Ken99]), in which one specific particle \( n_0 \) is adjacent to every other particle. Particle \( n_0 \) acts as a kind of guardian to slow down the distribution of information. Any improvement of some particle has to be confirmed by particle \( n_0 \) before it gets visible to the whole swarm.

- The lbest\((2k)\) topology ([EK95]), in which every particle \( n \) is a neighbor of the particles \( n - k, \ldots, n + k \) (where negative indices \(-\ell\) are identified with \( N - \ell \)). This topology is also called circles ([Ken99]). The special case lbest\((2)\) is called the ring topology. Especially for small
k, the lbest topology delays the information distribution among the swarm considerably.

- The grid topology, also known as von Neumann topology ([MKN03]), in which the particles are arranged on a 2-dimensional grid with wrap-around edges, such that every particle has exactly 4 neighbors. This topology is seen as a compromise between the fully connected swarm and the ring topology.

- A random topology ([Ken99, KM02]). Instead of choosing one of the above fixed topologies, a random neighborhood graph is generated according to some distribution.

![Diagram of different topologies](image)

**Figure 2.4:** Some commonly used static neighborhood topologies.
Figure 2.4 provides a graphical representation of the different neighborhood topologies. Although a particle could be excluded from its own neighborhood in every of the mentioned topologies, usually each particle is set to be part of its own neighborhood.

In some PSO variants, the topologies occur not in the described pure forms but as a mixture. E.g., in [Ken99], the author uses a ring topology with additional randomly sampled shortcuts. There has been many research on comparing the effects of the different topologies on the quality of the optimization (e.g., [EK95, Ken99, KM02, MKN03]).

**Dynamic neighborhood topologies**

According to the literature ([EK95, Ken99, Sug99]), a denser topology increases the convergence speed of the particle swarm, but reduces its capability to explore new areas and therefore increases the risk of the swarm converging towards a local but not particularly good optimum. Explorative behavior is desirable during the early iterations of PSO to find the area around a good local (or maybe even the global) optimum while during the later iterations, the swarm should exploit and converge towards the optimum found in order to provide a good precision, i.e., a solution that agrees with the actual optimum in as many digits as possible. Therefore, the neighborhood topology is in some versions dynamically changed during the runtime.

In [RV03], the neighborhood topology is initially the ring. The whole optimization time is divided into certain time intervals and after the i'th interval, every particle $n$ adds particle $n + i$ (where particle $N + \ell$ is identified with particle $\ell$) to its neighborhood. The intervals are calculated such that the swarm becomes fully connected after $4/5$ of the optimization time.

In [MWP04], the neighbors of each particle are initialized randomly in two stages. In the first stage, every particle $n$ chooses the number $|\mathcal{N}(n)|$ of its neighbors randomly between a certain minimum and maximum. In the second stage, $|\mathcal{N}(n)|$ distinct particles are selected as the neighbors visible for particle $n$. Note that in this setting, the neighborhood relation is not symmetric. During the optimization, the topology is dynamically altered by applying a mechanism called *edge migration*. After every iteration, one random particle with more than one neighbor is chosen and one of its neighbors is selected randomly and transferred to another random particle.
In [LS05a], the particles are partitioned into small subswarms of size three to five. Every subswarm is fully connected, but there are no connections between particles of two distinct subswarms. In order to enable information exchange, the particles are periodically and randomly regrouped.

Other approaches change the topology while taking the performance of certain particles or the whole swarm into account. The idea is to increase the influence of successful particles compared to particles that in the past did not contribute much to the optimization task.

In [JM05], the authors propose the Hierarchical PSO (H-PSO), a variant in which the neighborhood topology changes depend on the success of the different particles. The underlying neighborhood graph is a regular tree, implementing a hierarchy with the best particles on top at the root. The neighborhood of every particle \( n \) consists of \( n \) itself and its parent node. If after an iteration of the H-PSO some particle \( n \) has a child with a local attractor better than the one of particle \( n \), \( n \) exchanges its position with its best child. This is done top-down, i.e., it is possible that one particle moves down several levels within one iteration, but it can move up at most one level.

In [Cle07], different variants of random neighborhood topologies are presented, which are redesigned after either a certain number of iterations or if after a single iteration the best known solution was not improved.

While in all the variants mentioned until now only one member of the neighborhood was actually chosen for the velocity update (see Equation (2.5)), there have been some attempts to provide particles with knowledge not only from the best but from every neighbor. This idea leads to the fully informed particle swarm (FIPS) ([MKN04]). Instead of selecting one particular neighbor for the local guide, the mean of the local attractors of every neighbor is calculated. The velocity update equation (Equation (2.5)) changes to

\[
V_{t+1}^{n,d} = \chi \cdot V_t^{n,d} + c_1 \cdot r_t^{n,d} \cdot (L_t^{n,d} - X_t^{n,d}) + c_2 \cdot s_t^{n,d} \cdot \left( \hat{L}_t^{n,d} - X_t^{n,d} \right),
\]

with

\[
\hat{L}_t^n = \frac{1}{|\mathcal{N}(n)|} \cdot \sum_{n' \in \mathcal{N}(n)} \hat{L}_t^{n',n}, \tag{2.8}
\]

where \( \hat{L}_t^{n',n} \) is defined as in (2.7) on page 17.

Comparisons of FIPS and PSO for different neighborhood topologies can be found in [MN04] and in [KM06]. In [JHW08], the authors introduced the ranked FIPS, a variant of the FIPS in which the average over the local attractors of all neighbors is not calculated unweighted as in Equation (2.8),
but with weights representing the quality of the neighbors’ local attractors. If the neighbors are sorted with increasing function value of the local attractor, then the neighbor $i + 1$ has a weight which is one half of the weight of neighbor $i$. By normalizing such that the sum of the weights equals 1, the weights of the local attractors of every neighbor are determined.

### 2.3.2 Constraints and Bound Handling

In most applications, the optimization problem is subject to certain *constraints*, i.e., not every point in $\mathbb{R}^D$ is a feasible solution. For some objective function $f : \mathbb{R}^D \rightarrow \mathbb{R}$, constraints are typically given as functions $g_i : \mathbb{R}^D \rightarrow \mathbb{R}$, $i = 1, \ldots, m$ where $m$ is the number of constraints and the optimization task is to find the minimum of $f$ over all $x \in \mathbb{R}^D$ with non-positive values for every $g_i$. Formally:

$$\min \{ f(x) \mid x \in \mathbb{R}^D, \forall i \in \{1, \ldots, m\} : g_i(x) \leq 0 \}.$$  

Such constraints are called *inequality constraints*. Some formulations also allow *equality constraints*, i.e., functions $h_i : \mathbb{R}^D \rightarrow \mathbb{R}$, which have to be exactly 0 for every feasible solution. Note that an equality constraint $h(x) = 0$ can be formulated as the two inequality constraints $h(x) \leq 0$ and $-h(x) \leq 0$. Since especially equality constraints are hard to fulfill in the black box scenario, it is common to consider every $x \in \mathbb{R}^D$ feasible if the violation of the constraint is below a certain bound $\epsilon$, which is typically set to $10^{-6}$.

In order to solve constraint optimization problems, many PSO variants that handle such constraints have been developed. The simplest one is to prevent infeasible points from becoming local or global attractor of any particle ([HE02b, HES03a]). This method is equivalent to setting the objective function value $f(x)$ to infinity for every $x$ that violates a constraint. Therefore, this method is sometimes referred to as *Infinity*.

In that sense, when using the Infinity method, all the infeasible positions are treated equally. If the set of feasible solutions is small or disconnected, the Infinity strategy might result in particles that are distracted from the boundary ([Coe02]). Therefore, a generalization ([PC04]) allows to measure the amount of constraint violation. If an infeasible search point is compared to a feasible one, the feasible point is considered the better one. If two infeasible points are compared, the one with the lowest constraint violation wins.
If the constraint functions $g_i$ are sufficiently well-behaved, and if the feasible area is small and hard to find, this mechanism can guide the particles to search points that satisfy the constraints.

Another approach, that does not automatically insist on any infeasible point being worse than any feasible point, is the so-called \textit{penalty} mechanism. In that method, the objective function is altered, such that the resulting optimization problem is unconstrained and has the same optimum as the original problem. This leads to the following modified objective function $F$ ([Coe02]):

$$F(x) = f(x) + \sum_{i=1}^{m} a_i \cdot \max\{0, g_i(x)\}^\alpha.$$  

Note that this approach requires evaluations of $f$ in infeasible areas and is therefore not always applicable.

The choices of the weights $a_i$ and $\alpha$ are crucial. If they are chosen too high, this method degenerates to the Infinity method. If they are chosen too low, the global minimum of $F$ could be an infeasible point. The right choice of these weights depends on the objective function $f$. Therefore, the Penalty method violates the black box scenario. In order to solve this issue, in [PV02a], the penalty function is altered over time. Another variant of the Penalty approach can be found in [OHMWII], where the private guide and the local guide are chosen with respect to two different Penalty mechanisms.

For the case of more specific constraints, more specialized constraint handling methods have been developed. For example, if the constraints are linear, i.e., if every $g_i$ has the form

$$g_i(x) = \sum_{d=1}^{D} a_{i,d} \cdot x_d - b,$$

then the linear PSO (LPSO) as introduced in [PE03] can be applied, in which the movement equations are altered in a way ensuring that every velocity is in the null space of the matrix $(a_{i,d})_{i=1,...,m; d=1,...,D}$. Therefore, if the positions are feasible after initialization, they stay feasible forever. In [MS05], one can find a comprehensive discussion and experimental results indicating advantages of such a reduction of the search space dimension in comparison to other bound-handling methods.

Maybe the most important variant of constraints are the so-called \textit{box constraints}, which have the form

$$\forall d \in \{1, \ldots, D\}: l_d \leq x_d \leq u_d,$$
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i.e., the range of each variable $x_d$ has a lower bound $l_d$ and an upper bound $u_d$. For constraint optimization problems of this form, a large number of constraint handling mechanisms is available in the literature. Examples of methods for handling box constraints are

- **Infinity** ([HE02b]): The function values for points outside the boundaries are set to infinity. This is equivalent to the Infinity method for general constraints.

- **Random** ([HBM13]): If a particle leaves the search space, its position is reinitialized randomly inside the boundaries. A variant is to reinitialize only the position entries in the particular dimensions in which the boundary conditions are actually violated.

- **Absorption**, also known as shrink ([Cle06a]): If at some point in time the updated velocity would result in an updated position outside the search space, it is scaled down by a factor such that the particle ends up on the boundary.

- **Reflect** ([BF05]): The boundaries act like mirrors. If the updated velocity points to a point outside the feasible area, it is reflected at the border.

- **Nearest** ([Cle06a]): If a particle leaves the space of the feasible solutions, it is set to the closest point inside the boundaries.

- **Hyperbolic** ([Cle06a]): Every component of the updated velocity is scaled down with respect to the position and the boundaries. I.e., a positive $V_{t+1}^{n,d}$ is multiplied with

$$
\frac{1}{1 + \frac{V_{t+1}^{n,d}}{u_d - X_t^{n,d}}}
$$

and a negative $V_{t+1}^{n,d}$ is multiplied with

$$
\frac{1}{1 - \frac{V_{t+1}^{n,d}}{X_t^{n,d} - l_d}}.
$$
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- **Periodic** ([ZXB04]): The objective function is periodically repeated, i.e., for \((x_1, \ldots, x_D) \in [l_1, u_1] \times \ldots \times [l_D, u_D]\) and \(k_1, \ldots, k_D \in \mathbb{Z}\), one sets
  \[
  f((x_1 + k_1 \cdot (u_1 - l_1), \ldots, x_d + k_d \cdot (u_d - l_d), \ldots, x_D + k_D \cdot (u_D - l_D))) := f((x_1, \ldots, x_d, \ldots, x_D)),
  \]
  leading to a function that is defined at every point in \(\mathbb{R}^D\).

- **Bounded Mirror** ([HBM13]): The method Bounded Mirror is a combination of Reflect and Periodic. Here, the feasible search space is only doubled in each dimension, and instead of just copying the search space, the objective function is mirrored in order to avoid discontinuities. Additionally, opposite boundaries are connected, i.e., if a particle leaves the extended feasible search space at one boundary, it reenters at the opposite boundary.

![Diagram](image)

**Figure 2.5:** Constraint handling methods for box constraints (I).

For visualization of the different constraint handling mechanisms, see Figure 2.5 and Figure 2.6.

Additionally to handling positions that are outside the search space, the velocities of a particle violating the box constraints in a certain dimension can also be altered. Typical velocity update strategies are ([HBM13]):
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![Variants of Particle Swarm Optimization](image)

**Figure 2.6:** Constraint handling methods for box constraints (II).

- **Zero**: The velocity is set to 0 in the respective dimension.

- **Deterministic Back**: The respective entry of the velocity is multiplied with $-\lambda$ for some $\lambda > 0$. A typical value for $\lambda$ is 0.5 ([Cle06a]). Deterministic Back is particularly suitable to be combined with Reflect.

- **Random Back**: Similar to Deterministic Back, but $\lambda$ is drawn uniformly at random from $[0, 1]$.

- **Adjust**: After applying the constraint handling mechanism for the new position, the updated velocity is set to the difference of the new position and the old position.

For a comprehensive study of box constraints and the influence of the different bound handling strategies, see [Hel10].

### 2.3.3 Variants of the Movement Equations

Additionally to adjusting the parameters and the neighborhood topology of the PSO algorithm and additionally to extending the method for the case of constraints, researchers developed variants that significantly deviate from
the classical PSO by substantially modifying the movement equations or hybridization with other methods. The goal is either to make the PSO algorithm even more efficient or to further simplify it without losing too much of its efficiency.

**Simplifying the Movement Equations**

Classical PSO is already a comparatively simple algorithm. Apart from evaluating the objective function, a task which depending on the underlying problem might be expensive, PSO has very moderate demands for resources. For every particle, it stores only a position, a velocity and a local attractor. The computations inside the movement equations consist only of simple arithmetic operations. However, there are still some variants that try to further simplify the algorithm.

The so-called social-only PSO is run without the local attractor ([Ken97, PC10]), i.e., \( c_1 \) in Equation (2.5) is set to 0. Similarly, the cognition-only PSO is run without the global attractor ([Ken97]) and behaves like \( N \) independent “swarms”, each consisting of 1 particle.

Another simplification is done in [Ken03], where the Bare Bones PSO is introduced. Experiments suggest that if in the classical PSO both attractors of a particle stay constant, then the distribution of the position of the respective particle approaches a stationary distribution. So, instead of waiting until the distribution converges, the idea of the Bare Bones PSO is to sample the next position according to a \( D \)-dimensional Gaussian distribution with mean in the middle between the two attractors and standard deviation equal to the absolute value of the difference between the attractors, which serves as an approximation of the unknown stationary distribution. Therefore, Bare Bones PSO maintains neither an old position nor a velocity.

**Improving the Movement Equations**

In some applications, especially those where the evaluation of the objective function is expensive, performance in terms of the quality of the obtained solution is much more important than the simplicity of the underlying algorithm. Over the years, a great variety of extensions has been developed
and experimentally tested. In most extensions, the single particles are made smarter by making them aware of additional information or allowing them to perform more sophisticated operations.

A standard method for improving PSO performance is parameter adaptation. Instead of assigning fixed values to the swarm parameters $\chi$, $c_1$ and $c_2$ from Equation (2.5), the values are changed over time either deterministically or randomly. The general idea of parameter adaptation mechanisms is that during the early iterations, the swarm should explore larger areas while in the end of the optimization process, the particles are supposed to converge towards one common point. In order to support this behavior, several parameter adaptation mechanisms have been developed.

The authors of [SE99] use a linearly decreasing $\chi$. In [Fan02], a maximum $V_{max}$ for the absolute value of each entry of the velocity, similar to the variant with velocity clamping described in Equation (2.3), but with a linearly decreasing $V_{max}$. In [CZS06], the value for $V_{max}$ is altered randomly after every iteration. Even more general, in [CCZ09], the authors propose to use a different $V_{max}^{n,d}$ for each particle $n$ and each dimension $d$, where the $V_{max}^{n,d}$ are chosen randomly and independently of each other at every iteration.

The acceleration coefficients $c_1$ and $c_2$ can be made time-varying, too. The PSO version of [RHW04] uses a decreasing $c_1$ and an increasing $c_2$. The reason for that is that the larger the weight $c_2$ of the global attractor is, the faster is the swarm assumed to converge towards the global attractor while a large weight $c_1$ of the local attractor might lure the particles away from the global attractor and therefore prevent too early convergence.

A different and more sophisticated method for parameter adaptation is presented in [RHW10]. Here, the particles are conceptually partitioned into several different groups, called parameter swarms. The parameters $\chi$, $c_1$ and $c_2$ are the same inside each parameter swarm but may vary between different parameter swarms. Depending on the success of the parameter swarms, measured as the update frequency of private and local guides relative to the parameter swarm size, various operations are performed, e.g., parameters are randomly altered, single particles are moved between parameter swarms or the parameters of a parameter subswarm are reinitialized or set to the parameters of some other, better subswarm. This mechanism enables the particle swarm to optimize the objective function and its own parameters in parallel. In particular, this method allows the swarm to adapt its parameters to the exact problem instance instead of making the user of PSO find the suitable parameters for every possible objective function.
In order to prevent particles from stagnating, i.e., from stopping their movement too early, sometimes a particle is given a push if its velocity’s absolute value falls below a certain bound. In [RHW04], the velocity of a too slow particle is reinitialized randomly according to a uniform distribution over some interval $[-v, v]$. In [RHW10], the positions of particles with a velocity too close to 0 are mutated, i.e., randomly altered, according to a Gaussian distribution with the old position as its mean and a standard deviation of $c_1/10$.

In the field of evolutionary algorithms (an overview over the methodology of evolutionary algorithms is provided in Section 2.7.1), mutation is a common concept. Mutation stands for a random and typically small variation of an individual, i.e., a point in the search space. The same idea of small random changes can be applied to positions of particles as well. By adding the mutation operation, the movement equations obtain the form

$$
V_{n,d}^{t+1} = \chi \cdot V_{n,d}^t + c_1 \cdot r_{n,d}^t \cdot (L_n^t - X_{n,d}^t) + c_2 \cdot s_{n,d}^t \cdot (G_n^t - X_{n,d}^t) + \rho_{n,d}^t,
$$

$$
X_{n,d}^{t+1} = X_{n,d}^t + V_{n,d}^{t+1},
$$

with some $\rho_{n,d}^t$ chosen randomly according to some distribution.

In TRIBES, a swarm algorithm proposed in [Cle03], the mutation $\rho_{n,d}^t$ is chosen according to a Gaussian distribution with mean 0 and standard deviation $f(L_n^t) - f(G_n^t) / (f(L_n^t) + f(G_n^t))$.

The PSO variant from [RHW04] uses an approach where $\rho_t$ equals 0 if the global attractor has been improved during the previous iteration. Otherwise, a particle $n$ and a dimension $d$ are selected uniformly at random and the corresponding $\rho_{n,d}^t$ is chosen according to a uniform distribution over either a fixed or a time-varying interval.

In the Guaranteed Convergence PSO (GCPSO) as introduced in [vdBE02], $\rho_{n,d}^t$ is chosen uniformly from the interval $[-p, p]$, where $p$ is initially set to 1. If the number of consecutive iterations in which the global attractor is updated reaches a certain bound $s_c$, then it is assumed that there is still much room for improvement and in order to accelerate the particles, $p$ is doubled. Similarly, if the number of consecutive iterations in which the global attractor is not updated reaches a certain bound $f_c$, the authors assume that the area for improvement is small. Therefore, they refine the search by halving the value of $p$.

Rather than just deciding about the mutation range, the information of previous successes or failures of certain particles can be utilized even more. In a PSO variant called TRIBES ([Cle03]), the whole neighborhood topology
depends heavily on the successes of the particles in updating their attractors. More precisely: The particles are conceptually partitioned into different groups called tribes. Any two particles inside the same tribe are connected, while the interconnections between different tribes are rather loose.

After every $k$ steps, the neighborhood topology is updated according to the following rules. Particles are called good if they updated their local attractor during the previous iteration and tribes are called good if they contain at least a certain percentage of good particles. Since good tribes are already successful, they lose their worst particle, i.e., the particle with the worst local attractor among all particles in the tribe is discarded and its connections to other tribes are redirected to the best particle of its tribe. Since the bad tribes might need some assistance, but the information inside such tribes is not considered very valuable, every bad tribe generates a new particle that is initialized completely independent of its father tribe. All the particles produced this way form a new tribe and each of the new particles is connected to the best particle of its father tribe. The TRIBES algorithm is started with just a single tribe consisting of only one particle.

A further advanced successor of TRIBES can be found in [RHW10], where, amongst other modifications of the original PSO like parameter adaptation and mutation, every subswarm has a leader, which is the particle with the best local attractor. The leaders see each other and are seen by their respective subswarms but they do not see the information of their subswarms, i.e., the neighborhood topology is not symmetric. Every $N$ iterations, the swarm is adapted, i.e., the particles are treated according to their success during the previous two iterations.

If a particle did not update its local attractor during both previous iterations, it is deleted. If the most recent attractor update of a particle was two iterations ago, then with probability $s$, its velocity is reinitialized. Otherwise, its position and velocity are set to the respective values of its subswarm’s leader and a mutation is performed. Here, $s$ is a parameter that decreases over time from 1 to 0. If a particle updated its local attractor during the previous iteration, but did not overcome the best local attractor among all particles inside its subswarm, no changes happen to it. If a particle even found the best position of all particles inside its subswarm, this particle is doubled.

Similar to TRIBES, a subswarm in which at least a share of $s/2$ particles updated their local attractors during the previous two iterations is called good and looses its worst particle. The only exception from this rule is the case when a subswarm consists only of its leader and this particle happens to have
the best local attractor among all leaders. Then, this particle survives. Again similar to the mechanism in TRIBES, subswarms that are not good are called bad and produce a new particles. All the particles born this way form a new subswarm together. Different from TRIBES, there are no direct connections between a generated particles and its father subswarm, only the new leader is connected with all other leaders.

Although they sometimes substantially modify the PSO algorithm, the previously mentioned extensions of PSO all preserve the movement equations. However, there are some variants that completely reinterpret them and therefore alter the core of PSO. Since the coordinate dependent formulation of the movement equations sometimes yields undesirable behavior, e.g., a great amount of movement in some dimensions and almost no movement in others, the authors of [BML14] attempt to improve performance by applying a random rotation in every dimension. In [HNW09], the authors take control over the convergence speed by normalizing the velocity to the length $v$, where $v$ is a parameter that gets doubled or halved if after a certain number of iterations the number of attractor updates is sufficiently high, respectively sufficiently low.

In [Cle03], the movement equations are completely replaced by the so-called pivot method. The particles no longer have a velocity and the new search point is calculated as follows. Let $R$ be the distance between the local and the private guide of a particle. Then, one point $P_p$ inside the ball of radius $R$ around the private guide and one point $P_l$ inside the ball with the same size around the local guide are sampled. The new position is the weighted mean of $P_p$ and $P_l$ with weights depending of the function value at the local and the private guide.

Quantum PSO (QPSO) as introduced in [SFX04] is another variant which substantially modifies the movement equations by transferring the idea of PSO from newton mechanics to quantum mechanics. The resulting movement equations of the QPSO are

$$p^n_t = (c_1 \cdot L^n_t + c_2 \cdot G^n_t)/(c_1 + c_2), \quad (2.9)$$
$$\ell^{n,d}_t = \pm \beta \cdot |X^{n,d}_t - p^{n,d}_t|, \quad (2.10)$$
$$X^{n,d}_{t+1} = p^{n,d}_t + \ell^{n,d}_t \cdot \ln(1/r^{n,d}_t), \quad (2.11)$$

where $c_1$, $c_2$ and $\beta$ are positive parameters and the $r^{n,d}_t$ are uniformly and independently distributed over $[0, 1]$. The sign in Equation (2.10) is also de-
cided uniformly at random every time the equation is applied. In [dSC08], Equation (2.10) was replaced by

$$\ell^n_{d,t} = \pm \beta \cdot |X^n_{d,t} - \text{Mbest}_{d,t}|,$$

where Mbest$_t$ is the mean of all local attractors. This version of QPSO can be seen as a Fully Informed QPSO (see Section 2.3.1).

Additionally to modifying the PSO algorithm itself, there is a great variety of hybrid algorithms, consisting of PSO and some other method, which can as well be another nature-inspired algorithm like an evolutionary algorithm ([GAHG05]), a classical mathematical method like the Quasi-Newton method ([LS05b]) or a special algorithm designed for a specific application like the back-propagation algorithm which is used for training neural networks ([ZZLL07]).

### 2.4 Multi-Objective Particle Swarm Optimization

Many applications are subject to not only one but several objective functions, e.g., in hardware design, cost should be minimized while at the same time reliability should be maximized. In such a situation, there is not one single optimum since improving one objective typically worsens some other objective. Therefore, the task of optimization becomes more complicated. The goal is to provide a set of preferably different and “good” solutions to show the possible trade-offs between the different objectives for an external decision maker. A comprehensive survey about multi-objective PSO can be found at [SC06].

#### 2.4.1 Multi-Objective Black Box Optimization

Formally, a multi-objective black box optimization problem is represented as a function $f = (f_1, \ldots, f_k) : S \subset \mathbb{R}^D \to \mathbb{R}^k$. The image of $S$ under $f$ is called the objective space of the problem. Similar to the single-objective black box optimization problem, the function $f$ can only be evaluated pointwise. Without loss of generality, one can assume that each $f_i$ is to be minimized. Figure 2.7 gives a graphical representation of the described situation.
An important concept for comparing the quality of different values from the objective space is the so-called dominance. For \( y_1, y_2 \in \mathbb{R}^k \), we say that \( y_1 \) weakly dominates \( y_2 \) (\( y_1 \preceq y_2 \)), if \( y_1 = (y_1^1, \ldots, y_1^k) \) is componentwise less or equal to \( y_2 = (y_2^1, \ldots, y_2^k) \). In terms:

\[
y_1 \preceq y_2 :\Leftrightarrow \forall i \in \{1, \ldots, k\} : y_1^i \leq y_2^i.
\]

In this case, \( y_1 \) is at least as good as \( y_2 \) for the purpose of optimization. Having \( y_1 \) better than \( y_2 \) requires additionally, that \( y_1 \) is strictly less than \( y_2 \) in at least one component, in terms:

\[
y_1 < y_2 :\Leftrightarrow \left( \forall i \in \{1, \ldots, k\} : y_1^i \leq y_2^i \land \exists i \in \{1, \ldots, k\} : y_1^i < y_2^i \right)
\]

In that case, we say that \( y_1 \) dominates \( y_2 \). If neither of the points \( y_1 \) and \( y_2 \) weakly dominates the other, i.e., if there are \( i_1, i_2 \in \{1, \ldots, k\} \), such that \( y_1^{i_1} < y_2^{i_1} \) and \( y_1^{i_2} > y_2^{i_2} \), \( y_1 \) and \( y_2 \) are called incomparable. To shorten notation, we say that a search point \( x_1 \) (weakly) dominates or is incomparable with a search point \( x_2 \), if \( f(x_1) \) (weakly) dominates, respectively is incomparable with \( f(x_2) \). A search point \( x^* \in S \) is called Pareto optimal, if there is no \( x \in S \) with \( f(x) < f(x^*) \). The set of all Pareto optimal points is called the Pareto optimal set. The image of the Pareto optimal set is called the Pareto optimal front or for short Pareto front. Figure 2.8 illustrates the concept of Pareto dominance.

Approximating the Pareto optimal set is the main goal of multi-objective optimization. A solution \( A \subset S \), i.e., a set of search points, is generally considered a good approximation of the Pareto optimal set if the points inside \( A \) are close to the true Pareto optimal set and if they are not too close to each other, i.e., if they have a certain spread and diversity. In particular, a typical requirement for \( A \) is to consist only of points that do not dominate each other.
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**Figure 2.8:** Example of a 2-dimensional objective space. The gray area indicates the set of all points in the solution space dominated by $f(x_4)$, i.e., $f(x_4)$ dominates $f(x_5) = f(x_6)$ and $f(x_7)$. $x_1$ and $x_2$ are Pareto optimal, therefore their function values are not dominated by any other point. $f(x_3)$ is also not dominated by any of the other drawn points. From the given point set, the non-dominated points $f(x_1)$, $f(x_2)$ and $f(x_3)$ form the best approximation of the Pareto front.

2.4.2 PSO for Multi-Objective Black Box Optimization

An early approach for solving multi-objective optimization problems using PSO can be found in [PV02b], where the authors rewrite the multi-objective problem as several single-objective problems. This is done by constructing a weighted sum $F$ of the objective functions, in terms:

$$F(x) := \sum_{i=1}^{k} w_i \cdot f_i(x).$$

For every choice of positive $w_i, i = 1, \ldots, k$, the minimum of $F$ is Pareto optimal with respect to $f$. In order to achieve a good approximation of the Pareto optimal set, the PSO algorithm is restarted with different choices of the weights $w_i$.

Most multi-objective PSO (MOPSO) variants are explicitly aware of the underlying multi-objective problem structure. Such variants need additional mechanisms to take care of multiple incomparable function values, in particular the decision about updates of attractors. It is clear that if a new search
point dominates the local attractor of some particle, then the attractor is updated. If on the other hand the local attractor dominates the new search point, its old value is kept. For the case of incomparability between the local attractor and the new search point, different strategies are known in the literature. Some are easy and natural like picking one of the two values randomly ([Coe02]) or deterministically keeping the old local attractor ([HE02a, MT03, BM06]) or updating the attractor to the new search point ([ABEF05, BM06]). Another strategy proposed in [BM06] is to decide with respect to the sum of all objective values.

Other variants of MOPSO allow each particle to have a list of pairwise non-dominated search points as local attractor list instead of just one point. In that case, we need a strategy to select one point of the list in order to apply the movement equations. This decision can be done uniformly at random ([MC99, BM06]). A collection of other, more refined methods is presented and experimentally evaluated in [BM06]. Here, just the basic ideas are repeated.

For instance, one could choose the point from the list that is closest to the global attractor (after applying some strategy to decide which point serves as global attractor). Since a good solution of a multi-objective optimization problem consists of a set of points with a certain diversity, convergence of the swarm towards a single search point is not desired. In order to keep the diversity up, some variant calculates the distances between the points in the local attractor list of particle \( n \) and the positions of the closest other particles. The point that maximizes this distance is chosen as the local attractor. Another similar criterion is to pick the point \( L^n_t \) from the list that maximizes the weighted sum of the objectives, where the weights are proportional to the objective values of the current position. In terms, the weighted sum is formulated as follows.

\[
\sum_{i=1}^{k} \frac{f_i(X^n_t)}{\sum_{j=1}^{k} f_j(X^n_t)} f_i(L^n_t). = w_i
\]

Note that the \( f_i \) are assumed to be positive here. The idea of this method is to choose the point that is the closest to the current position in the objective space (not in the search space) and therefore make the particles maintain a certain diversity. Another strategy works similar to the idea of the FIPS from Section 2.3.1, i.e., the local attractor is replaced by the mean of all points in the local attractor list.
A completely different approach is to discard the local attractor completely and to use only the global attractor ([BM06]).

The selection of the global attractor, respectively the local guide, is crucial for the success of the MOPSO because of its two opposite goals, namely finding points as close as possible to the Pareto optimal set and therefore being able to decrease the movement of the swarm, but at the same time finding a diverse variety of points to reflect a large part of the Pareto optimal set. In most PSO versions, the concept of neighborhood topology is dropped and the possible global attractors, i.e., all points visited by a particle that are not dominated by any other already visited point, are stored and maintained in a global archive.

One exception is the version proposed in [MC99], where the local guide is chosen randomly from the non-dominated subset of the union of all private guides from neighboring particles ([MC99]). Of course, choosing at random from the global archive is also possible. This idea is further refined in [Coe02] by taking the distance of the search points’ function values in the objective space into account. If two members of the set of potential global attractors yield too close objective values, then their probability to be chosen is decreased.

In order to maintain the diversity, it is desirable to choose the point from the archive that is closest to the current position with respect to some distance measure over the objective space. In [MT03], the authors propose a PSO based on such a distance measure, which they call the $\sigma$-method. They define the difference between two search points $x$ and $y$ as the Euclidean distance $\|\sigma(f(x)) - \sigma(f(y))\|_2$ between the respective $\sigma$-values, defined as

$$
\sigma(f_1(x), \ldots, f_k(x)) = \left( \frac{(f_i(x))^2 - (f_j(x))^2}{\sum_{\ell=1}^k (f_\ell(x))^2} \right)_{1 \leq i < j \leq k}.
$$

Another approach relying on distance in the objective space and specifically designed for the case of $k = 2$ objectives can be found in [HE02a]. Here, the authors select the global attractor for particle $n$ by taking only the $m$ particles which have the closest $f_1$-value into account and selecting the one with the best $f_2$-value.

Most of the approaches based on weighted sums or distance in the objective space lead to irregular behavior if the multi-objective optimization problem that is to be solved contains objective functions with very heterogeneous scales. E.g., if $f_1$ is orders of magnitude higher than the other objective functions, then a weighted sum will prefer points with lower $f_1$-value.
and also the $\sigma$-method degenerates to measuring the distance of the respective $f_1$-values. Therefore, in [ABEF05], the authors propose three different strategies for determining a global attractor out of the global archive that are solely based on dominance and therefore not susceptible to differences in the scales of the objective functions. These strategies are

- **ROUNDS**: Among the points of the archive that dominate at least one current positions of the swarm, the one that dominates the smallest number of current positions is determined. Then, this entry of the global archive is randomly assigned as the global attractor to one of the particles it dominates. From the remaining archive members, again the one dominating the smallest number of current positions is selected and randomly assigned and so on. This is repeated until every particle has a global attractor. If there are too few entries in the archive to provide each particle with a global attractor, a new round starts with the remaining particles where the entries have the chance to be assigned to another particle. The idea here is to prefer entries that are in sparse regions of the objective space.

- **RANDOM**: Every particle selects uniformly at random one of the points in the archive that dominates its current position. If there is no such point, e.g., if the current position of the particle is in the archive, the particle selects uniformly at random a point from the complete archive.

- **PROB**: Similar to RANDOM, but the probability for selecting a specific entry $a$ of the archive is proportional to $1/N_a$, where $N_a$ is the number of particles with a current position dominated by $a$.

### 2.5 Particle Swarm Optimization for Discrete Problems

Although the method is originally invented to handle continuous search spaces, i.e., search spaces $S \subset \mathbb{R}^D$, some authors proposed PSO versions designed to handle optimization problems over discrete search spaces. Such problem settings require a fundamental reinterpretation of the movement equation because operations like multiplying the difference between two positions with a random number do not necessarily yield a feasible point in the discrete search space.
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An early discrete PSO version is the binary PSO ([KE97]), designed to handle optimization problems over the search space $S = \{0, 1\}^D$. In the classical PSO, the velocity of a particle represents a move, i.e., the difference between the previous and the updated position, which here only has a discrete range of values. The binary PSO understands the velocity as a probability, without changing the velocity update as defined in Equation (2.5). Instead of applying Equation (2.6) for the position update, each component of the velocity is mapped into the real interval $[0, 1]$ by some transformation $T$ and $X_{n,d}^{t+1}$, the $d$th entry of particle $n$’s updated position, is set to 1 with probability $T(V_{n,d}^{t+1})$. Otherwise, $X_{n,d}^{t+1}$ is set to 0.

A more general approach for a search space of the form $S = \{0, \ldots, M - 1\}^D$ is proposed in [VOK07]. Here, instead of applying Equation (2.6) for calculating the updated position, the authors sample a value from the real interval $[0, M - 1]$ according to a distribution depending on $V_{n,d}^{t+1}$ for every particle $n$ and every dimension $d$. This value is then added to $X_{n,d}^{t}$ and the result is rounded in order to obtain an updated position entry in $\{0, \ldots, M - 1\}$.

Structurally even more different from $\mathbb{R}^D$ than the previously mentioned discrete search spaces is the space of all permutations, which is the search space of, e.g., the Traveling Salesperson Problem (TSP). Not only the operation of “multiplying” a search point, i.e., a permutation, with a real number, but also calculating the difference between two positions, e.g., the current position of a particle and its local or global attractor, require a redefinition.

In [Cle04], a PSO version for solving the TSP and therefore for working over the space of permutations is introduced. The positions of the particles are seen as permutations and the velocities are identified with sequences of transpositions, i.e., sequences of exchanges of two elements. The difference between two positions $x$ and $y$ is a permutation that transforms $x$ into $y$. Since that way the “difference” is not uniquely defined, not even if we additionally demand a shortest sequence of transitions transforming $x$ into $y$, the authors state an algorithm for calculating such a sequence and define the difference as whatever the algorithm outputs. Two such transition lists are “added” by simple concatenation. A velocity is added to a position by applying the velocity-permutation to the position. Multiplying the velocity with some factor $c \in \mathbb{R}$ works as follows. If $c \in [0, 1]$ and $V_t^n$ consists of $|V_t^n|$ transpositions, then $c \cdot V_t^n$ is defined as the first $|c \cdot V_t^n|$ entries of $V_t^n$. If $c$ has the form $k + \tilde{c}$ with $k \in \mathbb{N}$ and $\tilde{c} \in [0, 1]$, then $c \cdot V_t^n$ consists of $k$ concatenated copies of $V_t^n$, followed by $\tilde{c} \cdot V_t^n$. Finally, a velocity is multiplied with $-1$ by inverting the order of the transpositions.
Another, even more refined version of a PSO for permutation problems can be found at [SLL+07]. Although both variants are made for the TSP, they can without further changes be applied to any optimization problem over the permutation space.

There is a broad variety of other discrete PSO variants, most of them specific to a certain problem. For instance, the n-Queens-Problem is the problem to place as many queens as possible on a chess board of size $M \times M$ without any two queens attacking each other, i.e., no two queens can be placed in the same row, the same column or on the same diagonal. This problem has been addressed with a PSO variant in [HES03b]. Another example for a combinatorial optimization problem solved by a discrete PSO variant is the single-machine total weighted tardiness scheduling problem ([AP09]), an optimization problem where the task is, roughly speaking, to schedule jobs with a fixed duration and a fixed deadline to a machine, such that as many of the jobs as possible are finished before their deadlines end.

### 2.6 Theoretical Results about Particle Swarm Optimization

Since PSO has empirically shown great successes in many applications, researchers have tried to understand the behavior of the particle swarm. It turns out that formally analyzing the two innocent looking movement equations from Equation (2.5) and Equation (2.6) is a great challenge because of the stochastic nature of the algorithm and the interactions between the particles. Therefore, formal results known in the literature are typically subject to simplifying assumptions or analyze a restricted version of the PSO algorithm.

In order to simplify the swarm dynamics, one assumption generally made is that the global and local attractors are constant ([OM99, CK02, YII03, Cle06b, PB07]). Under this assumption, we can see from the movement equations (Equations (2.5) and (2.6)), that different dimensions and different particles are stochastically independent, so it is sufficient to just analyze one particle in one dimension. Furthermore, in early analyses the random nature of the PSO algorithm is neglected for further simplification. Instead, it is assumed that all the random variables $r_{t}^{n,d}$ and $s_{t}^{n,d}$ are constant.

In [OM99, YII03], the authors calculate characteristics of the trajectories of such a deterministic PSO with constant attractors. If local and global at-
tractor of a particle are identical, then the trajectory of the particle has the form of a sine wave around the attractor. A generalization of the trajectory analysis where the time is considered continuous rather than discrete as in the classical, iteration based PSO can be found in [CK02]. Analyses on the characteristics of the trajectories for the classical randomized PSO can be found in, e.g., [Cle06b, PB07]. Here, one goal was to provide sufficient conditions on the parameters $\chi, c_1$ and $c_2$ to prove that under the given assumptions a swarm does not explode, i.e., accelerate beyond every bound and move arbitrary far away from its attractors. In particular, the desired behavior of a particle swarm with well chosen parameters is that, given both attractors are located at the same point, the particles converge towards this point. For an overview over the most important results about trajectory analysis, see [vdBE06].

In [KSF06], the authors choose a different approach and calculate sufficient conditions for the randomized PSO to behave asymptotically stable in the sense of Lyapunov stability of passive systems.

Another major field for theoretical investigations of the PSO algorithm is the development of parameter selection guidelines for $\chi, c_1$ and $c_2$ by studying the expectation, the variance and higher moments of the particles’ positions. Again, such examinations are limited to the case of constant attractors. Based on the analysis of the deterministic PSO in [Tre03], the authors of [JLY07b, JLY07a] calculated sufficient conditions for the parameters to avoid explosion, the phenomenon of velocities increasing beyond all bounds. They could prove that if certain restrictions on the parameters hold, the expectation and the variance of each particle’s position converge towards a value depending on the location of the local and the global attractor. Furthermore, if the local and the global attractor are identical, then the expected position converges towards the attractors and its variance converges towards 0. The details of their results will be presented in Section 3.5.

The results from [JLY07b, JLY07a] have been generalized to other PSO variants and higher moments. The generalizations can be found in, e.g., [PBBK07] and [Pol08].

The finite element method ([PLCS07]) is a completely different approach for simplifying the analysis of continuous optimization methods. The finite element method works as follows. First, the continuous search space $S$ is partitioned into finitely many disjoint subspaces $(S_i)_{i=1,...,M}$, e.g., a cube-shaped search space could be partitioned into a grid of subcubes ([PL07]). Then, the algorithm is discretized by only allowing the objective function evaluation from the centers of the $S_i$. In [PL07], this is done for the Bare

---

2.6 Theoretical Results about Particle Swarm Optimization
Bones PSO (see Section 2.3.3), where the updated position of a particle is chosen according to some distribution, depending on the local and the global attractor. In order to apply the finite element method, the originally continuous update distribution is altered in order to guarantee that the next position is again in the center of some subcube $S_i$. The resulting discrete system is easier to analyze. By choosing $M$ large, one hopes for a good approximation of the continuous situation.

There are indeed some completely rigorous results that do not rely on additional assumptions. In [HW08], it is proved without further assumptions that for a box-constrained search space with a high dimension $D$, all the particles of the swarm leave the feasible area with overwhelming probability, i.e., with probability $1 - e^{-\Theta(D)}$. For the binary PSO (see Section 2.5), the authors of [SW08] provide various runtime results, e.g., a general lower bound of $\Omega(D/\log(D))$ for every function with a unique global optimum and a bound of $\Theta(D \cdot \log(D))$ on the function $\text{ONEMAX}$, defined as

$$\text{ONEMAX}((x_1, \ldots, x_D)) = \sum_{d=1}^{D} x_d.$$ 

Furthermore, there are some negative results, for which a quick overview is given here. See Section 3.5 for the full details. Many work in the literature addresses the phenomenon of so-called stagnation, which occurs when

$$X^1_t = L^1_t = \ldots = X^N_t = L^N_t = G_t = z, \quad V^1_t = \ldots = V^N_t = 0,$$

i.e., when all particles and attractors are at the same point $z$ and all velocities are zero. Once in this situation, the swarm stops its movement, no matter how good or bad $f(z)$ really is. Therefore, so the claim, PSO cannot be considered an optimizer ([PE03, Wit09, vdB10]). To resolve this issue, in [Wit09], the GCPSO (see Section 2.3.3) is examined instead, and a runtime result for the GCPSO with only a single particle, optimizing the objective function $\text{SPHERE}$ is provided.

Another, yet more refined negative result is presented in [LW11]. Here, the authors state that even if the swarm is not in the previously mentioned state of stagnation, it might under certain conditions converge towards a non-optimal point in the search space and therefore the hitting time for any sufficiently small neighborhood of the optimum has an infinite expectation. In particular, that happens frequently if the swarm size $N$ is 1. Their argument will be repeated in detail in Section 3.5. As a consequence, they propose the
so-called Noisy PSO, a PSO variant that adds a small random perturbation to the velocity at every step. The authors of [LWII] prove that under some conditions on the parameters $\chi$, $c_1$ and $c_2$, and for the 1-dimensional objective function $\text{Sphere}^+$, defined as

$$\text{Sphere}^+(x) := \begin{cases} x^2, & \text{if } x \geq 0, \\ \infty, & \text{otherwise}, \end{cases}$$

the expected time until the Noisy PSO hits the $\epsilon$-neighborhood of the optimum at 0 is finite.

2.7 Other Nature-Inspired Meta-Heuristics

Additionally to the swarm behavior of bird flocks and fish schools, other phenomena from the nature have been studied in order to build further nature-inspired black box optimization methods. Examples are manifold. Most heuristics try to simulate and utilize the capabilities of certain animals like, e.g., the foraging strategy of honey bees ([LT01]), the capability of fireflies to lure potential mates to their position by producing light flashes ([Yan09]), the echolocation of bats ([Yan10]) and the brood parasitic behavior of cuckoos ([YD09]).

Other heuristics are based on physical phenomena. For instance, the algorithm Simulated Annealing (SA) ([KGV83, SK06, BSMD08]) is based on the behavior of metal slowly cooling down and reaching a stable state of minimal energy. Another meta-heuristic is the so-called Harmony Search, an algorithm based on the improvisation of a music player.

In the following, two of the most popular nature-inspired meta-heuristics, namely EAs and ant algorithms (AAs) are briefly described.

2.7.1 Evolutionary Algorithms

The wide class of evolutionary algorithms is inspired by Darwin’s theory about biological evolution. A population of individuals, each one representing a point in the search space, compete against each other and only the “best” survive and reproduce. Concrete representatives of this scheme can be found in, e.g., [SP97, BS02, MS96].
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The Evolutionary Cycle

In general, an EA works according to the so-called evolutionary cycle, as described in the following and visualized in Figure 2.9. For some fixed parameters $\mu$ (the population size) and $\lambda$ (the offspring size), $\mu$ individuals are randomly initialized over the search space. Then, a mating selection method is applied in order to select $\lambda$ pairs of individuals as parents of the next generation. The selection is done taking into account the objective function value obtained by the respective individuals, i.e., the better an individual’s function value is, the higher are its chances to become a parent. Many concrete selection methods are known. For example, rank-based selection calculates the ranking of the individuals according to their objective function values. Then, $2 \cdot \lambda$ times an individual is selected randomly and with a probability distribution depending on the rank, i.e., the best individual gets the highest probability. Another example is the tournament selection, where $2 \cdot \lambda$ times a subset of two or more individuals is chosen uniformly at random from the population and the best individual of the chosen subset is selected for mating. Note that usually the individuals of an EA have no gender and are not monogamous.

After having the parents selected, the next generation, called the offspring, is created from the parents according to a cross-over operator $S \times S \rightarrow S$. This operator heavily depends on the structure of the search space $S$. The idea is to combine the strengths of two already good parent individuals in order to create an even better individual, having the advantages of both its parents.

In order to maintain a certain diversity inside the population, a mutation operator is applied to the offspring. Typically, the mutation is done randomly and with a small standard deviation, such that the change of the individual is low. The reason for this is that the child is supposed to have as much in common with its parents as possible.

After the mutation, there are $\mu + \lambda$ individuals in the population. Since a constantly growing population is undesirable, a second round of selection is applied, the so-called environmental selection. Basically, similar selection operators as in the parental selection can be used to select $\mu$ out of the $\lambda + \mu$ individuals. If the surviving individuals are chosen only out of the offspring, the EA-variant is called $(\mu, \lambda)$-EA. If on the other hand the individuals of the parent generation also have a chance to survive, then the variant is called $(\mu + \lambda)$-EA.
In order to prevent the population from general worsenings, sometimes an additional mechanism called *elitism* is applied, which means that the one individual with the best objective function value among the population is selected to survive automatically.

If after the environmental selection no termination criterion is reached, the cycle is started again with the parental selection phase.

**Theoretical Results about Evolutionary Algorithms**

An important difference between EAs and PSO is that an EA can still be effective with only a single individual, while, as stated in Section 2.6, PSO with only one particle does not optimize anything. Therefore, researcher started formal investigations on the \((1 + 1)\)-EA, i.e., a simplified variant of the EA with a population consisting of only one individual. Consequently, the \((1 + 1)\)-EA does not contain any cross-over mechanism. Instead, the
offspring to mutate is just a copy of the individual. After mutation, instead of a randomized environmental selection from the original and the mutated individual, the one with the best objective function value survives deterministically. The basic pattern of the \((1 + 1)\)-EA is stated in Algorithm 2.

**Algorithm 2: \((1 + 1)\)-EA**

```
input : Objective function \( f : S \to \mathbb{R} \) to be minimized
output: \( X \in S \)

// Initialization
1 Initialize individual \( X \in S \) randomly;
2 repeat
\( X' := \text{mutate}(X) \);
3 \( f(X') < f(X) \) then
4 \( X := X' \);
5 until Termination criterion holds;
6 return \( X \);
```

For such a simplified EA and certain search space structures and objective functions, rigorous runtime bounds can be proved. In [DjW02], the authors study a \((1 + 1)\)-EA for optimizing functions over the search space \( \{0, 1\}^D \). The mutation operator of their EA flips each entry of the individual \( X \in \{0, 1\}^D \) independently and with probability \( 1/D \). A number of runtime results are proved. The expected time of the \((1 + 1)\)-EA for finding the global optimum, in the following called the expected optimization time, is at most \( D^D \), since mutating any position \( X \) into any other position \( X^* \), in particular with \( X^* \) as the global optimum, has probability at least \( D^{-D} \). The authors provide examples of objective functions for which the expected optimization time is indeed \( \Theta(D^D) \). On linear functions, i.e., functions of the form

\[
f(x) = \sum_{d=1}^{D} w_d \cdot x_d,
\]

the \((1 + 1)\)-EA is proved to have an expected optimization time of \( \Theta(D \cdot \log(D)) \). Furthermore, if the mutation probability is altered by more than a constant factor, also the expected optimization time increases by more than a constant factor. Therefore, the choice of mutation rate is optimal for solving linear objective functions.

The optimization problems over \( \{0, 1\}^D \) are to some extent artificial and far away from real world problems. Therefore, the actual point of the analysis of
an \((1+1)\)-EA is not the resulting runtime bound on its own. Significant are the underlying techniques that can be generalized to analyze EAs in different and more general situations. In [STW04], EAs for sorting are presented. The authors study different objective functions and mutation operators for the respective problem. The resulting runtime bounds for sorting \(n\) elements with an EA range from \(\Theta(n^2 \cdot \log(n))\) to an in \(n\) exponentially increasing lower bound, depending on the exact choice of the objective function measuring the “sortedness” of unsorted sequences and the choice of the mutation operator.

Further examples for combinatorial optimization problems, which can be solved with an EA within certain, formally proved time bounds, are the single source shortest path (SSSP) problem ([STW04]), the maximum matching (MM) problem ([GW03]) and the minimum spanning tree (MST) problem ([NW08]).

In [Jäg03], one can find an attempt to analyze \((1+1)\)-EAs for continuous objective functions \(\mathbb{R}^D \rightarrow \mathbb{R}\). The author presents a version of the \((1+1)\)-EA with an adapted mutation operator, where, roughly speaking, the variance of the mutation is altered depending on the success of the algorithm. For functions that behave like the Euclidean distance to some point \(o \in \mathbb{R}^D\), i.e., for functions \(f\) satisfying

\[
|x - o| < |y - o| \Rightarrow f(x) < f(y),
\]

the author proves that the time for halving the distance between the individual and the global minimum \(o\) is linear in \(D\).

### 2.7.2 Ant Algorithms

Ant algorithms are inspired by the famous double bridge experiment of Goss et al. ([GADP89]). A colony of Argentine ants was set into an artificial environment consisting of their nest and a food source which could be arrived via two different ways with different lengths. The situation is shown in Figure 2.10. In the beginning, the ants randomly decide for one of the two paths since the colony has no information obtained yet. While moving along the path, each ant emits pheromones, marking the path it has chosen. The ants that have decided for the shorter path arrive at the food source first and most likely take the same way back to the nest because until the other group also arrives at the food source, the pheromones are only on the shorter path.
When the ants that decided for the longer path finally arrive at the food source, they sense a higher concentration of pheromones on the shorter path than on the longer path because the shorter path is already traversed and marked twice. As more time passes and the ants go several rounds to the food source and back, the intensity difference between the pheromone values on the two ways further increases and the shorter path becomes more and more attractive. In the end, only very few ants use the longer way while the vast majority prefers the shorter path.
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**Figure 2.10:** The double bridge experiment.

This capability of ants to find the shortest way to the food source has been modeled in order to create an optimization algorithm for the TSP ([DG97]). The resulting ant algorithm works as follows. Every edge \( \{i, j\} \) of the input graph \( G \) is assigned a *pheromone value* \( \tau_{i,j} \), which is initialized with some positive value. The pheromone values represent the memory of the colony. High pheromone values indicate a high probability for the ants to select the respective edge again. Additionally, every edge \( \{i, j\} \) has a certain *visibility* \( \eta_{i,j} \), also called *heuristic information*, a value that determines how attractive an edge is for the ants, without taking pheromones into account. A typical choice is \( \eta_{i,j} = 1/d_{i,j} \), where \( d_{i,j} \) is the length of edge \( \{i, j\} \).

Then, until some termination criterion holds, the following simulation of ants’ behavior is repeated: The colony of \( N \) ants is placed on the nodes of the graph, e.g., all the ants can be placed on the same node or a different node could be selected randomly for every ant. The variable \( \pi_k \) describes the partial tour that ant \( k \) has already traveled. At the beginning of the tour, \( \pi_k \) contains only the starting node of ant \( k \). As long as the tour is not complete,
every ant $k$ selects its next node randomly. If the current node of ant $k$ is node $i$, then it moves to node $j$ with probability $p_{i,j}^{(k)}$, defined as

$$p_{i,j}^{(k)} := \begin{cases} \frac{(\tau_{i,j})^\alpha \cdot (\eta_{i,j})^\beta}{\sum_{s \notin \pi_k} (\tau_{i,s})^\alpha \cdot (\eta_{i,s})^\beta} & \text{if } j \notin \pi_k \\ 0 & \text{otherwise}, \end{cases}$$ (2.12)

where $\alpha$ and $\beta$ are positive constants controlling the influence of $\tau$ and $\eta$. Typical choices are $\alpha = 1$ and $\beta = 2$ ([DG97]). When the ants have com-

**Algorithm 3:** Ant algorithm

```
input : complete graph $G = (V,E)$ with $n$ nodes and edge weights $d_{i,j}$
for $\{i,j\} \in E$ do
  for $k = 1 \rightarrow N$ do
    Initialize $\tau_{i,j}$; // initialize pheromone values
    Calculate $\eta_{i,j}$; // calculate heuristic information
repeat
  for $k = 1 \rightarrow N$ do
    Initialize $\pi_k$; // initialize ants’ tours
    for $\ell = 2 \rightarrow n$ do
      for $k = 1 \rightarrow N$ do
        Set $i := \pi_k(\ell - 1)$;
        Choose $j \in V$ with probability $p_{i,j}^{(k)}$ as defined in Equation (2.12);
        Set $\pi_k(\ell) := j$;
    Update $\tau$ according to Equation (2.13);
until Termination criterion holds;
return Best $\pi_k$;
```

completed their tour, the pheromone values are updates via the equation

$$\tau_{i,j} := \rho \cdot \tau_{i,j} + \Delta \tau_{i,j},$$ (2.13)

where $\rho \in (0, 1)$ is the pheromone decay parameter, describing how much of the pheromone vanishes during one tour of the ants. The value $\Delta \tau_{i,j}$ de-
scribes, by how much the pheromone value of edge \{i, j\} is increased by ants moving over it. One example for a concrete choice of \(\Delta \tau_{i,j}\) is ([DG97])

\[
\Delta \tau_{i,j} = \sum_{k=1}^{N} \Delta \tau_{i,j}^{(k)}
\]

with

\[
\Delta \tau_{i,j}^{(k)} = \begin{cases} 
1/L^{(k)} & \text{if edge } \{i, j\} \text{ is traversed by ant } k, \\
0 & \text{otherwise,}
\end{cases}
\]

where \(L^{(k)}\) is the length of ant \(k\)'s tour. When the termination criterion holds, the algorithm is stopped and the best tour visited by any ant is returned.

An algorithmic overview over the ant algorithm can be found in Algorithm 3. For an overview over variants of the ant algorithm for binary problems, including some theoretical runtime results, see [NSW09].
3. PSO as a Stochastic Process

The main goal of this chapter is to provide a reformulation of the classical particle swarm optimization (PSO) algorithm under a mathematical point of view by describing it as a real-valued stochastic process. Additionally, we discuss previous results in the light of this new model and formally introduce drift theory as a mathematical tool for obtaining runtime results.

In the first section, we briefly recall some mathematical basics of probability theory, with strong emphasize on the situation of the standard continuous black box optimization problem and differences to the discrete, combinatorial situation.

In the second section, we recall a strong negative result in the area of combinatorial optimization, namely the No Free Lunch (NFL) Theorem. The statement of the NFL Theorem is, roughly speaking, that on average over all possible combinatorial optimization problems, any two algorithms have the same performance. In particular, that means that without at least some knowledge about the objective function inside the black box, no method is better than just randomly guessing search points. However, it turns out that this result does not hold in the continuous setting.

In the third section, we introduce drift theory, an important tool for obtaining runtime results about evolutionary algorithms solving combinatorial optimization problems, which we adapt to the specific situation of PSO. Roughly speaking, if some process is on expectation decreasing by a certain amount, drift theory allows for bounds on the expected time until the process hits, e.g., the value 0. Since most drift theorems from the literature more or less implicitly rely on the combinatorial structure of the search space, we prove a new drift theorem, which is explicitly designed to handle the continuous case.

Finally, we provide the model of the PSO algorithm in terms of the introduced mathematical concepts. In the light of this new formulation follows a discussion of some of the theoretical results already mentioned in Section 2.6 of Chapter 2. In particular, we revisit the negative results saying that the
expected time for optimization via PSO is infinite, and we point out why they are not in contradiction with the positive results of this thesis.

3.1 Basics of Probability Theory

In this section, we briefly recall some essential basics of probability theory, we highlight some subtleties and we point out the crucial differences between the discrete and the continuous situation. The concepts and terms introduced here can be found, e.g., in [Kle06] or [Bau96], usually in a much more general way than stated here.

3.1.1 Probability Space, Random Variables, Stochastic Processes and Conditional Expectation

Typically, a random experiment has some set \( \Omega \) of possible outcomes, the so-called *sample space*. The cardinality and the type of the elements of \( \Omega \) are not restricted. For instance, \( \Omega = \{\text{head}, \text{tail}\} \), \( \Omega = \{1, 2, 3, 4, 5, 6\} \), \( \Omega = \mathbb{N} \) and \( \Omega = [0, 1] \), where \([a, b]\) denotes the real interval from \(a\) to \(b\), are possible. If \( \Omega \) is at most countable, it is said to be *discrete*. If \( \Omega \) is uncountable, it is called *continuous*.

If \( \Omega \) is discrete, the “probability” is usually defined by assigning a probability value to every single outcome. However, in a typical continuous situation, every single element of \( \Omega \) has probability 0. So, instead of defining probability as a function \( \Omega \to [0, 1] \), the probability is defined as a function that assigns a value to sets of outcomes, so-called *events*, rather than to the outcomes itself. The set \( \mathcal{A} \subset \mathcal{P}(\Omega) \), where \( \mathcal{P}(\Omega) \) denotes the power set of \( \Omega \), defines which subsets of \( \Omega \) are considered events. If \( \Omega \) is discrete, usually the choice \( \mathcal{A} := \mathcal{P}(\Omega) \) is made. However, as we will see in Section 3.1.2, in continuous situations this is in general not possible, i.e., there are subsets \( \mathcal{A} \subset \Omega \) that do not have a well-defined probability.

The set \( \mathcal{A} \) includes \( \Omega \) and \( \emptyset \), i.e., the case that none of the outcomes actually occurs and the case that any of the outcomes occurs are both events. Additionally, for an event \( \mathcal{A} \in \mathcal{A} \), the case that \( \mathcal{A} \) does not happen, that means the set \( \Omega \setminus \mathcal{A} \), is also an event and therefore included in \( \mathcal{A} \). Finally, for
any countable number of events \( A_i \in \mathcal{A} \), the case that at least one of the \( A_i \) happens, i. e., the set \( \bigcup_i A_i \), is also considered an event. With the mentioned properties, \( \mathcal{A} \) is called a sigma-field or sigma-algebra.

The function \( P : \mathcal{A} \to [0, 1] \) is called probability measure or for short probability, if it assigns 1 to \( \Omega \), i. e., the event that any of the outcome occurs has probability 1, and if additionally \( P \) is countably additive, i. e., if for every countable and mutual disjoint set of events \( A_i \), the union of all the \( A_i \) has probability \( P(\bigcup_{i=1}^\infty A_i) = \sum_{i=1}^\infty P(A_i) \). Altogether, we have motivated the following definition of a probability space, consisting of the ground set \( \Omega \), the sigma-field \( \mathcal{A} \subset \mathcal{P}(\Omega) \) over \( \Omega \) and the probability measure \( P : \mathcal{A} \to [0, 1] \).

**Definition 3.1 (Probability Space).** A probability space is a triple \((\Omega, \mathcal{A}, P)\), where

- \( \Omega \), the sample space, is an arbitrary, non-empty set,
- \( \mathcal{A} \subset \mathcal{P}(\Omega) \), the set of events, is a sigma-field over \( \Omega \), i. e.,
  - \( \emptyset \in \mathcal{A} \),
  - \( A \in \mathcal{A} \Rightarrow \Omega \setminus A \in \mathcal{A} \),
  - \( A_1, A_2, \ldots \in \mathcal{A} \Rightarrow \bigcup_{i=1}^\infty A_i \in \mathcal{A} \),
- \( P \), the probability measure, is a function \( \mathcal{A} \to [0, 1] \), such that
  - \( P(\Omega) = 1 \),
  - \( P \) is sigma additive, i. e., for every sequence \( A_1, A_2, \ldots \in \mathcal{A} \) of mutually disjoint events, \( P(\bigcup_{i=1}^\infty A_i) = \sum_{i=1}^\infty P(A_i) \).

The elements of \( \mathcal{A} \) are called measurable with respect to \( \mathcal{A} \), \( \mathcal{A} \)-measurable or \( P \)-measurable. If \( P \) only satisfies the weaker condition “\( P(A) \geq 0 \) for every \( A \in \mathcal{A} \)” instead of “\( P(A) \in [0, 1] \) for every \( A \in \mathcal{A} \) and \( P(\Omega) = 1 \)” then \( P \) is called a measure and \((\Omega, \mathcal{A}, P)\) a measure space. If \( P(A) = 1 \) for some event \( A \), we say that \( A \) holds almost surely. If \( P(A) = 0 \), then \( A \) is called a null set with respect to \( P \) or a \( P \)-null set.

A very important example for a sigma-field over \( \mathbb{R}^D \) is the so-called Borel algebra \( \mathcal{B}(\mathbb{R}^D) \), which is defined as the smallest sigma-field containing every open subset \( O \subset \mathbb{R}^D \), i. e., \( \mathcal{B}(\mathbb{R}^D) \) is the intersection of all sigma-fields containing every open subset \( O \in \mathbb{R} \). Similarly, \( \mathcal{B}(\times_{d=1}^D [a_d, b_d]) \) with \( a_d, b_d \in \mathbb{R} \) and \( a_d < b_d \) for every \( d = 1, \ldots, D \) denotes the smallest sigma-field containing every open subset of the hyperrectangle \( \times_{d=1}^D [a_d, b_d] \). More precisely:

\[
\mathcal{B}\left(\times_{d=1}^D [a_d, b_d]\right) = \left\{ B \cap \times_{d=1}^D [a_d, b_d] \mid B \in \mathcal{B}(\mathbb{R}^D) \right\}.
\]
3. **PSO as a Stochastic Process**

To complete the measure space over \( \mathbb{R}^D \), the Lebesgue measure \( \mathcal{L}^D \) is defined to serve as the uniform measure, i.e., it is defined as the unique measure over \( \mathbb{R}^D \) that satisfies

\[
\mathcal{L}^D \left( \prod_{d=1}^{D} [a_d, b_d] \right) = \prod_{d=1}^{D} (b_d - a_d)
\]

for every \( a_1, \ldots, a_D, b_1, \ldots, b_D \in \mathbb{R} \) with \( a_d \leq b_d \) for every \( d = 1, \ldots, D \), i.e., that assigns to every hyperrectangle the product of its lengths multiplied over all dimensions. The proof of existence and uniqueness of \( \mathcal{L}^D \) can be found in, e.g., [Kle06] or [Bau96]. Note that \( \mathcal{L}^1 \) restricted to \([0,1]\) is the uniform probability distribution over \([0,1]\) and, more general, \(1/(b-a) \cdot \mathcal{L}^1\) restricted to \([a,b]\) is the uniform probability distribution over \([a,b]\).

The probability space \((\{0,1\}^D,\mathcal{B}(\{0,1\}^D),\mathcal{L}^D)\) is suitable to model a random experiment in which \(D\) values are uniformly and independently chosen from the interval \([0,1]\), i.e., the well-known function “rand()” is called \(D\) times. However, in the classical PSO, it is not a priori clear how often the function “rand()” is called. Therefore, it is necessary to construct a probability space over \(\Omega = [0,1]^\infty\), the space of all sequences \((\omega_i)_{i \in \mathbb{N}}\) with \(\omega_i \in [0,1]\) for every \(t \in \mathbb{N}\), which allows drawing an infinite number of values, chosen uniformly and independently from the interval \([0,1]\). The appropriate sigma-field is the product sigma-field of infinitely many instances of the sigma-field \(\mathcal{B}([0,1])\). Formally, a product sigma-field of sigma-fields \(\mathcal{A}_i\) with \(i \in I\), where \(I\) is some set of indices, is defined as follows.

**Definition 3.2.** Let \(I = (i_1, i_2, \ldots)\) be a set of indices and let be \(\Omega_i = [a_i, b_i]\) with \(a_i < b_i\) and \(\mathcal{A}_i = \mathcal{B}(\Omega_i)\) for every \(i \in I\). The product sigma-field of the \(\mathcal{A}_i\)

\[
\bigotimes_{i \in I} \mathcal{A}_i
\]

is defined as the smallest sigma-field containing

\[
\{ \Omega_{i_1} \times \ldots \times \Omega_{i_{k-1}} \times B \times \Omega_{i_{k+1}} \times \ldots \mid k \leq |I|, B \in \mathcal{A}_{i_k} \}.
\]

Note that as a property of the Borel algebra, we have for finite \(I\)

\[
\bigotimes_{i \in I} \mathcal{B}([a_i, b_i]) = \mathcal{B} \left( \prod_{i \in I} [a_i, b_i] \right).
\]
To complete the construction of the probability space for calling “rand()” infinitely often, we need to define a probability measure

\[ \mathcal{L}^\infty : \bigotimes_{i \in \mathbb{N}_0} \mathcal{B}([0, 1]) \to [0, 1]. \]

In order to construct \( \mathcal{L}^\infty \), we use a corollary to the Theorem of Ionescu-Tulcea, which states that such a probability measure exists and is uniquely defined.

**Theorem 3.1 (Corollary to the Theorem of Ionescu-Tulcea, [Kle06]).** For every \( i \in \mathbb{N} \), let \( (\Omega_i, \mathcal{A}_i, P_i) \) be a probability space. Then, there is a uniquely determined probability measure \( P \) on

\[ \left( \bigotimes_{i=0}^{\infty} \Omega_i, \bigotimes_{i=0}^{\infty} \mathcal{A}_i \right), \]

such that

\[ P\left(A_0 \times \ldots \times A_n \times \bigotimes_{i=n+1}^{\infty} \Omega_i\right) = \prod_{i=0}^{n} P_i(A_i) \]

for every \( n \in \mathbb{N} \) and every \( A_i \in \mathcal{A}_i \) for \( i = 0, \ldots, n \).

In the following definition, we summarize the resulting probability space, which we will use as the underlying probability space of the particle swarm.

**Definition 3.3 (PSO probability space).** The probability space \( R = (\Omega, \mathcal{A}, P) \) is defined via

- \( \Omega := [0, 1]^{\infty} \),
- \( \mathcal{A} := \bigotimes_{\mathbb{N}} \mathcal{B}([0, 1]) \),
- \( P := \mathcal{L}^\infty \),

where \( [0, 1]^{\infty} = \{ (\omega_0, \omega_1, \ldots) \mid \omega_i \in [0, 1] \text{ for every } i \in \mathbb{N} \} \) is the space of all sequences with values in \([0, 1]\), \( \bigotimes_{\mathbb{N}} \mathcal{B}([0, 1]) \) is the product sigma-field of countably many instances of \( \mathcal{B}([0, 1]) \) and \( \mathcal{L}^\infty \) is obtained from Theorem 3.1 by setting \( (\Omega_i, \mathcal{A}_i, P_i) = ([0, 1], \mathcal{B}([0, 1]), \mathcal{L}^1) \).

In most cases, not the outcomes of a random experiment itself are interesting, but some random observations which depend on the outcome. In order to formally describe such random observations, we define the concept of random variables.
3. **PSO as a Stochastic Process**

**Definition 3.4 (Random Variable).** Let $(\Omega, \mathcal{A}, P)$ be a probability space. A function $X : \Omega \to \mathbb{R}^D$ is called a random variable, if $X^{-1}(B) \in \mathcal{A}$ for every $B \in \mathcal{B}(\mathbb{R}^D)$. In that case, we also say that $X$ is measurable with respect to $\mathcal{A}$, $\mathcal{A}$-measurable or $P$-measurable. If $X$ is a random variable, then $(\mathbb{R}^D, \mathcal{B}(\mathbb{R}^D), P \circ X^{-1})$ is a probability space and $P \circ X^{-1}$ is called the distribution of $X$. Additionally, $\sigma(X) := X^{-1}(\mathcal{B}(\mathbb{R}^D))$ is called the sigma-field generated by $X$.

**Example 3.1 (Indicator Variable).** The indicator variable of an event $A \in \mathcal{A}$ is defined as

$$1_A(\omega) := \begin{cases} 1, & \text{if } \omega \in A, \\ 0, & \text{otherwise}. \end{cases}$$

This is a random variable, because the preimage of a set $B \in \mathcal{B}(\mathbb{R}^D)$ under $1_A$ is

$$1_A^{-1}(B) = \begin{cases} \emptyset, & \text{if } 0, 1 \notin B, \\ A, & \text{if } 0 \notin B, 1 \in B, \\ \Omega \setminus A, & \text{if } 0 \in B, 1 \notin B, \\ \Omega, & \text{if } 0, 1 \in B. \end{cases}$$

The sets $\emptyset$ and $\Omega$ are included in $\mathcal{A}$ by definition and since $A \in \mathcal{A}$, $\mathcal{A}$ also contains the complement $\Omega \setminus A$.

In order to simplify notation, we let $X \in B$ denote the event $X^{-1}(B) = \{ \omega \in \Omega \mid X(\omega) \in B \}$ for a random variable $X$ and a $B \in \mathcal{B}(\mathbb{R}^D)$. Events like $X < a$ and $X > b$ are defined analogously.

Instead of describing only a single random experiment, many randomized systems evolve over time and perform some random state transition at every time step $t$. In order to describe systems with such a time-dependent behavior, we use a sequence of random variables. That leads to the following definition of a stochastic process.

**Definition 3.5 (Stochastic Process, Filtration).** A sequence of random variables $X = (X_0, X_1, \ldots)$ is called a stochastic process. A sequence of sigma-fields $\mathbb{F} = (\mathcal{F}_0, \mathcal{F}_1, \ldots)$ is called a filtration, if $\mathcal{F}_t \subset \mathcal{F}_{t+1}$ for every $t \in \mathbb{N}_0$. If $X_t$ is measurable with respect to $\mathcal{F}_t$, i.e., if for every $t \in \mathbb{N}_0$ and every $B \in \mathcal{B}(\mathbb{R}^D)$ we have that $X_t^{-1}(B) \in \mathcal{F}_t$, then $X$ is called adapted to $\mathbb{F}$.

Intuitively, we can think of $\mathcal{F}_t$ as the mathematical object that carries the information about the stochastic process that is determined at time $t$ and...
characterize events measurable with respect to $\mathcal{F}_t$ as the events from which we know at time $t$ if they happen or not. The following example illustrates the use of knowledge about the past.

**Example 3.2.** Consider the probability space $\mathbb{R}$ from Definition 3.3. For $\omega = (\omega_0, \omega_1, \ldots) \in [0, 1]^\infty$ and let the stochastic process $X = (X_0, X_1, \ldots)$ be defined as

$$X_t(\omega) := \sum_{t' = 1}^{t} \omega_{t'}, \text{ for every } t \in \mathbb{N}_0.$$ 

The sigma-field $\mathcal{F}_t$ generated by $X_t$ is the union of all sets of the form $B \times [0, 1]^\infty$ where $B \in \mathcal{B}([0, 1]^t)$ and $X$ is adapted to the sequence of sigma-fields $\mathcal{F} = (\mathcal{F}_t)_{t \in \mathbb{N}}$. That means an element of $\mathcal{F}_t$ contains information about the first $t$ entries of $\omega$, namely that $(\omega_0, \ldots, \omega_t) \in B$, but for $t' > t$, it only says $\omega_{t'} \in [0, 1]$.

In the following, we use information about the past to make predictions about the future of a stochastic process, i.e., we want to take the perspective of some time $t$ and make predictions (in terms of, e.g., the expectation value) about the stochastic process at time $s$, where $s > t$, by taking the information at time $t$ into account. For formally stating such predictions, we define the concepts of conditional probability and conditional expectation.

The standard definitions of the conditional probability for some event $A$, given some other event $B$ as

$$P(A \mid B) := \frac{P(A \cap B)}{P(B)} \quad (3.1)$$

and the conditional expectation of some random variable $X$ given $B$ as

$$E[X \mid B] := \frac{E[X \cdot 1_B]}{P(B)} \quad (3.2)$$

work fine for discrete situations, but for handling random variables over a continuous search space, it is necessary to generalize these concepts. The following example illustrates this.

Consider the stochastic process $X = (X_0, X_1, \ldots)$ from Example 3.2, where $X_0$ is uniformly distributed over $[0, 1]$ and knowing the value $x_0$ of $X_0$, $X_1$ is uniformly distributed over $[x_0, x_0 + 1]$. Intuitively, the expectation of $X_1$, knowing that $X_0 = x_0$, should be $x_0 + 1/2$, but the discrete definition of conditional expectation (Equation (3.2)) cannot be applied because for every $x_0$, the “$B_i$,” i.e., the event $X_0 = x_0$, has probability 0. The solution of
the stated issue is to define the conditional expectation itself as a random variable. In the present example, we would write $E[X_1 \mid \mathcal{F}_0] = X_0 + 1/2$, a random variable measurable with respect to $\mathcal{F}_0$. Formally, the definition of the conditional expectation is generalized in the following way.

**Definition 3.6 (Conditional Expectation).** For a probability space $(\Omega, \mathcal{A}, P)$, let $\mathcal{F} \subset \mathcal{A}$ be a sigma-field and $X$ a random variable. Then $E[X \mid \mathcal{F}]$ denotes a random variable that fulfills the following two conditions.

- $E[X \mid \mathcal{F}]$ is measurable with respect to $\mathcal{F}$,
- $E[X \mathbb{1}_A] = E[E[X \mid \mathcal{F}] \mathbb{1}_A]$ for every $A \in \mathcal{F}$.

The random variable $E[X \mid \mathcal{F}]$ is called the conditional expectation of $X$ given $\mathcal{F}$. Additionally, for an event $B \in \mathcal{A}$, the conditional probability of $B$ given $\mathcal{F}$ is defined as

$$P(B \mid \mathcal{F}) := E[\mathbb{1}_B \mid \mathcal{F}].$$

We can easily verify that in the previous example, indeed $E[X_1 \mid \mathcal{F}_0] = X_0 + 1/2$ holds.

**Example 3.3.** Consider the stochastic process $X$ and the filtration $\mathbb{F}$ as defined in Example 3.2. The candidate for the conditioned expectation $E[X_1 \mid \mathcal{F}_0]$ of $X_1$ given $\mathcal{F}_0$ is $Y := X_0 + 1/2 = \omega_0 + 1/2$. Since $Y$ depends only on $\omega_0$, it is measurable with respect to $\mathcal{F}_0$. For every $A \in \mathcal{F}_0$, i.e., every $A \subset [0,1]^{\infty}$ of the form $B \times [0,1]^{\infty}$ with $B \in B([0,1])$, we have

$$E[X_1 \mathbb{1}_A] - E[Y \mathbb{1}_A] = E[(X_1 - Y) \mathbb{1}_A] = \int_A X_1(\omega) - Y(\omega) \, dP(\omega) = \int_{B \times [0,1]^{\infty}} X_1(\omega) - Y(\omega) \, dP(\omega) = \int_{B \times [0,1]} (\omega_0 + \omega_1) - (\omega_0 + 1/2) \, d(\omega_0, \omega_1) = \int_{B \times [0,1]} \omega_1 - 1/2 \, d(\omega_0, \omega_1) = P(B) \cdot \int_{[0,1]} \omega_1 - 1/2 \, d(\omega_1) = 0.$$

That means that for every $A \subset [0,1]^{\infty}$, $E[X_1 \mathbb{1}_A] = E[Y \mathbb{1}_A]$, which verifies the second condition of Definition 3.6, so $Y = E[X_1 \mid \mathcal{F}_1]$ actually holds.
As it is proved in, e. g., [Kle06] and [Bau96], the conditional expectation exists and is uniquely determined up to null sets, i.e., the probability that two random variables which both fulfill the conditions of Definition 3.6 differ is 0. We will use the conditional expectation to formally model the drift of a stochastic process, i.e., we formalize a statement like “on expectation, the process $X$ decreases by at least $\varepsilon$ in every time step” as

$$\forall t \in \mathbb{N}_0 : E[X_{t+1} \mid \mathcal{F}_t] \leq X_t - \varepsilon.$$ 

Sometimes, the notation is slightly abused to state that a certain property of $E[X_{t+1} \mid \mathcal{F}_t]$ only holds under some condition. In general, for a sigma-field $\mathcal{F} \subset \mathcal{A}$, an $\mathcal{A}$-measurable random variable $X$, an $\mathcal{F}$-measurable random variables $Y$ and an event $C \in \mathcal{F}$, we write

$$E[X \mid \mathcal{F}, C] \leq Y \iff 1_C \cdot E[X \mid \mathcal{F}] \leq 1_C \cdot Y.$$ 

This can be read as “if $C$ occurs, then $E[X \mid \mathcal{F}] \leq Y$.” Note that $C \in \mathcal{F}$ means that the information provided by $\mathcal{F}$ is already sufficient to determine if $C$ occurs, i.e., if the actual outcome $\omega \in \Omega$ is included in $C$. E.g., the statement “on expectation, the process $X$ decreases by at least $\varepsilon$ in every time step as long as $X$ is positive” can be expressed as

$$\forall t \in \mathbb{N} : E[X_{t+1} \mid \mathcal{F}_t, X_t > 0] \leq X_t - \varepsilon.$$ 

An important structural property of stochastic processes is the so-called Markov property, which describes a process without a memory of its past. A stochastic process has the Markov property, if predictions about its future, taking information about its past and its present state into account are the equal to the predictions using only the information about the current state. The following definition provides a formal description of this property.

**Definition 3.7 (Markov Property).** A stochastic process $(X_t)_{t \in \mathbb{N}_0}$ has the Markov property, if

$$P(X_t \in \Lambda \mid \mathcal{F}_s) = P(X_t \in \Lambda \mid \sigma(X_s))$$

for every $\Lambda \in \mathbb{R}^D$ and every $s, t \in \mathbb{N}_0$ with $s \leq t$. Here, $\sigma(X_s)$ is the sigma-field generated by $X_s$ as defined in Definition 3.4.
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### 3.1.2 Measurability

The existence of non-measurable functions has important implications for analyzing any randomized, continuous optimization method. For any meaningful statement about an optimization scenario, $\mathcal{B}(\mathbb{R}^D)$-measurability of the objective function is a minimum requirement. To illustrate this, we construct an example for a non-measurable function, namely the indicator function $\mathbb{1}_V$ of a set $V \subset [0,1]$ that is itself not measurable with respect to $\mathcal{B}(\mathbb{R})$, i.e., $V \not\in \mathcal{B}(\mathbb{R})$. Since sets that are defined constructively are usually $\mathcal{B}(\mathbb{R})$-measurable, e.g., any countable union of intervals is $\mathcal{B}(\mathbb{R})$-measurable, the construction of $V$ is more complex. Consider the equivalence relation $R$ on $[0,1] \times [0,1]$, defined via

$$r \approx_R s :\Leftrightarrow r - s \in \mathbb{Q},$$

i.e., two real numbers $r, s \in [0,1]$ are considered equivalent, if their difference is rational. Then, the equivalence class of some $r \in [0,1]$ is

$$[r] = (r + \mathbb{Q}) \cap [0,1] := \{r + q \mid q \in \mathbb{Q} \} \cap [0,1].$$

Since $\mathbb{Q}$ is countable, every equivalence class contains a countable number of elements and since the interval $[0,1]$ is uncountable, there are uncountably many equivalence classes. The set $V$ is defined as any set that contains exactly one representative of every equivalence class. In the literature (e.g., [Kle06]), $V$ is called *Vitali Set*. Since every real number $r \in [0,1]$ is equivalent to some element $v \in V$ and since $-1 \leq r - v \leq 1$, it follows that

$$[0,1] \subset V + \mathbb{Q} \cap [-1,1] := \{v + q \mid v \in V, q \in \mathbb{Q} \cap [-1,1]\}.$$

Additionally, since $V \subset [0,1]$, we have that

$$V + \mathbb{Q} \cap [-1,1] \in [-1,2].$$

Defining

$$V_q := V + q = \{v + q \mid v \in V\}$$

for some $q \in \mathbb{Q} \cap [-1,1]$ as the set $V$, shifted by $q$, we can rewrite $V + \mathbb{Q} \cap [-1,1]$ as

$$V + \mathbb{Q} \cap [-1,1] = \bigcup_{q \in \mathbb{Q} \cap [-1,1]} V_q.$$
Altogether, it follows that
\[
[0, 1] \subset \bigcup_{q \in Q \cap [-1,1]} V_q \subset [-1, 2], \tag{3.3}
\]
\(i. e., the countable union of all the \(V_q\) covers \([0, 1]\) and is contained in \([-1, 2]\). Furthermore, it is easy to see that the \(V_q\) are disjoint. Assume, for contradiction, that \(v \in V_{q_1} \cap V_{q_2}\) for some \(q_1 \neq q_2\). Then, we would have \(V \ni v - q_1 \neq v - q_2 \in V\), which contradicts the definition of \(V\) since \(v - q_1 \approx_R v - q_2\).

Keeping these properties in mind, the hypothetical optimization problem is defined as follows:

Maximize \(f(x) = \mathbb{1}_{V}(x)\) over the search space \(S = [-1, 2]\).

A search heuristic that maximizes \(f\) is successful as soon as it finds a point \(v \in V\). Assuming that the first step consists of uniformly sampling a point of the search space, the success probability would be the probability of \(V\) under uniform distribution. Let \(P\) be the respective probability measure, defined as \(P(A) := 1/3 \cdot \mathcal{L}(A \cap [-1, 2])\). Then, from (3.3), it follows that

\[
\frac{1}{3} = P([0, 1]) \leq P\left( \bigcup_{q \in Q \cap [0,1]} V_q \right) \leq 1.
\]

Furthermore, the sigma-additivity of probability measures and the translation invariance of the uniform distribution imply

\[
P\left( \bigcup_{q \in Q \cap [0,1]} V_q \right) = \sum_{q \in Q \cap [0,1]} P(V_q) = \sum_{q \in Q \cap [0,1]} P(V).
\]

This results in

\[
\frac{1}{3} \leq \sum_{q \in Q \cap [0,1]} P(V) \leq 1,
\]
a contradiction because either \(P(V) = 0\), then \(\sum_{q \in Q \cap [0,1]} P(V) = 0 < 1/3\) or \(P(V) > 0\), then \(\sum_{q \in Q \cap [0,1]} P(V) = \infty > 1\). This illustrates that there is no meaningful way to define the probability of the constructed set \(V\) under uniform distribution and therefore the success probability for optimizing \(f\) is undefined from the first step on. Similar investigations show that all other interesting characteristics like the expected optimization time are undefined.
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as well. So, measurability of the objective function is a minimum requirement for making any valid statements about the quality of some randomized optimization method. Although the non-measurable example function looks very artificial, in the following section we will point out that measurable functions have some structural properties that have significant consequences for the continuous black box optimization problem.

### 3.2 (No) Free Lunch and Lebesgue’s Differentiation Theorem

A fundamental result in the area of combinatorial black box optimization is the so-called No Free Lunch Theorem ([WM97]). Basically, it states that in presence of a finite search space, no deterministic or randomized search method is superior to any other with respect to the number of objective function evaluations. Therefore, in absence of problem specific knowledge, there is no algorithm that works better than, e. g., randomly sampling points of the search space. The formal statement and the proof can be found in ([WM97]). The key idea of the proof is to assume that the objective function \( f \) is chosen randomly from the space of “all” possible objective functions, before the optimization algorithm is applied. Then, for any permutation \( \pi \) of the search space, \( f \circ \pi \) is also a valid objective function. Therefore, with the \( k \) pairs of search points and their function values \( (x_1, f(x_1)), \ldots, (x_k, f(x_k)) \), the distribution of the function value \( f(x) \), given \( (x_1, f(x_1)), \ldots, (x_k, f(x_k)) \), with some search point \( x \) not already sampled, does not depend on the particular choice of \( x \). In other words: For every subset \( A \) of the image of \( f \) and every \( x, \tilde{x} \) with \( x \neq \tilde{x} \) and \( x, \tilde{x} \not\in \{x_1, \ldots, x_k\} \), we have \( P(f(x) \in A) = P(f(\tilde{x}) \in A) \). Therefore, the information about the values of \( f \) at the search points \( x_1, \ldots, x_k \) does not imply any preference on the remaining search points.

It is remarkable that in the continuous case, i. e., when the search space is uncountable, the situation is completely different ([AT10]). That is because the set of \( B^D \)-measurable functions has a structural property that is known as Lebesgue’s Differentiation Theorem.

**Theorem 3.2** (Lebesgue’s Differentiation Theorem). For \( z \in \mathbb{R}^D \) and \( r > 0 \), \( B_r(z) \) denotes the ball with center \( z \) and radius \( r \). Let \( f \) be a \( B^D \)-measurable
function, such that \( \int_{\mathbb{R}^D} f(x) \, dx \) exists. Then for almost every \( x \in \mathbb{R}^D \), the limit

\[
\lim_{r \to 0} \frac{1}{|B_r(z)|} \int_{B_r(z)} |f(x) - f(z)| \, dx
\]

exists and is equal to 0.

As a stochastic interpretation, we can think about the random experiment that uniformly samples points with a distance of at most \( r \) from some fixed point \( z \). Then the theorem says that for almost every point \( z \), as \( r \) is decreased towards 0, the value obtained will approach \( f(z) \) almost surely. This means that \( f \) behaves very similar to a continuous function. As pointed out in [AT/one.lnum/zero.lnum], this is already enough structural information to prove that the No Free Lunch Theorem cannot be generalized to the continuous case. Therefore, there is indeed hope to find optimization methods that are superior to the blind search method of randomly sampling search points.

### 3.3 Drift Theory

Drift Theory has proved its value as an important tool for analyzing evolutionary algorithms for combinatorial optimization problems. Examples for successful application are, among others, the optimization time of a \((1+1)\)-EA for optimizing linear functions over \( \{0, 1\}^D \) ([HY04, Jäg08, DJW12]), calculating minimum spanning trees ([NW07, DGI0]), solving the single source shortest path problem ([BBD+09, DJ10, DGI0]) and finding a Eulerian cycle ([DGI0]). Originally, He and Yao ([HY01]) introduced drift theory to the field of evolutionary algorithms by using mathematical results of Hajek ([Haj82]). The goal of drift analysis is to provide sufficient conditions to bound the time \( \tau := \inf\{t \geq 0 \mid X_t \leq 0\} \) until some stochastic process \( X \) reaches 0. This is straightforward if the process is non-increasing and has a bounded minimum decrease, but if the process decreases only on expectation, while it might with some positive probability increase as well, things get more complicated.
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3.3.1 Classical Drift Theory

Consider a stochastic process \( X = \{X_t\}_{t \in \mathbb{N}} \), adapted to a filtration \( \mathcal{F} = \{\mathcal{F}_t\}_{t \in \mathbb{N}} \), such that one of the following drift conditions holds.

\[
E[X_{t+1} - X_t \mid X_t > 0] \leq -\delta,
\]

or

\[
E[X_{t+1} - X_t \mid \mathcal{F}_t, X_t > 0] \leq -\delta
\]

for some \( \delta > 0 \). Condition (3.4) states that under the condition that \( X_t > 0 \), the process will decrease by \( \delta \), i.e., this is the expectation we have at time 0. Stronger than this, Condition (3.5) states that for every state of the stochastic process \( X \) at time \( t \), the uniform bound of \(-\delta\) holds for the conditional expectation of \( X_{t+1} - X_t \). Although Condition (3.5) is formally a stronger assumption than Condition (3.4), it is usually easier to handle and to verify.

If such a drift condition holds, i.e., if we can expect the process \( X \) to decrease by at least \( \delta \) at each time step, one would intuitively assume that after at most \( E[X_0]/\delta \) iterations, the process reaches 0, i.e., the expectation \( E[\tau] \) of the time \( \tau := \inf\{t \in \mathbb{N} \mid X_t \leq 0\} \) for \( X_t \) becoming \( \leq 0 \) should be bounded from above by \( E[X_0]/\delta \). However, in general there is a difference between the time \( T := \inf\{t \in \mathbb{N} \mid E[X_t] \leq 0\} \), the deterministic time when the expectation of the stochastic process reaches 0, and the expectation of the random time \( \tau \). The following example illustrates this.

**Example 3.4.** Consider the following stochastic process.

\[
X_0 := \begin{cases} 2, & \text{with probability } \frac{1}{2}, \\ 4, & \text{with probability } \frac{1}{2}, \end{cases} \quad X_{t+1} := \begin{cases} 2, & \text{if } X_0 = 2, \\ X_t - 2, & \text{otherwise.} \end{cases}
\]

If \( X_0 = 2 \), which happens with probability 1/2, then the process will stay 2 forever and \( \tau \) is infinite. Otherwise, \( X_0 = 2 \) and \( X_t = 4 - 2 \cdot t \). In that case, \( \tau = 2 \). Altogether, \( \tau \) has an infinite expectation. On the other hand, we have that \( E[X_t] = 3 - t \), i.e., \( T = 3 \).

Typical drift theorems say that under the drift condition (Condition (3.4) or Condition (3.5)) and some additional assumptions, such pathological cases can be avoided and the bound \( E[\tau] \leq E[X_0]/\delta \) actually holds. Additionally, by replacing “\( \leq \)” with “\( \geq \)” in Condition (3.4) and Condition (3.5), a lower
bound on the drift is achieved and drift theory leads to a lower bound of $E[X_0]/\delta$ for $\tau$.

Depending on the nature of the algorithm which is analyzed and on the underlying stochastic process, sometimes the drift conditions are expressed multiplicatively, i.e., instead of expecting an absolute decrease of $X$ during every iteration, we assume that $X$ decreases on expectation by a constant factor $1 - \delta$ ([DJW12]). Then, the drift condition has the form

$$E[X_{t+1} - X_t \mid F_t, X_t > 1] \leq -\delta \cdot X_t$$

and drift theory yields, again under some additional assumptions, the upper bound $E[\tau \mid F_t] \leq \ln(X_0)/\delta$. Note that in case of a multiplicative drift theorem, in contrast to the additive case, the modified drift condition, where “≤” is replaced by “≥”, does not imply any lower bound on $E[\tau]$.

There are many slightly different drift theorems in the literature, varying in the assumptions which are made in addition to the drift condition. Typical additional assumptions are chosen from the following collection:

- $X_t$ has a finite image ([HY04, DJW12]),
- $X_t \notin (0,1)$ for every $t \in \mathbb{N}$ ([DG10]),
- $X_0 \leq b$ for some constant $b \in \mathbb{R}$ ([HY01]),
- $X_t \geq 0$ for every $t \in \mathbb{N}$ ([HY01, DG10]),
- $|X_{t+1} - X_t| \leq c$ for a constant $c \in \mathbb{R}^+$ and every $t \in \mathbb{N}$ ([Jäg07, Jäg08]),

In a discrete scenario, all of these assumptions are trivial or at least very easy to fulfill. However, for calculating runtime bounds for PSO, such assumptions become crucial. In the following section, we provide a new variant of the drift theorem, suitable for the continuous situation and in particular for obtaining runtime results about the optimization time of PSO.

### 3.3.2 Drift Theory for Continuous Search Spaces

When analyzing the drift of some stochastic process, the most important difference between the discrete and the continuous situation is that only in the continuous scenario, the state of the algorithm can be outside but arbitrary close to the region considered optimal. If a process $X = (X_t)_{t \in \mathbb{N}}$, adapted
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to a filtration $\mathbb{F} = (\mathcal{F}_t)_{t \in \mathbb{N}}$, is continuous but non-negative, a condition like Condition (3.5) from the previous section is unsatisfiable. That is because for non-negative image of the $X_t$, we have

$$E[X_{t+1} - X_t \mid \mathcal{F}_t, X_t > 0] \geq E[-X_t \mid \mathcal{F}_t, X_t > 0] = -X_t,$$

which can be arbitrary close to 0 for small values of $X_t$. Therefore, we cannot expect Condition (3.5) to hold with any constant $\delta$. To solve this issue, we develop a modified drift theorem, which allows for $X$ to have negative values. If the process $X$ serves as a measure for some optimization algorithm, that means that the elements of the optimized region do not all have the same value 0 as in the discrete setting. Instead, they can have any value $\leq 0$. However, as the following example illustrates, the drift condition alone does not imply any upper bound on the expected time for $X$ to hit 0.

**Example 3.5.** For the constants $x_0 > 0$, $\delta > 0$, we consider the following stochastic process $X = (X_0, X_1, \ldots)$.

$$X_0 := x_0, X_t := \begin{cases} X_{t-1}, & \text{w.p. } 1 - 1/3^t, \\ X_{t-1} - 3^t \cdot \delta, & \text{w.p. } 1/3^t, \end{cases} \text{ for } t > 0.$$ 

This process fulfills Condition 3.5:

$$E[X_{t+1} - X_t \mid \mathcal{F}_t, X_t > 0] = (1 - 1/3^t) \cdot 0 + 1/3^t \cdot (-3^t \cdot \delta) = -\delta.$$ 

However, to actually arrive at a value $\leq 0$, the second case of the definition of $X_t$ must happen at least once. Therefore, for the probability for $X$ to reach a value $\leq 0$, we have

$$P(\exists t : X_t \leq 0) \leq \sum_{t=1}^{\infty} \frac{1}{3^t} = \frac{1}{2},$$

i.e., the time $\tau$ until $X$ passes 0 is with probability at least 1/2 infinite and has therefore infinite expectation.

The reason, why in Example 3.5 no meaningful bound on the first hitting time of $X$ hitting $\mathbb{R}_{\leq 0}$ could be achieved, is that the expected drift results in a process that with very little probability decreases dramatically, while it stays constant with overwhelming probability. Therefore, additionally to the drift condition, we need an assumption for our drift theorem that forbids such pathological cases.
As a possible solution, we ask for a drift $\leq -\delta$ even for the modified process that decreases at most by a constant $\Delta$, i.e., we want $\max\{X_{t+1} - X_t, -\Delta\}$ to yield an expected drift $\leq -\delta$. As it turns out, this modification allows us for an upper bound only slightly larger than with the prerequisite of a non-negative process.

The following result is a modified version of the additive drift theorem presented in [HY01].

**Theorem 3.3 (Additive Drift Theorem).** Let $\Delta > \delta > 0$ be some constants. Let $X = (X_t)_{t \in \mathbb{N}}$ be a stochastic process adapted to a filtration $\mathcal{F}_0 \subset \mathcal{F}_1 \subset \ldots \subset \mathcal{F}$, such that

$$E[\max\{X_{t+1} - X_t, -\Delta\} \mid \mathcal{F}_t, X_t > 0] \leq -\delta,$$

(3.7)

Let $\tau := \min\{t \geq 0 \mid X_t \leq 0\}$ be the first index when $X_t$ passes 0. Then

$$E[\tau \mid \mathcal{F}_0] \leq 1_{\{X_0 > 0\}} \cdot (X_0 + \Delta)/\delta.$$

For the proof of Theorem 3.3, we want to apply the Lemma of Fatou, a convergence result from the area of stochastic processes.

**Lemma 3.1 (of Fatou ([Kle06, Bau96])).** Let $Y = (Y_0, Y_1, \ldots)$ be a stochastic process, such that $Y_t \geq 0$ almost surely for every $t \in \mathbb{N}$. Then,

$$\liminf_{t \to \infty} E[Y_t] \geq E[\liminf_{t \to \infty} Y_t].$$

*Proof (of Theorem 3.3).* Since $X_0 \leq 0$ implies $\tau = 0$, we can without loss of generality assume that $X_0 > 0$ and therefore $\tau \geq 1$ almost surely. We then define the stochastic process $Y = (Y_0, Y_1, \ldots)$ via

$$Y_t := \max\{X_{\min\{t, \tau\}} + \Delta, 0\} + \delta \cdot \min\{t, \tau\}.$$
Note that every $Y_t$ is non-negative and measurable with respect to $\mathcal{F}_t$. Additionally, we have

$$E[Y_{t+1} \mid \mathcal{F}_t] = E[\mathbb{1}_{\{\tau > t\}} \cdot Y_{t+1} \mid \mathcal{F}_t] + E[\mathbb{1}_{\{\tau \leq t\}} \cdot Y_{t+1} \mid \mathcal{F}_t]$$

$$= E[\mathbb{1}_{\{\tau > t\}} \cdot (\max\{X_{t+1} + \Delta, 0\} + \delta \cdot (t + 1)) \mid \mathcal{F}_t]$$

$$+ E[\mathbb{1}_{\{\tau \leq t\}} \cdot \max\{X_\tau + \Delta, 0\} + \delta \cdot \tau]$$

$$\leq \mathbb{1}_{\{\tau > t\}} \cdot E[\max\{X_{t+1} - X_t, -\Delta\} + X_t + \Delta + \delta \cdot (t + 1) \mid \mathcal{F}_t]$$

$$+ \mathbb{1}_{\{\tau \leq t\}} \cdot Y_t$$

$$(3.7)$$

$$\leq \mathbb{1}_{\{\tau > t\}} \cdot (-\delta + X_t + \Delta + \delta \cdot (t + 1)) + \mathbb{1}_{\{\tau \leq t\}} \cdot Y_t$$

$$= \mathbb{1}_{\{\tau > t\}} \cdot (\max\{X_t + \Delta, 0\} + \delta \cdot t) + \mathbb{1}_{\{\tau \leq t\}} \cdot Y_t$$

$$= \mathbb{1}_{\{\tau > t\}} \cdot Y_t + \mathbb{1}_{\{\tau \leq t\}} \cdot Y_t = Y_t,$$

i.e., $Y_t \geq E[Y_{t+1} \mid \mathcal{F}_t]$. By induction and from $X_0 + \Delta = Y_0$, it follows that $X_0 + \Delta \geq E[Y_t \mid \mathcal{F}_0]$ for every $t$ and therefore

$$X_0 + \Delta \geq \liminf_{k \to \infty} E[Y_t \mid \mathcal{F}_0] \geq E[\liminf_{t \to \infty} Y_t \mid \mathcal{F}_0]$$

$$= E[\liminf_{t \to \infty} (\max\{X_{\min(t, \tau)}, 0\}) + \delta \cdot \tau \mid \mathcal{F}_0]_{\geq 0}$$

$$\geq \delta \cdot E[\tau \mid \mathcal{F}_0].$$

The inequality $(\ast)$ is obtained from Lemma 3.1. This finishes the proof. \(\square\)

Originally, the authors of [HY01] used Lebesgue’s Theorem of Dominated Convergence ([Kle06, Bau96]) instead of Lemma 3.1. Therefore, they needed the additional assumption that every $X_t$ is bounded from above by a constant. While this is obviously true if $X_t$ has a finite image, this requirement cannot be fulfilled in the analysis of PSO.

Next, the drift theorem is transferred from an additive situation to a multiplicative one. The following theorem is basically the multiplicative drift theorem from [D]W12 with just slightly changed preconditions.

**Theorem 3.4** (Multiplicative Drift Theorem). Let $X = (X_t)_{t \in \mathbb{N}}$ be a strictly positive stochastic process adapted to a filtration $\mathcal{F}_0 \subset \mathcal{F}_1 \subset \ldots \subset \mathcal{F}$, such that

$$E[\max\{X_{t+1}/X_t, e^{-\Delta}\} \mid \mathcal{F}_t, X_t > 1] \leq 1 - \delta$$

$$\quad (3.8)$$
for some $\delta \in (0, 1)$ and $\Delta > \delta$. Let $\tau := \min\{t \geq 0 \mid X_t \leq 1\}$ be the first index when $X_t$ passes 1. Then

$$E[\tau \mid F_0] \leq 1_{\{X_0 > 1\}} \cdot (\ln(X_0) + \Delta)/\delta.$$ 

**Proof.** The proof is essentially the same as in [DjW12]. The idea is to use the additive drift theorem on the stochastic process $(Z_t)_{t \in \mathbb{N}}$, where $Z_t := \ln(X_t)$. Then (3.8) translates to

$$1_{\{Z_t > 0\}} \cdot E[\max\{Z_{t+1} - Z_t, -\Delta\} \mid F_t] = 1_{\{X_t > 1\}} \cdot E[\ln(\max\{X_{t+1}/X_t, e^{-\Delta}\}) \mid F_t] \leq 1_{\{X_t > 1\}} \cdot \ln(1 - \delta) \leq 1_{\{Z_t > 0\}} \cdot (-\delta)$$

For (*), we apply Jensen’s inequality. Since $\tau = \min\{t \geq 0 \mid X_t \leq 1\} = \min\{t \geq 0 \mid Z_t \leq 0\}$, Theorem 3.3 finishes the proof.

For the runtime analysis, we need a more general version of the multiplicative drift theorem. Sometimes, the stochastic process needs more than just one step to reduce its value by a constant factor, e.g., depending on the current configuration, the process might yield $X_{t+1} > X_t$, but for every situation, we have that $X_{t+2} < X_t \cdot (1 - \delta)$. So, instead of the drift condition (3.8), only the weaker drift condition

$$E[\max\{X_{t+t_{\text{max}}}/X_t, e^{-\Delta}\} \mid F_t, X_t > 1] \leq 1 - \delta$$

holds for some $t_{\text{max}} \in \mathbb{N}$. In that case, we would expect $\tau$ to increase by a factor of $t_{\text{max}}$.

In a more general situation, the point in time $\sigma$ when $X_t$ decreases on expectation by at least a factor of $1 - \delta$, i.e., the value $\sigma(t)$ for which

$$E[\max\{X_{\sigma(t)}/X_t, e^{-\Delta}\} \mid F_t, X_t > 1] \leq 1 - \delta$$

holds, might depend on the exact configuration at time $t$, e.g., we might have that either $X_{t+2} < X_t \cdot (1 - \delta)$ or $X_{t+3} < X_t \cdot (1 - \delta)$, and which alternative is true is known at time $t$ but is not known a priori. However, as long as $\sigma(t)$ is uniformly bounded by $t_{\text{max}}$, we can still expect that $\tau$ increases by at most a factor of $t_{\text{max}}$. The following generalized version of the multiplicative drift theorem formally confirms this statement.
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**Theorem 3.5** (Multiplicative Drift Theorem with Variable Time Steps). Let $X = (X_t)_{t \in \mathbb{N}}$ be a strictly positive stochastic process adapted to a filtration $\mathcal{F}_0 \subset \mathcal{F}_1 \subset \ldots \subset \mathcal{F}_t$ and let for every $t \in \mathbb{N}$ $\sigma(t)$ be a $\mathcal{F}_t$-measurable, $\mathbb{N}$-valued random variable with $t < \sigma(t) \leq t + t_{max}$ almost surely for a constant $t_{max} \in \mathbb{N}$, such that

$$E[\max[X_{\sigma(t)}/X_t, e^{-\Delta}] \mid \mathcal{F}_t, X_t > 1] \leq 1 - \delta$$

(3.9)

for some $\delta \in (0, 1)$ and $\Delta > \delta$. Let $\tau := \min\{t \geq 0 \mid X_t \leq 1\}$ be the first index when $X_t$ passes 1. Then

$$E[\tau \mid \mathcal{F}_0] \leq t_{max} \cdot \mathbb{1}_{\{X_0 > 1\}} \cdot (\ln(X_0) + \Delta)/\delta.$$

**Proof.** To simplify notation, we write $\sigma_k$ for $\sigma^{(k)}(0)$. For every $k \in \mathbb{N}$, we define $\hat{X}_k := X_{\sigma_k}$ and $\mathcal{F}_{\sigma_k} := \{A \in \mathcal{F} \mid A \cap \{\sigma_k \leq t\} \in \mathcal{F}_t\}$. Then, $\hat{X}_k$ is $\mathcal{F}_{\sigma_k}$-measurable and since

$$E[\max[\hat{X}_{k+1}/\hat{X}_k, e^{-\Delta}] \mid \mathcal{F}_{\sigma_k}] = E[\max[X_{\sigma_{k+1}}/X_{\sigma_k}, e^{-\Delta}] \mid \mathcal{F}_{\sigma_k}]$$

$$= E \left[ \sum_{t=0}^{\infty} \mathbb{1}_{\{\sigma_k = t\}} \cdot \max[X_{\sigma_{k+1}}/X_{\sigma_k}, e^{-\Delta}] \mid \mathcal{F}_{\sigma_k} \right]$$

$$= \sum_{t=0}^{\infty} \mathbb{1}_{\{\sigma_k = t\}} \cdot E \left[ \max[X_{\sigma_{k+1}}/X_{\sigma_k}, e^{-\Delta}] \mid \mathcal{F}_{\sigma_k} \right]$$

$$= \sum_{t=0}^{\infty} \mathbb{1}_{\{\sigma_k = t\}} \cdot E \left[ \max[X_{\sigma(t)}/X_t, e^{-\Delta}] \mid \mathcal{F}_t \right],$$

$\hat{X}_k > 1$ implies

$$E[\max[\hat{X}_{k+1}/\hat{X}_k, e^{-\Delta}] \mid \mathcal{F}_{\sigma_k}]$$

$$= \sum_{t=0}^{\infty} \mathbb{1}_{\{\sigma_k = t\}} \cdot E \left[ \max[X_{\sigma(t)}/X_t, e^{-\Delta}] \mid \mathcal{F}_t \right]$$

$$\leq \sum_{t=0}^{\infty} \mathbb{1}_{\{\sigma_k = t\}} \cdot (1 - \delta) = 1 - \delta,$$

i.e.,

$$\mathbb{1}_{\{\hat{X}_k > 1\}} \cdot E[\max[\hat{X}_{k+1}/\hat{X}_k, e^{-\Delta}] \mid \mathcal{F}_{\sigma_k}] \leq \mathbb{1}_{\{\hat{X}_k > 1\}} \cdot (1 - \delta).$$

Theorem 3.4 yields for $\hat{\tau} = \min\{k \geq 0 \mid \hat{X}_k \leq 1\}$ the expected bound of

$$E[\hat{\tau} \mid \mathcal{F}_{\sigma_0}] \leq (\ln(\hat{X}_0) + \Delta)/\delta = (\ln(X_0) + \Delta)/\delta + 1.$$
Since \( \tau \leq \hat{\tau} \cdot t_{\text{max}} \), we have that
\[
E[\tau \mid \mathcal{F}_0] \leq t_{\text{max}} \cdot E[\hat{\tau} \mid \mathcal{F}_0] = t_{\text{max}} \cdot E[\hat{\tau} \mid \mathcal{F}_{\sigma_0}] \leq t_{\text{max}} \cdot (\ln(X_0) + \Delta)/\delta.
\]
That finishes the proof. \(\square\)

Although the result of our multiplicative drift theorem for continuous search spaces is a bound, only an additive constant larger than in the discrete case, the drift condition on \( \max\{X_{t+1}/X_t, e^{-\Delta}\} \) is kind of impractical and technical harder to verify than a drift condition on \( X_{t+1}/X_t \). Note that the construction of Example 3.5, showing that in an additive situation a drift condition on \( X_{t+1} - X_t \) is insufficient, has no pendant in the multiplicative situation, where the process \( X \) is allowed to take only positive values. Indeed, we can provide a multiplicative drift theorem, that is not a rewritten version of an additive drift theorem, but is proved directly.

**Theorem 3.6 (Multiplicative Drift Theorem II).** Let \( X = (X_t)_{t \in \mathbb{N}} \) be a strictly positive stochastic process adapted to a filtration \( \mathcal{F}_0 \subset \mathcal{F}_1 \subset \ldots \subset \mathcal{F} \), such that
\[
E[X_{t+1} \mid \mathcal{F}_t, X_t > 1] \leq (1 - \delta) \cdot X_t
\]
for some \( \delta \in (0, 1) \). Let \( \tau := \min\{t \geq 0 \mid X_t \leq 1\} \) be the first index when \( X_t \) passes 1. Then
\[
E[\tau \mid \mathcal{F}_0] \leq \mathbb{1}_{\{X_0 > 1\}} \cdot (\ln(X_0) + 2)/\delta.
\]

**Proof.** First, we define the stochastic process \( Y = (Y_0, Y_1, \ldots) \) via
\[
Y_0 := X_0, \quad Y_{t+1} := \begin{cases} X_{t+1}, & \text{if } \tau > t, \\ Y_t \cdot (1 - \delta), & \text{if } \tau \leq t. \end{cases}
\]
That means \( Y_t \) is equal to \( X_t \) until time \( \tau \). Afterwards, \( Y \) decreases deterministically by a factor of \( 1 - \delta \) in every iteration. In particular, this implies that both processes reach a value \( \leq 1 \) at the same time, i.e., \( \tau = \min\{t \geq 0 \mid Y_t \leq 1\} \), and \( Y_t \) is \( \mathcal{F}_t \)-measurable and fulfills the stronger drift condition
\[
E[Y_t \mid \mathcal{F}_t] \leq (1 - \delta) \cdot Y_t.
\]

By induction, it follows that
\[
E[Y_{t+1} \mid \mathcal{F}_0] \leq (1 - \delta)^{t} \cdot Y_0 = (1 - \delta)^{t} \cdot X_0.
\]
Therefore, we have for the first hitting time \( \tau \):
\[
P(\tau > t \mid \mathcal{F}_0) = P(Y_t > 1 \mid \mathcal{F}_0) \leq (1 - \delta)^{t} \cdot X_0,
\]
where the inequality comes from Markov’s inequality. It follows that

\[
E[\tau \mid \mathcal{F}_0] = \sum_{t=0}^{\infty} P(\tau > t \mid \mathcal{F}_0) \\
\leq \sum_{t=0}^{\lfloor -\log_{1-\delta} X_0 \rfloor} 1 + \sum_{t=\lfloor -\log_{1-\delta} X_0 \rfloor}^{\infty} (1-\delta)^t \cdot X_0 \\
\leq -\frac{\ln(X_0)}{\ln(1-\delta)} + 1 + \sum_{s=0}^{\infty} (1-\delta)^s \\
\leq \frac{\ln(X_0)}{\delta} + 1 + \frac{1}{\delta} \leq \frac{\ln(X_0) + 2}{\delta}.
\]

Proof. The proof is completely analog to the proof of Theorem 3.5.

Of course, the same generalization, that allowed us to prove Theorem 3.5 from Theorem 3.4, can be applied here in order to obtain a version of Theorem 3.6, that allows for the drift to happen after a bounded random time. The result is the following theorem, which we will use for the analysis of PSO.

**Theorem 3.7** (Multiplicative Drift Theorem with Variable Time Steps II). Let \( X = (X_t)_{t \in \mathbb{N}} \) be a strictly positive stochastic process adapted to a filtration \( \mathcal{F}_0 \subset \mathcal{F}_1 \subset \ldots \subset \mathcal{F} \), and let for every \( t \in \mathbb{N} \) \( \sigma(t) \) be a \( \mathcal{F}_t \)-measurable, \( \mathbb{N} \)-valued random variable with \( t < \sigma(t) \leq t + t_{\max} \) almost surely for a constant \( t_{\max} \in \mathbb{N} \), such that

\[
E[X_{\sigma(t)} \mid \mathcal{F}_t, X_t > 1] \leq (1 - \delta) \cdot X_t
\]

for some \( \delta \in (0, 1) \). Let \( \tau := \min\{t \geq 0 \mid X_t \leq 1\} \) be the first index when \( X_t \) passes 1. Then

\[
E[\tau \mid \mathcal{F}_0] \leq 1_{\{X_0 > 1\}} \cdot t_{\max} \cdot (\ln(X_0) + 2)/\delta.
\]

Proof. The proof is completely analog to the proof of Theorem 3.5.

The reason for the increased bounds for \( \tau \) in all the drift theorems presented in this section, compared to “\( E[\tau \mid \mathcal{F}_0] \leq \ln(X_0)/\delta \)” in the discrete case, is that over a discrete search space, we can use an argument like “if \( X_t < 2 \), then \( X_t \leq 1 \)” i.e., as soon as the difference between the process and the optimum is smaller than the distance between two neighbors of the discrete space, the optimum is already reached. In the continuous situation, such an argument cannot hold and the remaining distance between “2” and “1” is not for free like in the discrete case, but needs to be paid with an additional constant number of steps.
3.4 The PSO Model

With the prerequisites from the previous sections, we can state PSO as a stochastic process. The following definition describes the positions, velocities, and attractors of the classical PSO algorithm as random variables over the probability space $\mathbb{R}$, as defined in Definition 3.3.

**Definition 3.8** (Classical PSO Process). A swarm $S$ of $N$ particles moves through the $D$-dimensional search space $\mathbb{R}^D$. Let $f : \mathbb{R}^D \to \mathbb{R}$ be the objective function. For $S$, over the probability space $\mathbb{R}$ from Definition 3.3 the stochastic process

$$S = (S_t)_{t \in \mathbb{N}_0} = ((X_t, V_t, L_t, G_t))_{t \in \mathbb{N}_0} = ((X_0, V_0, L_0, G_0), (X_1, V_1, L_1, G_1), \ldots)$$

is defined, consisting of

- $X_t = (X_{t,n}^{n,d})_{1 \leq n \leq N, 1 \leq d \leq D}$ (d-th coordinate of the position of particle $n$ after step $t$),
- $V_t = (V_{t,n}^{n,d})_{1 \leq n \leq N, 1 \leq d \leq D}$ (d-th coordinate of the velocity of particle $n$ after step $t$),
- $L_t = (L_{t,n}^{n,d})_{1 \leq n \leq N, 1 \leq d \leq D}$ (d-th coordinate of the local attractor of particle $n$ after step $t$),
- $G_t = (G_{t,n}^{n,d})_{1 \leq n \leq N, 1 \leq d \leq D}$, (d-th coordinate of the global attractor before step $t + 1$ of particle $n$).

To simplify notation, $X^n_t$ denotes the vector $(X^n_{t,1}, \ldots, X^n_{t,D})$ (analogously, $V^n_t$, $L^n_t$, $G^n_t$) and $X^d_t$ the vector $(X^d_{t,1}, \ldots, X^d_{t,D})$ (analogously, $V^d_t$, $L^d_t$, $G^d_t$), whenever the context allows a clear distinction. Furthermore, $G^n_{t,d}$ denotes the d-th coordinate of the global attractor after the t-th step of particle $n$, i.e., $G^n_{t,d} = G^n_{t+1,d}$ if $n < N$, and $G^n_{t,d} = G^n_{t+1,d}$. With a given distribution for $(X_0, V_0)$ and the values $G^n_0 := \arg\min_{1 \leq n \leq N} \{f(X^n_0)\}$ and $L_0 := X_0, S_{t+1} = (X_{t+1}, V_{t+1}, L_{t+1}, G_{t+1})$ is determined by the following recursive equations, the movement equations:

- $V_{t+1}^{n,d} = \chi \cdot V_t^{n,d} + c_1 \cdot r_{t+1}^{n,d} \cdot (L_t^{n,d} - X_t^{n,d}) + c_2 \cdot s_{t+1}^{n,d} \cdot (G_t^{n,d} - X_t^{n,d})$ for $t \geq 0$,
- $X_{t+1}^{n,d} = X_t^{n,d} + V_{t+1}^{n,d}$ for $t \geq 0$,
- $L_{t+1}^n = \arg\min_{\{X_{t+1}^{n,d}, L_t^n\}} f$,
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- \( G_t^{n+1} = \text{argmin}_{\{L_t^n, G_t^n\}} f \) for \( t \geq 0, 1 \leq n \leq N - 1 \),
- \( G_t^{1} = \text{argmin}_{\{L_t^N, G_t^N\}} f \) for \( t \geq 0 \).

In case of a tie when applying \text{argmin}, similar to the PSO version in [OH/zero.lnum/seven.lnum], the new value prevails, i.e., whenever a particle finds a search point with value equal to the one of its local attractor, this point becomes the new local attractor. If additionally the value is equal to the one of the global attractor, this one is also updated. Here, \( \chi, c_1 \) and \( c_2 \) are some positive constants called the fixed parameters of \( S \), and \( r_{t_d}^{n_d}, s_{t_d}^{n_d} \) are uniformly distributed over \([0, 1]\) and all independent, i.e., each of the \( r_{t_d}^{n_d} \) and \( s_{t_d}^{n_d} \) is identified with a different \( \omega_i \) from Definition 3.3.

If after the \( t \)-th step the process is stopped, the solution found by \( S \) so far is \( G_t^N \). This process describes exactly the PSO variant of Algorithm 1 in Section 2.2. The major part of this thesis will study the limit of the sequence \((G_t^N)_{t \in \mathbb{N}}\) as \( t \) tends to \( \infty \).

Definition 3.8 describes the common movement equations with the same two specifications as stated in the algorithmic description of PSO (Section 2.2, Algorithm 1): If a particle visits a point with the same objective value as its current local attractor or the current global attractor, then the respective attractor is updated to the new point. As pointed out in [OH/07], this is crucial in the case of objective functions that are constant on some area with a positive Lebesgue measure. As the second specification, the global attractor is updated after every step of a single particle, not only after every iteration of the whole swarm. Another common variant of PSO, sometimes known as parallel PSO, only updates the global attractor after every iteration of the whole swarm. However, due to the choice we make here, the information shared between the particles is as recent as possible.

From Definition 3.8, it follows that \((S_t)_{t \in \mathbb{N}}\) has the Markov property, i.e., the distribution of \( S_{t+t_0} \) given all the previous values \((S_0, \ldots, S_{t_0})\) is the same as the distribution of \( S_{t+t_0} \) given only \( S_{t_0} \). This is clear because \( S_{t+1} \) is formulated in terms of \( S_t \) and some random variables \( r_{t_d}^{n_d} \) and \( s_{t_d}^{n_d} \) which are independent of the past of \( S \). Another interesting property of this stochastic process that follows immediately from the movement equations is the following:

**Observation 3.1.** Let \( S \) be a swarm and \(((X_t, V_t, L_t, G_t))_{t \in \mathbb{N}_0}\) its corresponding stochastic process. Let \( \mathcal{L}^k \) denote the \( k \)-dimensional Lebesgue measure, \( \mathcal{L}[Y] \) the distribution of a random variable \( Y \) and “\( \ll \)” (just in this observation) absolute continuity between two distributions. Assuming \( \mathcal{L}[(X_0, V_0)] \)
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\[ L^2 N \cdot D, \text{ it follows } L[X_t] \ll L^{N\cdot D} \text{ for every } t \geq 0. \text{ If } X^n_t \neq G^n_t \text{ for every } n, \text{ then for every } t' > t, L[X_{t'} | S_t] \ll L^{N\cdot D} \text{ almost surely.} \]

This observation follows from the structure of the movement equations, i.e., the entries of \( X_t \) are weighted sums of the entries of \( X_0 \), which by assumption has probability 0 to hit any fixed Lebesgue null set, and values that are chosen uniformly and independently from certain intervals. If \( X^n_t \neq G^n_t \) for every \( n \), then for every \( t' > t \), the entries of \( X_{t'} \) are sums of constants depending on \( S_t \) and a non-empty sum of values, chosen uniformly and independently from certain intervals.

For the coming analysis, we introduce the notion of a potential of a swarm. Basically, the potential is an extension of the physical interpretation of the particle swarm model. If the particles move faster and get farther away from their global attractor, the potential increases. If the swarm converges, the potential tends towards 0. At the different stages of the analysis, different measures for the potential will be useful. The following definition describes the two most frequently used formulations for a measure of the potential.

**Definition 3.9 (Potential).** For \( a > 0 \), we define the measure \( \Phi^n_t, d \) for the potential of swarm \( S \) in dimension \( d \) right before the \( t \)-th step of particle \( n \) as

\[
\Phi^n_t, d := \sqrt{\sum_{n'=1}^{n-1} (a|V^n_{t,n'}| + |G^n_{t,n-1} - X^n_{t,n'}|)} + \sum_{n'=n}^{N} (a|V^n_{t,n'}| + |G^n_{t,n-1} - X^n_{t,n'}|).
\]

To simplify notation, \( \Phi^n_t, d \) describes the same potential measure in dimension \( d \) after the \( t \)-th step of particle \( n \), i.e.,

\[
\Phi^n_t, d := \sqrt{\sum_{n'=1}^{n} (a|V^n_{t,n'}| + |G^n_{t,n-1} - X^n_{t,n'}|)} + \sum_{n'=n+1}^{N} (a|V^n_{t,n'}| + |G^n_{t,n-1} - X^n_{t,n'}|).
\]

As another measure for the potential, we define the potential of particle \( n \) in dimension \( d \) right after the \( t \)-th step of the last particle \( N \) as

\[
Y^n_t, d := \sqrt{|V^n_t|} + \sqrt{|G^n_t - X^n_t|}.
\]

While \( \Phi \) only measures the potential of the whole swarm, \( Y^n_t \) is able to measure the potential of a single particle. Note that this are not the only possible choices for a meaningful measure of the swarm's potential. However, for technical reasons explained later, this particular potential measures,
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including the additional parameter $\alpha$ for later use and the occurring square roots, are necessary. General tendencies towards 0 or $\infty$ are invariant under the different measures. In particular, $\Phi^1_{t+1}$ and $\sum_{n=1}^{N} Y^n_{t,d}$ are equivalent in the sense that they deviate by at most a constant factor.

3.5 Discussion of Previous Results

In the light of this new model for PSO, which we will use for the rest of this thesis, some of the previous positive and negative results, relevant for the results of this thesis, need to be revisited in more detail.

3.5.1 Negative Results

Since the goal of this thesis is to prove rigorous results about the convergence of the PSO process and the runtime, a discussion of the various negative results, which appear to be in contradiction to the results of this thesis, is necessary. A very popular negative result comes from considering the following situation (e.g., [vdBE/one.zero, Wit/zero/nine, PE/zero/three, BM/one/four]).

\[
X^1_t = L^1_t = \ldots = X^N_t = L^N_t = G^1_t = z, \\
V^1_t = \ldots = V^N_t = 0,
\]

for some $z \in \mathbb{R}^D$, i.e., all the attractors and particles’ positions are located at the same point $z \in \mathbb{R}^D$ and every velocity is 0. From Definition 3.8, it follows that

\[
X^1_{t'} = L^1_{t'} = \ldots = X^N_{t'} = L^N_{t'} = G^1_{t'} = z, \\
V^1_{t'} = \ldots = V^N_{t'} = 0,
\]

for every $t' \geq t$. That means that the particles will stay at $z$ forever, no matter how good or bad $f(z)$ is. Therefore, so the claim frequently found in the literature, providing any positive result about the quality of the returned solution or even about the runtime is impossible.

However, if the positions and velocities of the initial population are distributed in some natural way, e.g., uniformly at random over $\mathbb{R}$, Observation 3.1 states that the swarm has similar restrictions as a process consisting
only of variables that are sampled u. a. r. in the sense that events with probability 0 in the latter case also have probability 0 in the first case. Since $\mathbb{R}^D$ is not enumerable, under uniform sampling no point in $\mathbb{R}^D$ is drawn more than once and therefore the particle swarm also does not visit any point more than once. This implies that this well-studied equilibrium when every particle is at the global attractor and has velocity 0 is a state that the process may converge to but that can never be reached. In other words: The probability for the above mentioned equilibrium to be reached within any finite time $t$ is 0 and therefore, this pathological event has no effect on the expected runtime.

Another, yet more refined negative result can be found in [LWII]. Here, the authors consider the very simple, 1-dimensional objective function $\text{Sphere}$, defined as

$$\text{Sphere}(x) = x^2,$$

and construct an event that indeed has a positive probability to occur and from which the particles will with probability 1 not reach a certain neighborhood of the unique local and therefore global optimum at 0. To be precise, the authors of [LWII] proof the following theorem.

**Theorem 3.8** (Proposition 1 in [LWII]). The first hitting time $\tau_\varepsilon$ with respect to $\varepsilon$ is defined as the first time when the algorithm obtains a search point $x \in \mathbb{R}^D$, such that $|f(x)| < \varepsilon$, i.e., the first time when the algorithm finds a search point with a value at most $\varepsilon$ worse than the optimum. Then there is an $\varepsilon > 0$, such that the classical PSO with inertia factor $\chi < 1$ and one particle has infinite expected first hitting time with respect to $\varepsilon$ on the 1-dimensional Sphere.

In the following, we briefly outline the proof idea. If (without loss of generality) the particle is initialized at a negative position and has a positive velocity, then both attractors will be equal to its current position until it passes
the optimum at 0. This implies that until the optimum is passed, we have 
\[
V_{t,1}^1 = \chi^t \cdot V_0^{1,1}
\]
and therefore
\[
X_{t,1}^1 = X_{0,1}^1 + \sum_{s=0}^{t-1} V_{s,1}^1 = X_{0,1}^1 + V_{0,1}^{1,1} \cdot \sum_{s=0}^{t-1} \chi^s \leq X_{0,1}^1 + V_{0,1}^{1,1} \cdot \sum_{s=0}^{\infty} \chi^s \leq X_{0,1}^1 + V_{0,1}^{1,1} \cdot \frac{1}{1-\chi}.
\]

Since \( \chi < 1 \), \( 1/(1-\chi) \) is a bounded value, there is a positive probability for the event \( X_{0,1}^1 + V_{0,1}^{1,1} \cdot \frac{1}{1-\chi} < -\sqrt{\varepsilon} \), if \( \varepsilon > 0 \) is sufficiently small. In [LWII],
the authors call such an event a bad initialization event. Consequently, there is a positive probability for the particle to never hit any value closer than \( \sqrt{\varepsilon} \) to the optimum at 0, which implies that for the considered objective function SPHERE, no point with a function value of at most \( \varepsilon \) will be visited. Note that the condition \( \chi < 1 \) is not a true restriction since this is one of the convergence conditions identified in [JLY07b, JLY07a]. Therefore, the authors of [LWII] have proved that the classical PSO with only one particle is not an effective optimizer.

On the other hand, for generalizing the same idea to the case of more than one particle, further restrictions to the parameters \( \chi \), \( c_1 \) and \( c_2 \) are necessary. The result for the case of two particles is as follows.

**Theorem 3.9** (Theorem 1 in [LWII]). Consider the classical PSO with two particles on the 1-dimensional SPHERE. If \( \chi < 1 \), \( 1 < c_2 < 2 \), \( V_0^{1,1}, V_0^{2,1} \leq 0 \), \( \kappa < 1 \) where
\[
\kappa := \frac{c_2^2 - 2 \cdot c_2 + 2 + 2 \cdot \chi \cdot c_2}{4 \cdot c_2} + \frac{\sqrt{(c_2^2 - 2 \cdot c_2 + 2 + 2 \cdot \chi \cdot c_2) \cdot (c_2^2 + 6 \cdot c_2 + 2 + 2 \cdot \chi \cdot c_2)}}{4 \cdot c_2},
\]
and
\[
X_{0,1}^1, X_{0,1}^2 > 2 \cdot \varepsilon + 2 \cdot c_2 \cdot \left( \frac{|X_0^{2,1} - X_0^{1,1}| + |V_0^{1,1}| + |V_0^{2,1}|}{(1-\chi) \cdot (1-\kappa)} \right).
\]
all hold together, then the expected first hitting time with respect to $\varepsilon$ is infinite.

The proof idea is the same as in Theorem 3.8, i.e., under the stated assumptions, the swarm will with positive probability never pass the optimum. However, the crucial prerequisite of Theorem 3.9 is $\kappa < 1$. We can easily verify that this is typically violated by parameters common in the literature. Table 3.1 provides an overview over some parameter choices famous in the literature and the resulting values for $\kappa$.

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$\kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.72984</td>
<td>1.49617</td>
<td>1.49617</td>
<td>1.78756</td>
</tr>
<tr>
<td>0.72984</td>
<td>2.04355</td>
<td>0.94879</td>
<td>1.91517</td>
</tr>
<tr>
<td>0.6</td>
<td>1.7</td>
<td>1.7</td>
<td>1.66267</td>
</tr>
</tbody>
</table>

Therefore, the result from [LW11] does not contradict a runtime analysis of the classical PSO with appropriately chosen parameters.

### 3.5.2 Convergence Analysis

The convergence analysis from [JLY07b, JLY07a] provides results about the expectation and the variance of the particles’ positions under the assumption that the local and global attractor are constant. Although in this thesis we do not make this assumption, we will use an altered version of their proof in Chapter 4, therefore we present the main results and the proof here. With constant local attractors $L^n_t := L^n$ and a constant global attractor $G^n_t := G$, we can write movement equations can as

\[
V^{n,d}_{t+1} = \chi \cdot V^{n,d}_t + c_1 \cdot r^{n,d}_{t+1} \cdot (L^{n,d} - X^{n,d}_t) + c_2 \cdot s^{n,d}_{t+1} \cdot (G^d - X^{n,d}_t),
\]

(3.12)

\[
X^{n,d}_{t+1} = X^{n,d}_t + V^{n,d}_{t+1}.
\]

(3.13)

Since the processes $((X^{n_1,d_1}_t, V^{n_1,d_1}_t))_{t \in \mathbb{N}}$ and $((X^{n_2,d_2}_t, V^{n_2,d_2}_t))_{t \in \mathbb{N}}$ are independent of each other if $n_1 \neq n_2$ or $d_1 \neq d_2$, it is sufficient to study just one of these processes, or equivalently formulated, to study the case of only one particle in a 1-dimensional search space. Therefore, the upper indices $n$ and $d$ will be omitted for the rest of this section.
Theorem 3.10 (Theorem 1 in [JLY07b]). Given \( \chi, c_1, c_2 \geq 0 \), if and only if \( 0 \leq \chi < 1 \) and \( 0 < c_1 + c_2 < 4 \cdot (1 + \chi) \), iterative process \((E[X_t])_{t \in \mathbb{N}}\) is guaranteed to converge to

\[
\mu := \frac{c_1 \cdot L + c_2 \cdot G}{c_1 + c_2}.
\]

Proof. The proof from [JLY07b] will be briefly recalled. Rewriting Equation (3.13) as \( V_{t+1} = X_{t+1} - X_t \), we can in Equation (3.12) replace \( V_{t+1} \) by \( X_{t+1} - X_t \) and \( V_t \) by \( X_t - X_{t-1} \). After collecting terms, we obtain

\[
X_{t+1} = (1 + \chi - c_1 \cdot r_{t+1} - c_2 \cdot s_{t+1}) \cdot X_t - \chi X_{t-1} + c_1 \cdot r_{t+1} \cdot L + c_2 \cdot s_{t+1} \cdot G \tag{3.14}
\]

and consequently

\[
E[X_{t+1}] = (1 + \chi - \frac{c_1 + c_2}{2}) \cdot E[X_t] - \chi \cdot E[X_{t-1}] + \frac{c_1 \cdot L + c_2 \cdot G}{2}. \tag{3.15}
\]

Equation (3.15) is a linear recursion of second order for the sequence \((E[X_t])_{t \in \mathbb{N}}\) with characteristic polynomial

\[
\lambda^2 - \left(1 + \chi - \frac{c_1 + c_2}{2}\right) \cdot \lambda + \chi.
\]

The sequence \((E[X_t])_{t \in \mathbb{N}}\) converges if and only if the eigenvalues

\[
\lambda_1, \lambda_2 = \frac{1}{2} \cdot \left(1 + \chi - \frac{c_1 + c_2}{2}\right) \pm \sqrt{\left(1 + \chi - \frac{c_1 + c_2}{2}\right)^2 - 4 \cdot \chi}
\]

both have an absolute value strictly less than 1. As straightforward calculations show, this is the case for \( 0 \leq \chi < 1 \) and \( 0 < c_1 + c_2 < 4 \cdot (1 + \chi) \). The actual limit \( \mu \) of the sequence is then found by solving the equation

\[
\mu = (1 + \chi - c_1 \cdot r_{t+1} - c_2 \cdot s_{t+1}) \cdot \mu - \chi \cdot \mu + c_1 \cdot r_{t+1} \cdot L + c_2 \cdot s_{t+1} \cdot G,
\]

which is obtained from Equation (3.14) by replacing \( X_{t+1}, X_t \) and \( X_{t-1} \) with \( \mu \). \( \square \)

Similarly, the authors of [JLY07b, JLY07a] calculated conditions for the sequence \((\text{Var}[X_t])_{t \in \mathbb{N}}\) to converge. Their result is
Theorem 3.11 (Theorem 3 in [JLY07b]). Given $\chi, c_2, c_2 \geq 0$, if and only if $0 \leq \chi < 1$, $c_1 + c_2 > 0$ and $f > 0$ where

$$f := 1 - \left( \left(1 + \chi - \frac{c_1 + c_2}{2}\right)^2 + \frac{1}{12} \cdot (c_1^2 + c_2^2) - \chi \right) \cdot (1 - \chi) - \chi^3$$

are all satisfied together, iterative process $(\text{Var}[X_t])_{t \in \mathbb{N}}$ is guaranteed to converge to

$$\frac{1}{6} \cdot \left( \frac{c_1 \cdot c_2}{c_1 + c_2} \right)^2 \cdot (G - L)^2 \cdot \frac{1 + \chi}{f}.$$

As a consequence, if the parameter restrictions from Theorem 3.10 and Theorem 3.11 hold and $G = L$, i.e., the global attractor is equal to the local attractor, then both theorems together imply that the positions of all particles converge towards $\mu$ almost surely because the expectation $E[X_t]$ converges towards $\mu$ and the variance $\text{Var}[X_t]$ converges towards 0. Additionally, we can derive a result about the convergence speed. Since the solution of the recursive Equation 3.15 has the form

$$E[X_t] = d_1 \cdot \lambda_1^t + d_2 \cdot \lambda_2^t + \mu$$

for some constants $d_1$ and $d_2$, the expected difference between $X_t$ and $\mu$ decreases exponentially in $t$.

Although this result relies on constant local and global attractors, a prerequisite that in general we cannot assume, the calculations can be generalized to the case of attractors that are not a priori constant, but have a bounded and small area, e.g., a neighborhood of the global optimum, which they do not leave. We will introduce, prove and use this generalization in the second part of Chapter 4.
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After invalidating the different negative results, stating that classical particle swarm optimization (PSO) was unable to converge towards a local optimum, this chapter contains the main theoretical results of this thesis, namely positive results about the quality and the convergence speed of the unmodified PSO algorithm for certain classes of 1-dimensional objective functions. In the first part of this chapter, we present a proof of the convergence of PSO towards a local optimum, showing that under comparatively mild assumptions about the objective function, the particles find at least a local optimum. In the second part, we apply the drift theory methods introduced in Chapter 3 in order to prove that for an also very large class of objective functions, PSO converges towards the optimum with linear convergence speed, i.e., the distance between the global attractor and the actual optimum is halved within a constant number of iterations.

Note that we prove all the results in this chapter completely rigorously, that means we only make certain restrictions on the set of admissible objective functions, while we do not modify the PSO algorithm. Instead, we fully take its stochastic nature into account and make no unproved assumptions about the behavior of the particles.

4.1 Particle Swarm Optimization Almost Surely Finds Local Optima

Finding a global optimum of a given objective function \( f \) is the ultimate goal of any optimization method. However, in a continuous domain, achieving this goal is hardly possible because two functions with different global optima can be very similar and might differ only on an arbitrary small subset of the search space. For an example of two such functions \( f_1 \) and \( f_2 \), see Figure 4.1.
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Figure 4.1: Two possible objective functions $f_1$ and $f_2$. The area on which both are equal is large but the global optima are far away from each other.

Therefore, in order to handle such functions, an algorithm needs to enter every arbitrary small subcube of the search space. This request is in contradiction with convergence because convergence of the algorithm implies that after some finite time only points within a certain neighborhood are queried. Therefore, for the rest of the search space, only a finite number of function evaluations is performed, which is insufficient to hit every arbitrary small subcube. Therefore, the actual goal of our analysis performed here is to prove that the classical PSO algorithm finds at least a local optimum.

PSO is designed to handle any objective function, but for the rest of this section, only objective functions from the set $\mathcal{F}$ defined below are considered.

Definition 4.1. Let $f : \mathbb{R}^D \to \mathbb{R}$ be a function. $f \in \mathcal{F}$ if and only if

(i) there is a compact set $K \subset \mathbb{R}^D$ with positive Lebesgue measure, such that $P(X_n^b \in K) = 1$ for every $n$ and $\{x \in \mathbb{R}^D \mid f(x) \leq \sup_K f\}$ (the island) is bounded;

(ii) $f$ is continuous.

Restriction (i) states that there is a compact set $K$ such that for all $x \in K$, the set of all search points $y$ at least as good as $x$, i.e., all $y$ with $f(y) \leq f(x)$, is a bounded set. For illustration of this restriction, see Figure 4.2.

Since the particles are initialized inside $K$ and since $f(G^n_t)$ is non-increasing in $t$, (i) ensures that the possible area for the global attractor is limited if the positions of all particles are initialized inside of $K$ (being on any point of the
Initialization of particles’ positions

Possible area of global attractor

Figure 4.2: Valid objective functions.

island is better than being in the sea). If for example \( \lim_{|x| \to \infty} f(x) = \infty \) or if \( f \) has compact support and is negative on \( K \), (i) is already satisfied. E.g., common benchmark functions like the function SPHERE or the function ROSEN-BROCK ([Ros60]) are in \( \mathcal{F} \). On functions that violate (i), the swarm might move forever because either they do not necessarily have a local optimum like \( f(x) = x \) or they have an optimum, but improvements can be made arbitrary far away from it, like, e.g. in the case of the function \( f(x) = x^2/(x^4 + 1) \), where \( x = 0 \) is the only local and the global optimum, but if the particles are far away from 0, they tend to further increase the distance because \( f \) converges to 0 as \( |x| \) approaches \( \infty \). Figure 4.3 gives an illustration of this situation. Under such circumstances, convergence cannot be expected and it is necessary to restrict the function class in order to avoid this. However, (ii) might be the only true restriction. Note that every continuous function is in particular measurable, therefore restricting the set of admissible objective functions according to Definition 4.1 avoids the problem mentioned in Section 3.1.2.
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Figure 4.3: Particles processing \( f(x) = \frac{x^2}{x^4 + 1} \) and moving away from the only local optimum because of the misleading landscape.

4.1.1 Proof of Convergence Towards a Local Optimum

For proving the convergence of a particle swarm, we first define the exact sense of “swarm convergence.”

Definition 4.2 (Swarm Convergence). Swarm \( S \) converges if there almost surely is a point \( z \) such that the following two conditions hold:

1. \( \lim_{t \to \infty} V_t = 0 \) (the movement of the particles tends to zero),
2. \( \lim_{t \to \infty} X^n_t = z \) for each \( n \in \{1, \ldots, N\} \) (every particle moves towards \( z \)).

A consequence of the above conditions is that \( \lim_{t \to \infty} G^n_t = z \) almost surely and \( \lim_{t \to \infty} L^n_t = z \) almost surely for every \( n \in \{1, \ldots, N\} \). Although the convergence analysis in the literature ([JLY07a]) usually makes the assumption that at least the global attractor is constant forever, a prerequisite
that because of Observation 3.1 cannot be assumed here, the generalization of the convergence proof from [JLY07a], showing that their results still hold under the weaker assumption of only the convergence of the attractors, is straight-forward.

Our goal is to prove more, namely, that under the stated assumptions about $f$ the swarm is able to find a local minimum. Here, the notion of the potential of a swarm comes into play. Roughly speaking, as long as the swarm has potential high enough to overcome the distance to at least one local minimum, the probability to find it within a few steps is positive. A problem occurs when the value of the potential is too low for the swarm to overcome the distance to the next optimum by only a small number of steps. In other words, if $f$ is monotonically decreasing in some direction and on an area that is large in comparison to the potential of the swarm, the particles must be able to “run down the hill,” i.e., they must be able to surpass every distance as long as $f$ decreases. The following definition formally describes the situation of a swarm while it is “running down the hill.”

**Definition 4.3** (Running Particle Swarm). Let $d_0 \leq D$ be an arbitrary dimension. The swarm $S$ is called *positively running* in direction $d_0$ at time $t$, if the following properties hold for every $n \in \{1, \ldots, N\}$:

- $G_{t}^{n,d_0} = \max_{1 \leq i \leq N} \{X_{i,t}^{n,d_0}\}$ for $t' = t + 1$ if $i < n$ and $t' = t$ otherwise,
- $\text{sign}(L_{t}^{n,d_0} - X_{n,t}^{n,d_0}) \geq 0$,
- $V_{t}^{n} \geq 0$ for every $n$.

Analogously, the swarm is called *negatively running* in direction $d_0$ at time $t$, if

- $G_{t}^{n,d_0} = \min_{1 \leq i \leq N} \{X_{i,t}^{n,d_0}\}$ for $t' = t + 1$ if $i < n$ and $t' = t$ otherwise,
- $\text{sign}(L_{t}^{n,d_0} - X_{n,t}^{n,d_0}) \leq 0$,
- $V_{t}^{n} \leq 0$ for every $n$.

Intuitively, one may think of running as the behavior a swarm shows when it moves through an area that is monotone in one dimension $d_0$, while changes in any other dimension are insignificant. Therefore, in case of a positively running swarm, the larger the $d_0$’th entry of a position or attractor is, the better is its function value. Note that if the state of being running is maintained long enough, all particles will eventually overcome their own local
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attractors. From that point on, as long as the swarm stays running, the local attractors of the particles are identical to their current positions. An example of a running swarm is presented in Figure 4.4.

![Particle swarm diagram]

**Figure 4.4:** A particle swarm in the state called “running.”

**Example 4.1.** Consider a 1-dimensional particle swarm and the objective function $f(x) = -x$. Assume that the velocities of the particles are all positive. Then the swarm is positively running in direction 1 forever. It is obvious that the position with the greatest $x$-value leads to the smallest value of $f(x)$ and therefore becomes the global attractor. It remains to prove that the velocity of every particle stays positive. Given the old velocity $V_{n,1}^{t}$, the new velocity $V_{n,1}^{t+1}$ is a positive linear combination of the three components $V_{n,1}^{t}$, $G_{n,1}^{t} - X_{n,1}^{t}$ and $L_{n,1}^{t} - X_{n,1}^{t}$. The value for $V_{n,1}^{t+1}$ is positive by assumption, $G_{n,1}^{t} - X_{n,1}^{t}$ and $L_{n,1}^{t} - X_{n,1}^{t}$ are non-negative since $G_{n,1}^{t} \geq L_{n,1}^{t} \geq X_{n,1}^{t}$. Therefore, the velocity stays positive and the swarm will stay positively running forever. In that situation, a good behavior would be increasing (or at least non-decreasing) $\Phi$.

The negative results of [LWII], recalled in Section 3.5.1 of the previous chapter, can be read in the following way: “Under certain conditions on the parameters $\chi$, $c_1$ and $c_2$, a running swarm loses potential and therefore converges.”

Informally speaking, if a swarm $S$ has a too small $\Phi$ to make it to the next local minimum, it is necessary that $\Phi$ increases after $S$ has become running, and so $\Phi$ enables the swarm to overcome every distance. The following lemma is the central technical observation of this section and makes a statement about how to choose the parameters to make sure that a running swarm has an exponentially increasing potential.
Lemma 4.1 (Running to Infinity Lemma). For certain parameters $N$, $\chi$, $c_1$ and $c_2$, there is a $q$, $0 < q < 1$, such that the event that the swarm $S$ is positively (negatively, resp.) running in direction $d_0$ and has a positive potential $\Phi$ implies that on expectation the reciprocal of the potential $\Phi$ decreases by at least a factor of $q$, in terms:

$$E \left[ \frac{\Phi_{t_0}^{d_0}}{\Phi_{t_0+1}^{d_0}} \mid \Phi_{t_0}^{d_0} > 0 \land S \text{ positively running, } \mathcal{F}_{t-1} \right] < q. \quad (4.1)$$

Therefore, if $S$ stays positively running forever, then $V_{t_0}^{n,d_0} + X_{t_0}^{n,d_0}$ ($-V_{t_0}^{n,d_0} - X_{t_0}^{n,d_0}$, resp.) tends to $\infty$ for every $n$ almost surely and the swarm leaves every bounded set $B \subset \mathbb{R}^D$ almost surely.

Proof. To ease up notation, the upper index $d_0$ is omitted for the rest of this proof. Without loss of generality, we can assume that the swarm is positively running. Note that due to Observation 3.1, the case $\Phi_t^n = 0$ for some $t$ and some $n$ has probability 0 and can therefore be neglected.

First, we need to bound the expression $E \left[ \Phi_t^1/\Phi_{t+1}^1 \mid \Phi_t^1 > 0 \land S \text{ positively running, } \mathcal{F}_{t-1} \right]$ for the concrete choice of potential from Definition 3.9.

Values for $N$, $\chi$, $c_1$ and $c_2$, for which this potential fulfills Equation (4.1) for a $q < 1$ need to be determined. In other words, during one iteration of all particles, the reciprocal of the potential should decrease on expectation by at least a factor of $q$. By inserting the definition of $\Phi$ and applying the fact that the swarm is positively running and therefore $X_t^n \leq G_t^1$ and $V_{t-1}^n \geq 0$ for every $n$, we obtain:

$$\frac{\Phi_t^1}{\Phi_{t+1}^1} = \sqrt{\frac{\sum_{n'=1}^N (a \cdot |V_{t-1}^{n'}| + |G_{t-1}^1 - X_{t-1}^{n'}|)}{\sum_{n'=1}^N (a \cdot |V_{t}^{n'}| + |G_t^1 - X_t^{n'}|)}}$$

$$= \sqrt{\frac{\sum_{n'=1}^N (a \cdot V_{t-1}^{n'} + G_{t-1}^1 - X_{t-1}^{n'})}{\sum_{n'=1}^N (a \cdot V_{t}^{n'} + G_t^1 - X_t^{n'})}}$$

$$= \sqrt{\frac{\sum_{n'=1}^N (a \cdot V_{t-1}^{n'} + G_{t-1}^1 - X_{t-1}^{n'})}{\sum_{n'=1}^N (a \cdot V_{t}^{n'} + N \cdot (G_{t-1}^1 - G_t^{n'}) + G_{t-1}^1 - X_{t}^{n'})}}$$

$$= \sqrt{\frac{1}{\sum_{n'=1}^N w_{n'} \bar{x}_{n'}} \leq \sum_{n'=1}^N w_{n'} \cdot \sqrt{x_{n'}}},$$
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where
\[ w_{n'} := \frac{a \cdot V_{t-1}^{n'} + G_{t-1}^1 - X_{t-1}^{n'}}{\sum_{i=1}^{N} (a \cdot V_i^t + G_i^1 - X_i^t)} \]
and
\[ x_{n'} := \frac{a \cdot V_{t-1}^{n'} + G_{t-1}^1 - X_{t-1}^{n'}}{a \cdot V_{t-1}^{n'} + N \cdot (G_{t-1}^{n'} - G_{t-1}^{n'}) + G_{t-1}^1 - X_t^{n'}}. \]

The last inequality follows from the generalized weighted mean inequality between the \((-1)\)-mean and the \((1/2)\)-mean with weights \(w_{n'}\). Note that the \(w_{n'}\) sum up to 1 and that they only depend on \(S_{t-1}\), i.e., they are \(\mathcal{F}_{t-1}\)-measurable. Therefore, it follows
\[
E \left[ \frac{\Phi_i^1}{\Phi_{t+1}^1} \mid \mathcal{F}_{t-1} \right] \leq E \left[ \sum_{n'=1}^{N} w_{n'} \cdot \sqrt{x_{n'}} \mid \mathcal{F}_{t-1} \right]
\]
\[
= \sum_{n'=1}^{N} w_{n'} \cdot E \left[ \sqrt{x_{n'}} \mid \mathcal{F}_{t-1} \right] \leq \max_{n'=1...N} E \left[ \sqrt{x_{n'}} \mid \mathcal{F}_{t-1} \right]
\]

It remains to show that \(E \left[ \sqrt{x_{n'}} \mid \mathcal{F}_{t-1} \right] \leq q\) for every \(n'\) and a \(q < 1\). By applying the definition of \(x_{n'}\) and the movement equations and replacing the non-negative term \(c_1 \cdot r_{t}^{n'} \cdot (L_{t-1}^{n'} - X_{t-1}^{n'})\) with 0 in the first \(\leq\), we obtain

\[
x_{n'} = \frac{a \cdot V_{t-1}^{n'} + G_{t-1}^1 - X_{t-1}^{n'}}{a \cdot V_{t-1}^{n'} + N \cdot (G_{t-1}^{n'} - G_{t-1}^{n'}) + G_{t-1}^1 - X_t^{n'}}
\]

\[
\leq \frac{a \cdot V_{t-1}^{n'} + G_{t-1}^1 - X_{t-1}^{n'}}{a \cdot (\chi \cdot V_{t-1}^{n'} + c_2 \cdot s_t^{n'} \cdot (G_{t-1}^{n'} - X_{t-1}^{n'})) + G_{t-1}^1 - X_t^{n'}}
\]

\[
\cdots + N \cdot \max \{0, X_{t-1}^{n'} + \chi \cdot V_{t-1}^{n'} + c_2 \cdot s_t^{n'} \cdot (G_{t-1}^{n'} - X_{t-1}^{n'}) - G_{t-1}^1\}
\]

\[
\cdots + G_{t-1}^1 - X_{t-1}^{n'} - \chi \cdot V_{t-1}^{n'} - c_2 \cdot s_t^{n'} \cdot (G_{t-1}^{n'} - X_{t-1}^{n'})
\]

\[
= \frac{(a - 1) \cdot (\chi \cdot V_{t-1}^{n'} + c_2 \cdot s_t^{n'} \cdot (G_{t-1}^{n'} - X_{t-1}^{n'})) + G_{t-1}^1 - X_t^{n'}}{a \cdot V_{t-1}^{n'} + G_{t-1}^1 - X_{t-1}^{n'}}
\]

\[
\cdots + N \cdot \max \{0, X_{t-1}^{n'} + \chi \cdot V_{t-1}^{n'} + c_2 \cdot s_t^{n'} \cdot (G_{t-1}^{n'} - X_{t-1}^{n'}) - G_{t-1}^1\}
\]
There are two distinct cases. In the first case, the position of particle \( n' \) before its step is equal to the global attractor, in terms \( G_{t-1}^{n'} = X_{t-1}^{n'} \), which in particular implies that \( G_{t-1}^1 = X_{t-1}^{n'} \) since \( X_{t-1}^{n'} \leq G_{t-1}^1 \leq G_{t-1}^{n'} \). Then its move is deterministic and its new position will be the new global attractor. In this case, we obtain:

\[
E \left[ \sqrt{x_{n'}^t} \mid F_{t-1} \right] \leq \sqrt{\frac{a \cdot V_{t-1}^{n'}}{(a-1) \cdot \chi \cdot V_{t-1}^{n'}} + \frac{N \cdot \chi \cdot V_{t-1}^{n'}}{V_{t-1}^{n'}}} = \sqrt{\frac{a}{(a-1) \cdot \chi + N \cdot \chi'}}
\]

which is less than \( q \) if and only if \( a < (N-1) \cdot \frac{q^2}{1-\chi q^2} \).

The second case when \( G_{t-1}^1 > X_{t-1}^1 \) requires more exhaustive but still straight-forward calculations. The expression

\[
\sup_{\nu' > 0, g' > 0} \int_0^1 \sqrt{\frac{a \nu + d}{(a-1)(\nu + c_2 s g) + N \max[0, \nu + c_2 s g - g] + d}} \, ds
\]

needs to be bounded.

The calculation of the integral can be done explicitly and finding the values for \( \nu' \) and \( g' \) maximizing it for given \( a, \chi, c_2 \) and \( N \) using standard techniques from analysis is straight-forward. Obviously, the greater the number of particles is, the smaller is the value of the integral, so we calculate the minimal number of necessary particles ensuring that the integral is less than 1 for three common parameter choices obtained from the literature. For the choice of \( \chi = 0.72984, c_2 = 1.496172 \) recommended in [CK02, BK07], we choose \( a := 2.3543 \) and obtain for \( N = 2 \) an upper bound of \( q \leq 0.9812 \). For the choice \( \chi = 0.72984 \) and \( c_2 = 0.94879 \) ([CD01]), we require at least \( N = 3 \) particles and the choice of \( a := 5.1298 \) leads to \( q \leq 0.9964 \). Finally, for the choice \( \chi = 0.6, c_2 = 1.7 \) as proposed in ([Tre03]), for \( N = 3 \) and \( a := 2.5847 \) we obtain a value of \( q \leq 0.9693 \).

In Figure 4.5, we can see the borderlines between choices for \( c_2 \) and \( \chi \) that satisfy the conditions of Lemma 4.1 and those that do not. We will refer to the parameters that satisfy both Lemma 4.1 and the convergence requirements from Theorem 3.11 as “good” parameters. They are a counterpart to
the parameters satisfying the conditions of [LWII] from Section 3.5.1 in the previous chapter, which can be seen as “bad” parameters that allow stagnation on arbitrary search points with positive probability. However, there are still parameters that satisfy neither the conditions from Section 3.5.1 nor the conditions here, so they are neither good nor bad. From here on, we assume that the parameters are good.

Lemma 4.1 says that, given the parameters are good, a swarm that moves into the right direction can overcome every distance and increase its potential, no matter how small it was in the beginning. In other words: The equilibrium, when all attractors and particles are on the same point and every velocity is zero, is not stable because arbitrary small changes of an attractor, a position or a velocity can be sufficient to lead the swarm far away from this equilibrium, as long as there is a direction with decreasing value of the objective function. This is already sufficient to prove the main result of this section.

**Theorem 4.1.** If $D = 1$, then every accumulation point of the sequence of global attractors $G = (G_t^n)_{n=1,...,N; t \in \mathbb{N}}$ is a local minimum of $f$ almost surely.

**Proof.** Assume for contradiction, that there is an accumulation point $z \in \mathbb{R}$ such that (w. l. o. g.) $f$ is monotonically decreasing on $B_\tau (z) = (z - \tau, z + \tau)$ for some $\tau > 0$. Since $z$ is an accumulation point, for every $\varepsilon > 0$ $G$ is inside the
ε-neighbourhood \( B_\varepsilon(z) = (z - \varepsilon, z + \varepsilon) \) of \( z \) infinitely often. Figure 4.6 gives a visualization of the described situation. Note that \( G^n_t \) entering \([z, z + \tau]\) for any \( t \) and any \( n \) violates the assumption of \( z \) being an accumulation point. That is because the global attractor does not accept worsenings, so for any \( \varepsilon \) with \( \varepsilon < |z - G^n_t| \), \( B_\varepsilon(z) \) will not be entered by the global attractor anymore.

![Figure 4.6](image)

**Figure 4.6:** Objective function \( f \) monotonic on \( B_\varepsilon(z) \), global attractor in \( \varepsilon \)-neighbourhood of \( z \)

Now two cases need to be considered. The first case is that there is at least a second accumulation point (that might even be a local optimum). This second accumulation point must yield the same function value as \( z \) and can therefore not be inside \( B_\tau(z) \). Consequently, infinitely often, a particle has a distance of at least \( \tau \) between its local and its global attractor. From this situation, the probability for hitting \([z, z + \tau]\) within the next few steps is positive and the probability for never hitting \([z, z + \tau]\) would be 0. To prove this, it is sufficient to outline a sequence that moves the particle into \([z, z + \tau]\).

Several different situations could occur: There are essentially three possible orders of the particle, its local attractor and \( z \), depending on which of this three points is between the other two. Furthermore, the velocity could be close to 0 or large and it could point in two different directions. Since the calculations showing that hitting \([z, z + \tau]\) has a positive probability from each of the situations are straight-forward, we present them exemplary only. Consider the case where \( z \) is located between the particles position \( X^n_t \) and its local attractor \( L^n_t \) and has a velocity \( V^n_t \) with \( |V^n_t| \leq (c_1 \cdot |L^n_t - X^n_t| - |z - X^n_t| - \tau) / \chi \) pointing away from \( L^n_t \). Then, any choice of \( r^n_t \in I \) with

\[
I = \left[ \frac{|z - X^n_t| + \tau/4 - \chi \cdot |V^n_t|}{c_1 \cdot |L^n_t - X^n_t|}, \frac{|z - X^n_t| + 3/4 \cdot \tau - \chi \cdot |V^n_t|}{c_1 \cdot |L^n_t - X^n_t|} \right] \cap [0, 1]
\]

leads to \( X^n_{t+1} \in [z, z + \tau] \). Since

\[
|z - X^n_t| + \tau/4 - \chi \cdot |V^n_t| \leq |z - X^n_t| + \tau/4 \leq c_1 \cdot |L^n_t - X^n_t| - 3/4 \cdot \tau
\]
and
\[ |z - X^n_t| + 3/4 \cdot \tau - \chi \cdot |V^n_t| \geq c_1 \cdot |L^n_t - X^n_t| - \tau/4, \]
we have \(|I| \geq \min\{1, \frac{\tau}{4c_1 \cdot |L^n_t - X^n_t|}\}\). If \(|V^n_t|\) is larger than assumed above, we require at most two additional steps in order to decrease it sufficiently. Similar calculations for all the other cases show that there is indeed always a positive probability to hit \([z, z + \tau]\) within a constant number of iterations. Additionally, since \(|L^n_t - X^n_t|\) is stochastically bounded due to the choice of admissible objective functions, the probability can not converge to 0. It follows that the probability to never hit \([z, z + \tau]\) in case of a second accumulation point is 0.

If \(z\) is the only accumulation point, the attractors converge towards \(z\). As a consequence of the results in [JLY07a], this implies that the whole swarm converges to \(z\). That is the point were Lemma 4.1 becomes useful. Since \(f\) is monotonic on \(B_\tau(z)\), the local and the global attractor are always greater or equal to the current position of the particle. Therefore the velocities will with probability 1 all become positive after a finite number of iterations and stay positive. It follows that each particle will exceed its local attractor almost surely after a finite number of iterations. At that time, the swarm becomes positively running at least until the first particle surpasses a local minimum and therefore leaves \(B_\tau(z)\). With Lemma 4.1, this will happen after a finite number of iterations almost surely, a contradiction to the convergence of the swarm towards \(z\).

So, \(z\) is no accumulation point of \(G^n\). \(\square\)

Although this theorem does not state that the swarm converges at all, it is easy to derive a corollary about convergence from it by either only taking the sequence \(\langle f(G^n_t)\rangle_{t \in \mathbb{N}}\) into account or adding more restrictions to the set of admissible objective functions.

**Corollary 4.1.** If \(D = 1\), then \(f(G^n_t)\) converges towards the value of a local minimum. Particularly, if no two local minima have the same value, then \(G^n_t\) converges towards a local minimum. If the swarm converges towards a point \(z \in \mathbb{R}\), then \(z\) is a local minimum.

**Proof.** The first statement follows directly from Theorem 4.1. From Definition 4.1, it follows that the sequence of the global attractors over the time is bounded and therefore has at least one accumulation point. If there is more than one accumulation point, then \(f\) has the same value on each of them because \(f\) is continuous. Due to Theorem 4.1, every accumulation point is a local minimum, so if there are no two local minima with the same value,
then there is only one accumulation point that therefore is the limit of $G_t^n$. That proves the second statement. The third statement again is a direct consequence of Theorem 4.1 because convergence of the swarm implies convergence of $G_t^n$. 

### 4.1.2 Experimental Setup

In order to supplement the theoretical findings, we present a number of experimental results. Since the model of the PSO algorithm is formulated in terms of real numbers, standard double precision machine numbers turned out to be insufficient to capture all the interesting phenomena. If the number of iterations is large, certain values leave the range of double precision numbers and become either zero or infinity. For example, if the position of a particle has an absolute value which is, say, $10^{20}$ times larger than its velocity, then the sum of the old position and the new velocity exactly equals the old position and the particle does not move at all. In order to avoid such artifacts of machine numbers, an implementation based on the `mpf_t` data type of the GNU Multiple Precision Arithmetic Library ([mpfl4]) is used, which was developed as a part of [Raßl4]. Initially, the implementation starts with a precision of 2.000 binary digits and increases the precision when necessary. More precisely: On every addition and subtraction, a test whether the current precision needs to be increased is performed.

Most of the observed curves behave either exponentially decreasing or exponentially increasing, such that an arithmetic mean of several test runs would reflect more or less only the one test run which obtained the largest value. Therefore, whenever nothing else is stated, every presented data point stands for the geometric mean of 1.000 test runs. Note that the geometric mean of some data set $x_1, \ldots, x_k$ can be formulated as $2^{\overline{m}}$, where $\overline{m}$ is the arithmetic mean of $\log_2 x_1, \ldots, \log_2 x_k$. Therefore, it is a good measure for the average behavior of some process which decreases or increases exponentially.

Whenever in experiments we measure the potential via $\Phi_t$ as defined in Definition 3.9, we set the parameter $a$ to 1 as long as nothing else is stated.
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4.1.3 Experimental Results on the Potential gain

We examine the behavior of a 1-dimensional PSO with respect to the potential experimentally. If the swarm is close to a local optimum and there is no second local optimum within range, the attractors converge and it is well-known that with appropriate choices for the parameters of PSO, convergence of the attractors implies convergence of the whole swarm. Such parameter selection guidelines can be found, e.g., in [JLY07a].

On the other hand, if the swarm is far away from the next local optimum and the objective function is monotone on an area that is large compared to the current potential of the swarm, the preferred behavior of the swarm is to increase the potential and to move in the direction that yields the improvement until a local optimum is surpassed and the monotonicity of the function changes. As pointed out in Section 3.5.1, the authors of [LWII] show that there are non-trivial choices of parameters for which the swarm converges even on a monotone function. In particular, if \( N = 1 \), every parameter choice either allows convergence to an arbitrary point in the search space, or it generally prevents the one-particle-swarm from converging, even if the global attractor is already at the global optimum. Therefore, the minimum size of a swarm with optimizing behavior is \( N = 2 \).

In order to measure the increase of potential, the particle swarm algorithm is run on a monotone function to measure the course of the potential over time.

**Experiment 4.1.** We choose the 1-dimensional function \( f(x) = -x \) as objective function, wanting the swarm always “running down the hill.” Note that this choice is not a restriction, since the particles compare points only qualitatively and the behavior is exactly the same on any monotone decreasing function: The new attractors are the points with greater \( x \)-coordinate. Therefore, we use only one function in the experiment. The parameters for the movement equations are common choices obtained from the literature. The number of iterations is set to 2,000 iterations and the potential (measured as \( \Phi \) according to Definition 3.9 with \( a \) set to 1) is stored at every iteration.

The geometric means for different configurations of the swarm parameters \( N, \chi, c_1 \) and \( c_2 \) are presented in Figure 4.7.

As stated in the proof of Lemma 4.1, the increase of the potential of a running particle swarm is expected to be exponential in the number of steps the swarm makes. The cases (a), (c) and (e) are covered by the analysis and show
Figure 4.7: Course of potential during 2000 iterations for different parameter sets.
(a) $\chi = 0.72984$, $c_1 = c_2 = 1.49617$, $N = 2$ [CK02]
(b) $\chi = 0.72984$, $c_1 = 2.04355$, $c_2 = 0.94879$, $N = 2$ [CD01]
(c) $\chi = 0.72984$, $c_1 = 2.04355$, $c_2 = 0.94879$, $N = 3$ [CD01]
(d) $\chi = 0.6$, $c_1 = c_2 = 1.7$, $N = 2$ [Tre03]
(e) $\chi = 0.6$, $c_1 = c_2 = 1.7$, $N = 3$ [Tre03]

the expected behavior as an exponential increase of the potential. Cases (b) and (d) are not covered by the analysis, here the number of particles is below the bound that is proved to be sufficient. However, case (d) still works, even though the increase of the potential is much smaller than in the provably good cases (a), (c) and (e). Only in case (b) where only two particles are involved, we can see the potential decreasing exponentially because the number of particles is presumably too small. In this case, the swarm will eventually stop, i.e., stagnate. But we also see in case (c) that using one additional particle and not changing the remaining parameters enables the swarm to keep its motion.

In all cases, for the small swarm size of $N \geq 3$, the common parameter choices avoid the problem mentioned in [LWII].
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4.2 Proof of Linear Convergence Time

After having the proof that in the 1-dimensional case PSO finds the local optimum, it follows in particular convergence towards the global optimum if the objective function $f$ is unimodal. At that point, the question of the runtime arises.

In this section, a method for formally proving runtime results is introduced. This method is based on drift theory and will make use of Theorem 3.7, the multiplicative drift theorem for continuous search spaces we proposed in the previous chapter. In order to apply it, a measure $\Psi$ is needed that measures the progress of the particle swarm and the distance to the desired state of the swarm, i.e., the smaller $\Psi$ is, the closer is the swarm to the state when all particles stand on the optimum and all velocities are 0. The crucial part of the proposed technique is the proper choice of $\Psi$. The distance measure $\Psi$ must not only depend of the global attractor alone, because it will turn out that the swarm can encounter situations when the chance to improve the global attractor within the near future is very small. Therefore, the analysis needs to identify such barriers, i.e., situations which do not allow sufficient improvements of the global attractor, in the following called bad events, and to take into account the self-healing property of the particle swarm, i.e., its ability to recover from such bad events.

As a result, we obtain that the swarm converges linearly towards the optimum, where linear convergence rate means that the time for halving the distance to the limit is constant or equivalently, the number of digits, in which the current value and the limit agree, increases linearly over time.

For the rest of this section, we consider only 1-dimensional, unimodal functions. Since PSO is invariant under translations, we assume without loss of generality that the unique optimum is at 0.

4.2.1 Measuring the Distance to Optimality

In this section, we introduce the proposed distance measure for analyzing the runtime of the classical, 1-dimensional PSO and establish the necessary drift condition to apply Theorem 3.7.

The measure will be composed of two different kinds of components. There will be a so-called primary measure $\Psi_{(0)}$, measuring what is recognized as ac-
tual progress of the algorithm. The primary measure should be non-increasing and 0 if and only if the swarm has converged towards an optimal point. As it turns out, the natural candidates for a primary measure, namely $|G_1^t|$ and $f(G_1^t)$, are both bad choices. As for $|G_1^t|$, since $f$ is not assumed to be symmetric, we cannot assume that points closer to 0 are always better. The choice $f(G_1^t)$ does not yield the same weakness, i.e., it preserves the order between the points with respect of their quality, but the amount by which $f(G_1^t)$ decreases when the global attractor is updated depends too much on the unknown objective function $f$. So, the measure $f(G_1^t)$ is very hard to handle. These considerations show that measures in terms of the size of the area that yields an improvement, are better choices.

**Definition 4.4.** For a fixed search space $S$ and a point $x \in S$, $A(x)$ denotes the area inside $S$ of search points that are at least as good as $x$ with respect to the objective function $f$. In terms:

$$A(x) := \{y \in S \mid f(y) \leq f(x)\}.$$

A possible candidate for the primary measure $\Psi_0^t$ is $|A(G_1^t)|$, but for technical reasons, we measure not only the quality of the global attractor, but also the quality of every single local attractor. The exact choice of our primary measure will be stated in Definition 4.5 below.

However, for the primary measure alone, we cannot expect any drift condition to hold. In order to see this, consider, e.g., the following pathological situations: If the global attractor is already close to the optimum, but the squared potential of the swarm is orders of magnitudes higher than the remaining distance to the optimum, then the probability for an update of the global attractor is (arbitrarily) close to 0. Therefore, we cannot hope for the drift condition (3.11) of Theorem 3.7 with a constant $\delta > 0$ to hold. Another such pathological situation occurs when the swarm potential is much smaller than the difference between global attractor and optimum. In that situation, updates will happen frequently but the updated position will be very close to the original one, so the overall progress is still small.

In order to handle situations that prevent the swarm from improving its primary measure, additional measures called **secondary measures** $\Psi_1^t$ are used, measuring the badness of a configuration, where “bad” means that the particles are prevented from performing significant improvements of their primary measure. In order to prove linear convergence time, the first step is to find secondary measures $\Psi_1^t$ and events $B_1^t$, the bad events, with $B_1^t \cap B_1^j = \emptyset$ for $i \neq j$, such that the following conditions hold:
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1. The secondary measures do not worsen unboundedly, i.e., \( E[\sum_i \Psi_t^{(i)} \mid \mathcal{F}_t] \leq C \cdot (\Psi_t^{(0)} + \Psi_t^{(i)}) \) with a constant \( C > 0 \),

2. In the situation \( B_t^{(i)} \), the particle swarm can heal itself, i.e., \( E[\Psi_t^{(i)} \mid \mathcal{F}_t, B_t^{(i)}] \leq (1 - \delta_i) \cdot \Psi_t^{(i)} \) with a constant \( \delta_i > 0 \),

3. If \( B_t^{(i)} \) holds, the other secondary measures are much smaller than \( \Psi_t^{(i)} \), i.e., \( B_t^{(i)} \Rightarrow \forall j \neq i : \Psi_t^{(j)} \ll \Psi_t^{(i)} \),

4. If \( B_t^{(i)} \) holds, \( \Psi_t^{(i)} \) has at least a constant fraction of the primary measure \( \Psi_t^{(0)} \), i.e., \( B_t^{(i)} \Rightarrow \Psi_t^{(i)} \geq \Psi_t^{(0)}/d_i \),

5. If none of the bad events holds, the primary measure fulfills the drift condition, i.e., \( \bigcap_i \bar{B}_t^{(i)} \Rightarrow E[\Psi_t^{(0)} \mid \mathcal{F}_t, B_t^{(i)}] \leq (1 - \delta_0) \cdot \Psi_t^{(0)} \) with a constant \( \delta_0 > 0 \),

6. If none of the bad events holds, the primary measure has at least a constant fraction of every secondary measure, i.e., \( \bigcap_i \bar{B}_t^{(i)} \Rightarrow \forall i : \Psi_t^{(i)} \leq D_i \cdot \Psi_t^{(0)} \),

7. At the beginning, the secondary measures have a finite expectation, i.e., the particles are initialized such that \( E[\Psi_0^{(i)}] < \infty \),

8. A swarm converging towards the optimum implies that every secondary measure converges towards 0.

If we can find a set of secondary measures and corresponding bad events, such that the conditions mentioned above are satisfied, the actual optimality measure results as a weighted sum of the primary and all secondary measures and has the form

\[
\Psi_t := C_{\Psi} \cdot \Psi_t^{(0)} + \sum_i \Psi_t^{(i)}
\]

with some constant \( C_{\Psi} > 0 \) that emphasizes the influence of the primary measure. If at some time \( t \) the event \( B_t^{(i)} \) holds, 2. guarantees an expected decrease of \( \Psi_t^{(i)} \). At the same time, the other secondary measures might increase, but because of 1. their increase is bounded by a constant times their own value plus the value of the primary measure. Because of 3. and with \( C_{\Psi} \) sufficiently large, this value is insignificant compared to \( \Psi_t \), so the sum over
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all secondary measures still decreases. With 4 and the fact that $\Psi^{(0)}$ is non-increasing, it follows that the decrease of the secondary measures leads to a noticeable decrease of $\Psi_t$.

If at time $t$ no $B_t^{(i)}$ holds, 5. implies that the primary measure decreases by a constant factor. However, the secondary measures might be by at most a constant factor larger than $\Psi^{(0)}_t$ and they might increase by at most a constant factor. In order to avoid an increase of $\Psi$, the influence of the primary measure is strengthened by multiplying it with a constant $C$, sufficiently large to guarantee that the decrease of $C \Psi \cdot \Psi^{(0)}_t$ is noticeable larger than the largest possible increase of $\sum_i \Psi^{(i)}_t$.

Note that instead of the drift conditions in 2. and 5., weaker requirements are still sufficient, i.e., instead of insisting on an expected decrease within the next step, an expected decrease within a properly chosen, $\mathcal{F}_t$-measurable time $\sigma(t)$ is sufficient. Condition 7. is typically easy to verify and 8. follows from the others and is only stated as an additional hint when searching for a good set of secondary measures. But verifying 1.-6. requires more effort and a lot of technical calculations.

For the 1-dimensional setting, we specify the primary and secondary measures as follows:

**Definition 4.5 (Distance measure).** For some constant $C$ to be fixed later, the optimality measure $\Psi = (\Psi_0, \Psi_1, \ldots)$ is defined as

$$
\Psi_t := C \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_t)|} + \sum_{n=1}^{N} Y^n_t + \frac{|A(G^1_t)|}{\Phi^1_{t+1}},
$$

with

$$Y^n_t = \sqrt{|V^n_t|} + \sqrt{|G^n_t - X^n_t|}$$

and

$$\Phi^1_{t+1} = \sqrt{\sum_{n=1}^{N} \left( a \cdot |V^n_t| + |G^n_t - X^n_t| \right)}$$

as already defined in Definition 3.9. I.e., the primary measure is

$$\Psi^{(0)}_t := \sum_{n=1}^{N} \sqrt{|A(L^n_t)|}$$
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and the secondary measures are

\[ \Psi^{(1)}_t := \psi^H_t := \sum_{n=1}^{N} Y^n_t \]

and

\[ \Psi^{(2)}_t := \psi^L_t := \frac{|A(G^1_t)|}{\Phi^1_t}. \]

The associated bad events are

\[ B^{(1)}_t := B^H_t := \left\{ \sum_{n=1}^{N} Y^n_t \geq c_H \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_t)|} \right\} \]

and

\[ B^{(2)}_t := B^L_t := \left\{ \frac{|A(G^1_t)|}{\sum_{n=1}^{N} Y^n_t} \geq c_L \cdot \sum_{n=1}^{N} (Y^n_t + \sqrt{|A(L^n_t)|}) \right\} \]

with two constants \( c_H \) and \( c_L \) to be fixed later.

The occurring square roots have rather technical reasons. Informally, we think of \( B^H_t \) as the event that at time \( t \) the potential is too high, so the probability for improving the primary measure at all is small. Again due to technical reasons, \( \psi^H_t \) measures the potential in a different way than just \( \psi^1_{t+1} \). Similarly, \( B^L_t \) describes the event of a too small potential at time \( t \), so the updates cannot reduce the primary measure significantly. The parameters \( c_H \) and \( c_L \) quantify the “badness” of the respective situation and are used as control parameters in Definition 4.5, i.e., as will become clear soon, the larger \( c_H \) is chosen, the smaller will \( \psi^L_t \) be whenever \( B^H_t \) holds. Similarly, the larger \( c_L \) is chosen, the smaller will \( \psi^H_t \) be whenever \( B^L_t \) holds.

In the following section, we will verify that the optimality measure, as defined in Definition 4.5, indeed satisfies all the requirements and therefore is the tool of choice to prove the expected linear convergence time of the PSO algorithm.

For the rest of this chapter, we will use the convention to write \( \text{const} \) for a positive constant, depending only on the swarm parameters \( \chi, c_1, c_2 \) and \( N \) and sometimes on the potential parameter \( a \), where any two occurrences of \( \text{const} \) do not necessarily refer to the same constant. Additionally, if we want to emphasize the dependencies of a \( \text{const} \), we write, e.g., \( \text{const}(\chi, c_1, c_2) \).
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4.2.2 Lower Bounds for the Decrease of the Distance Measure

We need to examine the three measures $\Psi^H_t$, $\Psi^L_t$ and $\Psi^{(0)}_t$ in order to verify that they decrease sufficiently fast whenever the according event occurs and that they never increase too fast. While the general bounds on the increase of the according measures are in most cases intuitively clear, it is not obvious that, e.g., in case of a very high potential, $\Psi^H_t$ reduces sufficiently fast. Therefore, before we present the formal proofs, we perform experiments to illustrate that the stated measures are indeed a good choice and yield the desired behavior.

High Potential

The first case is that the swarm potential is too large, i.e., much larger than the areas that yield an improvement for either the global or the local attractor. In Section 3.5.2, a convergence analysis was presented, showing that under the assumption of constant and identical attractors, the potential of the swarm converges with linear convergence speed towards 0. To verify that this result is stable, i.e., that the potential still decreases sufficiently fast if the attractors are not constant but can move only inside an area which is small compared to the swarm potential, we perform an experiment to see how the swarm behaves when its attractors are very close to the optimum while the potential is comparatively high.

In order to study the behavior of a swarm with a too high potential, we choose two objective functions, namely Sphere, defined as

$$\text{Sphere}(x) = x^2,$$

and Sphere$^+$ ([LW12]), defined as

$$\text{Sphere}^+(x) = \begin{cases} \text{Sphere}(x), & \text{if } x \geq 0, \\ \infty, & \text{otherwise}. \end{cases}$$

The functions can be seen in Figure 4.8a and Figure 4.8b.

In case of Sphere, $A(z)$ is for every $z \in \mathbb{R}$ a symmetric interval around the optimum 0, while for the function Sphere$^+$, the optimum is at the upper bound of the interval $A(z)$ for every $z \in \mathbb{R}, z \geq 0$. 
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![Diagram](a) 1-dimensional function \( \text{Sphere} \).

![Diagram](b) 1-dimensional function \( \text{Sphere}^+ \).

**Figure 4.8:** The symmetric function \( \text{Sphere} \) and the asymmetric function \( \text{Sphere}^+ \).

**Experiment 4.2.** For each of the two objective functions, we use the swarm sizes \( N = 2 \) and \( N = 10 \). We initialize the velocities uniformly at random over \([-100, 100]\) and choose the particles’ starting positions from the interval \([-10^{-100}, 10^{-100}]\) in case of \( \text{Sphere} \) and \([0, 10^{-100}]\) in case of \( \text{Sphere}^+ \). I.e., the distance to the optimum is smaller than \( 10^{-100} \), while the velocities are of order 100 and therefore the potential is comparatively high. Figure 4.9 shows the obtained values for \( \Psi_t^H \). We can see that indeed the potential of the swarm increases with a speed neither depending much on the objective function nor on the number of particles. Since the updates of attractors are the only way the swarm reacts on the objective function, and since in the configuration with a too high potential attractor updates happen too seldom to have high influence on the swarm’s movement, the behavior is the same for both (and any other) objective functions.

Regarding the influence of the swarm size, the swarm with only two particles apparently decreases its potential slightly faster than the swarm with 10 particles. The reason for this is that the measure \( \Psi_t^H \) sums up all the potentials of the single particles and is therefore only a constant factor smaller than the maximum potential over all particles. Since the particles move (almost) independently of each other, \( \Psi_t^H \) behaves similar to the maximum of \( N \) independent random variables and therefore increases with \( N \) even if the distribution of the particles’ potentials itself remains unchanged.

Indeed, the analysis from Section 3.5.2 can be extended to cover the case where the attractors are not constant but can move not further than a distance that is small in comparison to the current potential. We formally prove
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![Graphs showing convergence](image)

(a) Particles processing SPHERE after being initialized with a too high potential.

(b) Particles processing SPHERE$^+$ after being initialized with a too high potential.

Figure 4.9: Particle swarm suffering from too high potential while processing 10-dimensional objective functions SPHERE and SPHERE$^+$ with $N = 2$ or $N = 10$ particles, initialized with 1 or D/2 dimensions with too high potential.

the observation from Experiment 4.2 in the following lemma, which verifies 1.-4. for $B_t^H$.

**Lemma 4.2.** There are constants $t_H \in \mathbb{N}$, $c'_H > 0$, $C_H > 0$, $\delta_H \in (0,1)$ and $\text{const}_H$, depending only on $c_1$, $c_2$, $\chi$ and $N$, such that for every $t_0 \in \mathbb{N}$, every $t_H \geq t_0 + t'_H$ and every $c_H > c'_H$, we have

$$E\left[\sum_{n=1}^{N} Y_{t_H}^{n} \mid F_{t_0}\right] \leq C_H \cdot \left(\sum_{n=1}^{N} Y_{t_0}^{n} + \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^{n})|}\right), \quad (4.2)$$

$$E\left[\sum_{n=1}^{N} Y_{t_H}^{n} \mid F_{t_0}, B_{t_0}^{H}\right] \leq (1 - \delta_H) \cdot \sum_{n=1}^{N} Y_{t_0}^{n}, \quad (4.3)$$

$B_{t_0}^{H}$ implies $|A(G_{t_0+1}^{1})|/\Phi_{t_0+1}^{1} \leq \text{const}_H \cdot \Psi_{t_0}/c_H, \quad (4.4)$

$B_{t_0}^{H}$ implies $\sum_{n=1}^{N} Y_{t_0}^{n} \geq \Psi_{t_0}/\left(1 + \frac{C_H + \text{const}_H}{c_H}\right). \quad (4.5)$

**Proof.** To shorten notation, we write $E_{t_0}[\circ]$ is $E[\circ \mid F_{t_0}]$, analogous $\text{Var}_{t_0}[\circ]$ and $\text{Cov}_{t_0}[\circ]$. In order to use the results from Section 3.5.2, we first concen-
4. **Convergence of 1-dimensional PSO**

Converge only on a single particle \( n \) and express \( E_{t_0}[Y^n_{t_0}] \) in terms of expectation and variance without absolute value inside:

\[
E_{t_0} \left[ \sqrt{|V^n_{t_H}|} + \sqrt{|G^1_{t_H} - X^n_{t_H}|} \right] \\
\leq \sqrt{E_{t_0}[|V^n_{t_H}|]} + \sqrt{E_{t_0}[|G^1_{t_H} - X^n_{t_H}|]} \\
\leq \sqrt{|E_{t_0}[V^n_{t_H}]|} + \sqrt{\text{Var}_{t_0}[V^n_{t_H}]} + \sqrt{|E_{t_0}[G^1_{t_H} - X^n_{t_H}]|} + \sqrt{\text{Var}_{t_0}[G^1_{t_H} - X^n_{t_H}]},
\]

(4.6)

where for the first inequality we applied Jensen’s inequality and the second inequality follows from

\[
E[|Z|] \leq E[Z - E[Z]] + |E[Z]| \\
\leq \sqrt{E[(Z - E[Z])^2]} + |E[Z]| = \sqrt{\text{Var}[Z]} + |E[Z]|,
\]

which follows from the triangle inequality and the generalized mean inequality.

It remains to bound the expectation and the variance of the velocity and the distance to the global attractor. The same task was done by Jiang et al. in [JLY07a] under the assumption of constant local and global attractors. In this situation here, the attractors are not constant but their movement is limited: The local attractor of particle \( n \) can not leave \( A(L^n) \) and the global attractor is as least as good as any local, so it will also stay inside every \( A(L^n) \). With this observation, we can modify the analysis from Section 3.5.2 as follows.

From the movement equations, we obtain for every \( t \in \mathbb{N} \).

\[
\begin{pmatrix}
X^n_{t+1} \\
X^n_{t_H}
\end{pmatrix} = \begin{pmatrix}
1 + \chi - \frac{c_1 + c_2}{2} \\
0
\end{pmatrix} \cdot \begin{pmatrix}
X^n_t \\
X^n_{t-1}
\end{pmatrix} + \begin{pmatrix}
c_1 \cdot r^n_t \cdot L^n_t + c_2 \cdot s^n_t \cdot G^n_t \\
0
\end{pmatrix}
\]

By iterating, we get

\[
\begin{pmatrix}
X^n_{t_H} \\
X^n_{t_H-1}
\end{pmatrix} = A^{t_H-t_0} \cdot \begin{pmatrix}
X^n_{t_0} \\
X^n_{t_0-1}
\end{pmatrix} + \sum_{t=0}^{t_H-t_0-1} A^t \cdot \begin{pmatrix}
c_1 \cdot r^n_{t_0+t} \cdot L^n_{t_0+t} + c_2 \cdot s^n_{t_0+t} \cdot G^n_{t_0+t} \\
0
\end{pmatrix}
\]
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and therefore
\[
\left\| \begin{pmatrix} E_{t_0} [X^n_{t_{th}}] \\ E_{t_0} [X^n_{t_{th}-1}] \end{pmatrix} \right\|_1 \\
= \left\| A^{t_{th}-t_0} \cdot \begin{pmatrix} X^n_{t_0} \\ X^n_{t_0-1} \end{pmatrix} + \frac{1}{2} \sum_{t=0}^{t_{th}-t_0-1} A^t \cdot \begin{pmatrix} E_{t_0} [c_1 \cdot L^n_{t_0+t} + c_2 \cdot G^n_{t_0+t}] \\ 0 \end{pmatrix} \right\|_1 \\
\leq \| Q \|_1 \cdot |\lambda_{\text{max}}|^{t_{th}-t_0} \cdot \| Q^{-1} \|_1 \left\| \begin{pmatrix} X^n_t \\ X^n_{t_0-1} \end{pmatrix} \right\|_1 \\
+ \frac{1}{2} \cdot \| Q \|_1 \cdot \frac{1}{1-|\lambda_{\text{max}}|} \cdot \| Q^{-1} \|_1 \cdot (c_1 + c_2) \cdot |A(L^n_{t_0})|,
\]

where \( Q \) is an invertible matrix such that \( A = Q \cdot D \cdot Q^{-1} \) for some diagonal matrix \( D \) and \( \lambda_{\text{max}} \) is an eigenvalue of \( A \) with largest absolute value. Note that the parameter guidelines for \( \chi, c_1 \) and \( c_2 \) suggested in [JLY07a] guarantee \( |\lambda_{\text{max}}| < 1 \). Since \( X^n_{t_{th}-1} = X^n_t - V^n_t \), we have
\[
|E_{t_0} [X^n_{t_{th}}]| + |E_{t_0} [V^n_{t_{th}}]| \\
\leq 2 \cdot (|E_{t_0} [X^n_{t_{th}}]| + |E_{t_0} [X^n_{t_{th}}] - V^n_{t_{th}}]|) \\
\leq \frac{1}{2} \cdot c(\chi, c_1, c_2) \cdot (|\lambda_{\text{max}}|^{t_{th}-t_0} \cdot (|X^n_{t_0}| + |X^n_{t_0} - V^n_{t_0}|) + |A(L^n_{t_0})|) \\
\leq c(\chi, c_1, c_2) \cdot (|\lambda_{\text{max}}|^{t_{th}-t_0} \cdot (|X^n_{t_0}| + |V^n_{t_0}|) + |A(L^n_{t_0})|) \tag{4.7}
\]

with a constant \( c(\chi, c_1, c_2) \), depending only on \( \chi, c_1 \) and \( c_2 \).

Analogous calculations show that also for the variance
\[
\sqrt{\text{Var}_{t_0} [X^n_{t_{th}}]} + \sqrt{\text{Var}_{t_0} [V^n_{t_{th}}]} \leq c'(\chi, c_1, c_2) \cdot (|\lambda_{\text{max}}'|^{t_{th}-t_0} \cdot (|X^n_{t_0}| + |V^n_{t_0}|) + |A(L^n_{t_0})|) \tag{4.8}
\]
holds for some \( \lambda_{\text{max}}' \) with \( |\lambda_{\text{max}}'| < 1 \) and some constant \( c'(\chi, c_1, c_2) \). This will turn out to yield a sufficient bound for the first square root in Equation (4.6).

Now, we are going to bound the expected difference between the position and the global attractor at time \( t_{th} \):
\[
|E_{t_0} [G^1_{t_{th}} - X^n_{t_{th}}]| \leq |A(L^n_{t_0})| + |E_{t_0} [X^n_{t_{th}}]| \\
\leq |A(L^n_{t_0})| + c(\chi, c_1, c_2) \cdot (|\lambda_{\text{max}}|^{t_{th}-t_0} \cdot (|X^n_{t_0}| + |V^n_{t_0}|) + |A(L^n_{t_0})|) \\
\leq c''(\chi, c_1, c_2) \cdot (|\lambda_{\text{max}}|^{t_{th}-t_0} \cdot (|X^n_{t_0}| + |V^n_{t_0}|) + |A(L^n_{t_0})|) \tag{4.9}
\]
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Finally, \( \text{Var}_{t_0}[G_{t_{iH}}^1 - X_{t_{iH}}^n] \) is bounded as follows with the Cauchy-Schwarz inequality in the second “≤”:

\[
\begin{align*}
\text{Var}_{t_0}[G_{t_{iH}}^1 - X_{t_{iH}}^n] & \leq \text{Var}_{t_0}[G_{t_{iH}}^1] + \text{Var}_{t_0}[X_{t_{iH}}^n] + 2 \cdot |\text{Cov}_{t_0}[G_{t_{iH}}^1, X_{t_{iH}}^n]| \\
& \leq \text{Var}_{t_0}[G_{t_{iH}}^1] + \text{Var}_{t_0}[X_{t_{iH}}^n] + 2 \cdot \sqrt{\text{Var}_{t_0}[G_{t_{iH}}^1]} \cdot \sqrt{\text{Var}_{t_0}[X_{t_{iH}}^n]} \\
& \leq |A(L_{t_0}^n)|^2 + \text{Var}_{t_0}[X_{t_{iH}}^n] + 2 \cdot |A(L_{t_0}^n)| \cdot \sqrt{\text{Var}_{t_0}[X_{t_{iH}}^n]} \\
& \leq |A(L_{t_0}^n)|^2 + (c'(x, c_1, c_2) \cdot |\lambda_{\max}^t|t_{iH} - t_0 \cdot (|X_{t_0}^n| + |V_{t_0}^n|) + |A(L_{t_0}^n)|)^2 \\
& + 2 \cdot |A(L_{t_0}^n)|^2 \cdot c'(x, c_1, c_2) \cdot (|\lambda_{\max}^{t_{iH} - t_0}|t_{iH} - t_0 \cdot (|X_{t_0}^n| + |V_{t_0}^n|) + |A(L_{t_0}^n)|) \\
& \leq c'''(x, c_1, c_2) \cdot (|\lambda_{\max}^{t_{iH} - t_0}|t_{iH} - t_0 \cdot (|X_{t_0}^n| + |V_{t_0}^n|) + |A(L_{t_0}^n)|)^2
\end{align*}
\]

(4.10)

With (4.7), (4.8), (4.9) and (4.10), we can bound the right side of (4.6) as follows:

\[
\begin{align*}
E_{t_0} \left[ \sqrt{|V_{t_{iH}}^n|} + \sqrt{|G_{t_{iH}+1}^1 - X_{t_{iH}}^n|} \right] & \leq (\sqrt{c} + c' + \sqrt{c'' + c'''}) \cdot \sqrt{\lambda_{t_{iH} - t_0} \cdot (|X_{t_0}^n| + |V_{t_0}^n|) + |A(L_{t_0}^n)|} \\
& \leq C_H \cdot \sqrt{\lambda_{t_{iH} - t_0} \cdot (|G_{t_0}^1 - X_{t_0}^n| + |G_{t_0}^1| + |V_{t_0}^n|) + |A(L_{t_0}^n)|} \\
& \leq C_H \cdot \sqrt{\lambda_{t_{iH} - t_0} \cdot (|G_{t_0}^1 - X_{t_0}^n| + |V_{t_0}^n|) + (1 + \lambda_{t_{iH} - t_0}) \cdot |A(L_{t_0}^n)|} \\
& \leq C_H \cdot \left( \lambda^{(t_{iH} - t_0)/2} \cdot Y_{t_0}^n + \sqrt{2 \cdot |A(L_{t_0}^n)|} \right)
\end{align*}
\]

where \( \lambda \) denotes \( \max(|\lambda_{\max}^t|, |\lambda_{\max}^t|) \). The statement (4.2) follows by summing up over all particles and setting \( C_H := C_H \cdot \sqrt{\lambda} \).

Since

\[
\sum_{n=1}^{N} Y_{t_0}^n \geq c_H \cdot \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|}
\]

is equivalent to

\[
\sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|} \leq 1/c_H \cdot \sum_{n=1}^{N} Y_{t_0}^n,
\]
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where const

\[ E_t \left[ \sum_{n=1}^{N} \sqrt{|V^n_{tn}|} + \sqrt{|G^n_{tn} - X^n_{tn}|} \right] \leq C_H \cdot \left( \lambda^{(t_H - t_0)/2} + \frac{1}{c_H} \right) \cdot \sum_{n=1}^{N} Y^n_{t_0} \leq (1 - \delta_H) \cdot \sum_{n=1}^{N} Y^n_{t_0} \]

with \( \delta_H := 1 - C_H \cdot \left( \lambda^{(t_H - t_0)/2} + \frac{1}{c_H} \right) \). If \( c_H \geq 4 \cdot C_H =: c_H' \) and \( t_H - t_0 \geq \lfloor 2 \cdot \log(4 \cdot C_H)/\log(1/\lambda) \rfloor =: t'_H \), then \( \delta_H \geq 1/2 \). That proves statement (4.3).

Additionally, from \( \sum_{n=1}^{N} Y^n_{t_0} \geq c_H \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_{t_0})|} \), it follows that

\[
|A(G^n_{t_0})|/\Phi^n_{t_0+1} = |A(G^n_{t_0+1})|/\sqrt{\sum_{n=1}^{N} (a \cdot |V^n_{t_0}| + |G^n_{t_0} - X^n_{t_0}|)}
\leq \sqrt{2 \cdot N \cdot \max\{a, 1\} \cdot |A(G^n_{t_0})|/\sum_{n=1}^{N} (\sqrt{|V^n_{t_0}| + \sqrt{|G^n_{t_0} - X^n_{t_0}|})
\leq \sqrt{2 \cdot N \cdot \max\{a, 1\} \cdot |A(G^n_{t_0})|/ \left( c_H \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_{t_0})|} \right)}
\leq \frac{\sqrt{2 \cdot \max\{a, 1\} \cdot |A(L^n_{t_0})|}}{c_H} \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_{t_0})|} \leq \text{const}_H \cdot \Psi_{t_0}/c_H,
\]

where \( \text{const}_H := \sqrt{2 \cdot \max\{a, 1\} \cdot |A(L^n_{t_0})|} \). That finishes the proof of statement (4.4).

Finally, we have that

\[
\Psi_{t_0} = C_\psi \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_{t_0})|} + \sum_{n=1}^{N} Y^n_{t_0} + \frac{|A(G^n_{t_0})|}{\Phi^n_{t_0+1}} \leq \frac{C_\psi}{c_H} \cdot \sum_{n=1}^{N} Y^n_{t_0} + \sum_{n=1}^{N} Y^n_{t_0} + \frac{\text{const}_H}{c_H} \cdot \sum_{n=1}^{N} Y^n_{t_0},
\]

i.e., \( \sum_{n=1}^{N} Y^n_{t_0} \geq \Psi_{t_0}/(1 + \frac{C_\psi + \text{const}_H}{c_H}) \). That finishes the proof of statement (4.5). \( \square \)
4. Convergence of 1-dimensional PSO

Low Potential

Our next goal is to examine the case when the potential is too small, such that updates of the attractors happen frequently but the movement and therefore the decrease of $|A(G^n_t)|$ is insignificant. This happens if every particle has velocity and distance to both attractors much smaller than the distance to the optimum, i.e., the whole swarm is gathered close to a non-optimal point. In Section 4.1.1, we have proved that this situation is not stable, i.e., the swarm enters a state in which every velocity points towards the optimum and every particle updates its local attractor in every step. We called this state running and we have shown that for an appropriate parameter choice, during this state the potential increases exponentially.

For different parameter sets, we have provided experimental evidence in Experiment 4.1 that even for a small number of particles, the swarm accelerates. Here, we repeat a similar experiment. But instead of comparing different parameter sets, we keep the standard parameters of this thesis ($\chi = 0.72984$, $c_1 = c_2 = 1.496172$) while the number of particles varies.

Experiment 4.3. We initialize the particles uniformly over $[-100, 100]$ and use the objective function $f(x) = -x$, which obviously has no local optimum and is therefore useful for simulating the situation of a local optimum which is far out of reach. Figure 4.10 shows the measured courses of the potentials for swarm sizes from $N = 2$ to $N = 10$. We can see that the potentials indeed increase exponentially. In contrast to the case of a high potential, the number of particles indeed matters. Figure 4.10 clearly shows that with a larger swarm size, the swarm charges potential faster and is therefore able to heal itself faster from encountering the bad event $B^L_t$.

By reusing the result of Section 4.1.1, we can formally show that in presence of a too small potential, the term $\Psi^L_t$ satisfies the desired condition, i.e., it decreases sufficiently fast. The following lemma verifies 1.-4. for $B^L_t$.

Lemma 4.3. There are constants $t'_L \in \mathbb{N}$, $c'_L > 0$, $C_L > 0$, $\delta_L \in (0, 1)$ and $\text{const}_L$, depending only on $c_1$, $c_2$, $\chi$ and $N$, such that there is for every $t_0 \in \mathbb{N}$
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**Figure 4.10:** Particle swarm suffering from too low potentials while processing the 1-dimensional objective function $f(x) = -x$ with swarm sizes between $N = 2$ and $N = 10$ particles.

a $\mathcal{F}_{t_0}$-measurable time $\sigma_L$ with $t_0 \leq \sigma_L \leq t_0 + t'_L$ almost surely, such that for every $c_L > c'_L$ and every $t_L \geq t_0$, the following statements are fulfilled.

$$
E \left[ \frac{|A(G^n_{t_k})|}{\Phi^1_{t_{k+1}}} \right]_{\mathcal{F}_{t_0}} \leq C^{t_L-t_0} \frac{|A(G^n_{t_{0+1}})|}{\Phi^1_{t_0}}, \quad (4.11)
$$

$$
E \left[ \frac{|A(G^{L}_{t_L})|}{\Phi^1_{\sigma_L}} \right]_{\mathcal{F}_{t_0}, B_L^t} \leq (1 - \delta_L) \frac{|A(G^{L}_{t_{0+1}})|}{\Phi^1_{t_{0+1}}}, \quad (4.12)
$$

$B_L^t$ implies $\sum_{n=1}^{N} Y^n_{t_0} \leq \text{const}_L \cdot \Psi_{t_0}/c_L, \quad (4.13)$

$B_L^t$ implies $\frac{|A(G^n_{t_{0+1}})|}{\Phi^1_{t_{0+1}}} \geq \frac{\Psi_{t_0}}{1 + \text{const}_L \cdot C_{\Psi}/c_L}. \quad (4.14)$

**Proof.** First, we establish the bound of the expected increase of $|A(G^n_{t_k})|/\Phi^1_{t_k}$ without any further knowledge in order to prove statement (4.11). Since $|A(G^n_{t_k})|$ is non-increasing over time, we only need to bound $E_{t_0}[1/\Phi^1_{t_{k+1}}]$. First, the focus lies only on a single step of just one particle of the swarm.
In order to simplify notation, we consider without loss of generality particle 1 as the one particle that is moved. The step of particle 1 can effect the contributions of the other particles, if it updates the global attractor and brings it closer to their positions. Therefore, a distinction between two cases is made: The first case is that the contribution of particle 1 to the potential is insignificant, so its step can only change the global attractor a little. In the second case, particle 1 has a high contribution to the swarm potential. In that case, its step might decrease the contributions of the other particles by an arbitrary amount, but its own contribution decreases only within certain bounds, therefore the whole swarm has a constant fraction of its potential left. Let \( t \in \mathbb{N} \) be an arbitrary point in time.

Case 1: The swarm potential is much larger than the potential of particle 1. More precisely:

\[
\sum_{n=1}^{N} |G^1_{t-1} - X^1_{t-1}| \geq 2 \cdot N \cdot (\chi \cdot |V^1_t| + c_1 \cdot |L^1_{t-1} - X^1_{t-1}| + (c_2 + 1) \cdot |G^1_{t-1} - X^1_{t-1}|).
\]

Since

\[
|G^1_{t-1} - X^1_{t-1}| \geq |G^1_{t-1} - X^1_{t-1}| - |G^1_{t-1} - G^1_{t-1}|
\geq |G^1_{t-1} - X^1_{t-1}| - |G^1_{t-1} - X^1_{t-1}|
\geq |G^1_{t-1} - X^1_{t-1}| - |G^1_{t-1} - X^1_{t-1}| - |X^1_{t-1} - X^1_{t-1}|
= |G^1_{t-1} - X^1_{t-1}| - |G^1_{t-1} - X^1_{t-1}| - |V^1_t|
\geq |G^1_{t-1} - X^1_{t-1}| - \chi \cdot |V^1_t| - c_1 \cdot |L^1_{t-1} - X^1_{t-1}|
- (c_2 + 1) \cdot |G^1_{t-1} - X^1_{t-1}|,
\]

we have

\[
\sum_{n=1}^{N} |G^1_{t-1} - X^n_{t-1}|
\geq \sum_{n=1}^{N} \left( |G^1_{t-1} - X^n_{t-1}| - \chi \cdot |V^1_{t-1}| - c_1 \cdot |L^1_{t-1} - X^1_{t-1}|
- (c_2 + 1) \cdot |G^1_{t-1} - X^1_{t-1}| \right).
\]
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\[
\frac{1}{2} \cdot \sum_{n=1}^{N} |G_{t-1}^n - X_{t-1}^n| + \frac{1}{2} \cdot \sum_{n=1}^{N} |G_{t-1}^n - X_{t-1}^n| - N \cdot \chi \cdot |V_{t-1}^1| \\
- N \cdot c_1 \cdot |L_{t-1}^1 - X_{t-1}^1| - N \cdot (c_2 + 1) \cdot |G_{t-1}^1 - X_{t-1}^1| \\
\geq \frac{1}{2} \cdot \sum_{n=1}^{N} |G_{t-1}^n - X_{t-1}^n|
\]

This observation leads to

\[
\Phi_t^1 = \sqrt{a|V_{t-1}^1| + |G_{t-1}^1 - X_{t-1}^1| + \sum_{n=2}^{N} (a|V_{t-1}^n| + |G_{t-1}^1 - X_{t-1}^n|)} \\
\geq \sqrt{\frac{1}{2}|G_{t-1}^1 - X_{t-1}^1| + \sum_{n=2}^{N} (a|V_{t-1}^n| + \frac{1}{2}|G_{t-1}^1 - X_{t-1}^n|)} \\
\geq \sqrt{\frac{1}{2} \cdot \sqrt{|G_{t-1}^1 - X_{t-1}^1| + \sum_{n=2}^{N} (a|V_{t-1}^n| + |G_{t-1}^1 - X_{t-1}^n|)}}.
\]

On the other hand, we have

\[
\Phi_t^1 = \sqrt{\sum_{n=1}^{N} a|V_{t-1}^n| + |G_{t-1}^1 - X_{t-1}^n|} \\
\leq \sqrt{a|V_{t-1}^1| + |G_{t-1}^1 - X_{t-1}^1| + \sum_{n=2}^{N} (a|V_{t-1}^n| + |G_{t-1}^1 - X_{t-1}^n|)} \\
\leq \sqrt{\left(1 + \frac{a}{2N\chi}\right)|G_{t-1}^1 - X_{t-1}^1| + \sum_{n=2}^{N} \left(a|V_{t-1}^n| + \frac{a}{2N\chi}|G_{t-1}^1 - X_{t-1}^n|\right)} \\
\leq \sqrt{\left(1 + \frac{a}{2N\chi}\right) \cdot \sqrt{|G_{t-1}^1 - X_{t-1}^1| + \sum_{n=2}^{N} (a|V_{t-1}^n| + |G_{t-1}^1 - X_{t-1}^n|)}}.
\]

It follows that

\[
\Phi_t^1 \geq \Phi_t^1 / \sqrt{2 \cdot (1 + a/(2 \cdot N \cdot \chi))}
\]

and therefore

\[
E_{t-1}[1/\Phi_t^1] \leq \sqrt{2 \cdot (1 + a/(2 \cdot N \cdot \chi))}/\Phi_t^1.
\]
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Case 2: Particle 1 contributes significantly to the swarm potential. More precisely:

\[ \sum_{n=1}^{N} |G_{t-1}^1 - X_{t-1}^n| < 2 \cdot N \cdot (\chi \cdot |V_{t-1}^1| + c_1 \cdot |L_{t-1}^1 - X_{t-1}^1| + (c_2 + 1) \cdot |G_{t-1}^1 - X_{t-1}^1|). \]

Since particle 1 might be able to bring the global attractor closer to the other particles, we cannot rely on their old distances to the global attractor as a lower bound for the swarm potential after the step of particle 1. However, the velocities of the remaining swarm members will stay the same. For the potential after the step of particle 1, that means

\[ \Phi_1^t = a|V_1^t| + |G_{t-1}^1 - X_1^t| + \sum_{n=2}^{N} \left( a|V_{t-1}^n| + |G_{t-1}^1 - X_{t-1}^n| \right) \]

\[ \geq a|V_1^t| + |G_{t-1}^1 - X_1^t| + \sum_{n=2}^{N} a|V_{t-1}^n|. \]

On the other hand, the portion of the potential that comes from the distances of the particles 2, \ldots, N to the global attractor, i.e., the part that can actually vanish is exactly the part that is bounded in terms of the contribution of particle 1 to the potential:

\[ \Phi_1^t = \sum_{n=1}^{N} a|V_{t-1}^n| + |G_{t-1}^1 - X_{t-1}^n| \]

\[ \leq 2 \cdot N \cdot \left( \chi \cdot |V_{t-1}^1| + c_1 \cdot |L_{t-1}^1 - X_{t-1}^1| + (c_2 + 1) \cdot |G_{t-1}^1 - X_{t-1}^1| \right) \]

\[ + a|V_{t-1}^1| + \sum_{n=2}^{N} a|V_{t-1}^n|. \]

By setting

\[ b_1 := 2 \cdot N \cdot (\chi \cdot |V_{t-1}^1| + c_1 \cdot |L_{t-1}^1 - X_{t-1}^1| + (c_2 + 1) \cdot |G_{t-1}^1 - X_{t-1}^1|) \]

\[ + a \cdot |V_{t-1}^1| + \sum_{n=2}^{N} a \cdot |V_{t-1}^n|, \]

\[ b_2 := a|V_{t-1}^1| + |G_{t-1}^1 - X_{t-1}^1|, \]

\[ c := \sum_{n=2}^{N} a|V_{t-1}^n|, \]
and with the generalized weighted mean inequality, we obtain

\[ E_{t-1}[\Phi_t^1/\Phi_t^1] \leq E_{t-1} \left[ \sqrt{\frac{2N(X_t|V_{t-1}^1| + c_1|L_{t-1}^1 - X_{t-1}^1| + (c_2 + 1)|G_{t-1}^1 - X_{t-1}^1|)}{a|V_t^1| + |G_{t-1}^1 - X_t^1| + \sum_{n=2}^N a|V_{t-1}^n|} \right. \\
\left. + \frac{a|V_{t-1}^1|}{a|V_t^1| + |G_{t-1}^1 - X_t^1| + \sum_{n=2}^N a|V_{t-1}^n|} \right] \]

\[ = E_{t-1} \left[ \sqrt{\frac{b_1 + a}{b_2 + a}} \right] \]

\[ \leq E_{t-1} \left[ w \cdot \sqrt{\frac{b_1}{b_2}} + (1 - w) \cdot \sqrt{\frac{a}{a}} \right] = w \cdot E_{t-1} \left[ \sqrt{\frac{b_1}{b_2}} \right] + (1 - w) \]

for \( w = \frac{b_1}{b_1 + a} \leq 1 \). Note that \( w \) is \( \mathcal{F}_{t-1} \)-measurable. The term \( E_{t-1}[\sqrt{b_1/b_2}] \) is bounded in the following way:

\[ E_{t-1} \left[ \sqrt{\frac{b_1}{b_2}} \right] = E_{t-1} \left[ \sqrt{\frac{2 \cdot N \cdot (X_t|V_{t-1}^1| + c_1|L_{t-1}^1 - X_{t-1}^1| + (c_2 + 1)|G_{t-1}^1 - X_{t-1}^1|)}{a|V_t^1| + |G_{t-1}^1 - X_t^1|} \right. \\
\left. + \frac{a|V_{t-1}^1|}{a|V_t^1| + |G_{t-1}^1 - X_t^1|} \right] \]

\[ \leq E_{t-1} \left[ \sqrt{\frac{2 \cdot N \cdot (X_t|V_{t-1}^1| + c_1|L_{t-1}^1 - X_{t-1}^1| + (c_2 + 1)|G_{t-1}^1 - X_{t-1}^1|)}{a|V_t^1|} \right. \\
\left. + \frac{a|V_{t-1}^1|}{a|V_t^1|} \right] \]

\[ = E_{t-1} \left[ \sqrt{\frac{2 \cdot N \cdot (X_t|V_{t-1}^1| + c_1|L_{t-1}^1 - X_{t-1}^1| + (c_2 + 1)|G_{t-1}^1 - X_{t-1}^1|)}{a|X_t| \cdot |V_{t-1}^1| + c_1 \cdot r_t^1 \cdot (L_{t-1}^1 - X_{t-1}^1) + c_2 \cdot s_t^1 \cdot (G_{t-1}^1 - X_{t-1}^1)} \right. \\
\left. + \frac{a|V_{t-1}^1|}{a|X_t| \cdot |V_{t-1}^1| + c_1 \cdot r_t^1 \cdot (L_{t-1}^1 - X_{t-1}^1) + c_2 \cdot s_t^1 \cdot (G_{t-1}^1 - X_{t-1}^1)} \right] \]
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\[
\leq \sqrt{4 \cdot N/a + 1/\chi} \cdot \mathbb{E}_{t-1}\left[ \sqrt{\frac{\chi \cdot |V_{t-1}^1| + c_1 \cdot |L_{t-1}^1 - X_{t-1}^1| + c_2 \cdot |G_{t-1}^1 - X_{t-1}^1|}{|\chi \cdot |V_{t-1}^1| + c_1 \cdot r_t^1 \cdot (L_{t-1}^1 - X_{t-1}^1) + c_2 \cdot s_t^1 \cdot (G_{t-1}^1 - X_{t-1}^1)|} \right].
\]

The remaining expectation leads to an expression of the form

\[
\int_0^1 \int_0^1 \sqrt{\frac{1}{|x + r \cdot y + s \cdot z|}} \, dr \, ds
\]

with \(|x|+|y|+|z| = 1\), which is, as straight-forward calculations show, bounded by some constant.

Both cases together show that on expectation the reciprocal of the swarm potential increases by at most a constant factor during a single step. Therefore, it also increases on expectation by at most a constant factor during a complete iteration. That finishes the proof of statement (4.11).

The next goal is to verify the improved bound for the case of a very small swarm potential. For simplicity, we use the notation

\[
E_L(\circ) := E_{t_0}\left[ \circ \mid |\mathcal{A}(G_{t_0}^1)|/\sum_{n=1}^{N} Y_{t_0}^n \geq c_L \cdot \sum_{n=1}^{N} \left( Y_{t_0}^n + \sqrt{\mathcal{A}(L_{t_0}^n)} \right) \right],
\]

\(P_L(\circ)\) is used analogously. Note that

\[
|\mathcal{A}(G_{t_0}^1)|/\sum_{n=1}^{N} Y_{t_0}^n \geq c_L \cdot \sum_{n=1}^{N} \left( Y_{t_0}^n + \sqrt{\mathcal{A}(L_{t_0}^n)} \right)
\]

implies

\[
|\mathcal{A}(G_{t_0}^1)|/\sum_{n=1}^{N} Y_{t_0}^n \geq c_L \cdot \sum_{n=1}^{N} Y_{t_0}^n
\]

and therefore

\[
|\mathcal{A}(G_{t_0}^1)| \geq c_L \cdot \left( \sum_{n=1}^{N} Y_{t_0}^n \right)^2 \geq c_L \cdot \sum_{n=1}^{N} \left( |V_{t_0}^n| + |G_{t_0}^1 - X_{t_0}^n| \right).
\]

In particular, for \(c_L > 1\), the condition implies that \(\text{sign}(G_{t_0}^1) = \text{sign}(X_{t_0}^n)\) for every particle \(n\). Without loss of generality, we can assume that for every \(n\)
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\(X_{t_0}^n < G_{t_0}^1 < 0\). First, we check that a large distance between a particle and its local attractor increases the particles' \(Y\)-value on expectation even within a single step. Consider the case of \(|L_{t_0}^{n_0} - X_{t_0}^{n_0}| > 9 \cdot N/c_1 \cdot |A(G_{t_0}^1)|/c_L\) for some particle \(n_0\). Then, we have

\[
E_L \left[ \frac{\Phi_{t_0+1}^L}{\Phi_{t_0+2}^L} \left| |L_{t_0}^n - X_{t_0}^n| \geq 9 \cdot N/c_1 \cdot |A(G_{t_0}^1)|/c_L \right| \right] 
\leq E_L \left[ \frac{\sqrt{2 \cdot N} \cdot \sum_{n=1}^N Y_{t_0}^n}{|Y_{t_0}^{n_0}|} \left| |L_{t_0}^n - X_{t_0}^n| \geq 9 \cdot N/c_1 \cdot |A(G_{t_0}^1)|/c_L \right| \right] 
\leq \sup_{s_{t_0}^{n_0} \in [0,1]} \left\{ \left( \sqrt{2 \cdot N} \cdot \sum_{n=1}^N Y_{t_0}^n \right) \cdot \frac{2}{(c_1 \cdot (L_{t_0}^{n_0} - X_{t_0}^{n_0}))} \cdot \frac{\sqrt{c_1 \cdot (L_{t_0}^{n_0} - X_{t_0}^{n_0})} + \chi \cdot |V_{t_0}^{n_0}|}{c_1 \cdot (L_{t_0}^{n_0} - X_{t_0}^{n_0})} \right. 
\leq \left( \sqrt{8 \cdot N} \cdot \sum_{n=1}^N Y_{t_0}^n \right) \cdot \frac{\sqrt{c_1 \cdot (L_{t_0}^{n_0} - X_{t_0}^{n_0})} + \chi \cdot \left( \sum_{n=1}^N Y_{t_0}^n \right)^2}{c_1 \cdot (L_{t_0}^{n_0} - X_{t_0}^{n_0})} 
\leq \left( \sqrt{8 \cdot N} \cdot \sqrt{\frac{|A(G_{t_0}^1)|}{c_L}} \right) \cdot \frac{\sqrt{c_1 \cdot (L_{t_0}^{n_0} - X_{t_0}^{n_0})} + \chi \cdot |A(G_{t_0}^1)|}{c_1 \cdot (L_{t_0}^{n_0} - X_{t_0}^{n_0})} 
\leq \left( \sqrt{8/9} \cdot \sqrt{c_1 \cdot (L_{t_0}^{n_0} - X_{t_0}^{n_0})} \right) \cdot \frac{\sqrt{c_1 \cdot (L_{t_0}^{n_0} - X_{t_0}^{n_0})} \cdot (1 + 1/(9 \cdot N))}{c_1 \cdot (L_{t_0}^{n_0} - X_{t_0}^{n_0})} 
= \sqrt{8/9} \cdot 1 + 1/(9 \cdot N) < 1,
\]

i.e., in this situation we can set \(\sigma_L := 1\). For the rest of the proof, we assume that \(|L_{t_0}^{n_0} - X_{t_0}^{n_0}| \leq 9 \cdot N/c_1 \cdot |A(G_{t_0}^1)|/c_L\). In particular, for a sufficiently large \(c_L\) this guarantees that the local attractors also have the same sign as the global
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attractor, i.e., without loss of generality, we can assume that $X_{t_0}^n < L_{t_0}^n < G_{t_0}^1 < 0$ for every $n$.

There are two essentially different cases, depending on the shape of the objective function $f$: Either, $\Lambda(G_{t_0}^1)$ has size about $2 \cdot |G_{t_0}^1|$, as it is the case when processing, e.g., objective function $\text{SPHERE}$. Or $|\Lambda(G_{t_0}^1)| \gg |G_{t_0}^1|$. In the first case, the particles have a large area on which the function is monotone to accelerate. In the second case, the monotone area might be too small for a decent acceleration of the particles, but after overcoming the optimum at $0$, the particles improve the global attractor significantly.

In the proof of Lemma 4.1 in Section 4.1.1, we have shown that on a monotone area the particles do actually accelerate, as soon as they have entered a and every $t$.

$$E_t[\Phi_t^n/\Phi_{t+1}^n | \mathcal{F}_t, \exists \varepsilon \in \{-1, 1\}, \forall n : \text{sign}(V_t^n) = \text{sign}(G_t^1 - X_t^n) = \varepsilon] \leq q < 1$$

holds, where $q$ depends only on $\chi$, $c_1$, $c_2$, $N$ and of the parameter $a$ of the potential and every $t \in \mathbb{N}$.

The state “running” describes the situation when on a monotone area the velocities all point towards the direction in which the function is falling. Note that under such circumstances, the monotonicity of $f$ implies that $\text{sign}(V_t^n) = \text{sign}(G_t^1 - X_t^n) = \text{sign}(L_t^n - X_t^n)$ for every particle $n$.

Since the improvements of $|\Lambda(G)|/\Phi$ start as soon as either the swarm gets running or it surpasses $0$, the strategy for the proof of statement (4.12) is to separate the expectation into two conditioned expectations, one that assumes that the swarm either started running or reached a positive position not later than at a certain iteration $t_0 + t'_0$ and one that assumes that the swarm did neither of both until time $t_0 + t'_0$. Let the stopping time $\tau$ be the first time $\geq t$ when at least one of the two events happens, namely when either the swarm is running or it reaches a position $> 0$. We have

$$E_L[|\Lambda(G_{\sigma_1}^1)|/\Phi_{\sigma_1+1}^1] = P_L(\tau \leq t_0 + t'_0) \cdot E_L[|\Lambda(G_{\sigma_1}^1)|/\Phi_{\sigma_1+1}^1 | \tau \leq t_0 + t'_0]$$
$$+ P_L(\tau > t_0 + t'_0) \cdot E_L[|\Lambda(G_{\sigma_1}^1)|/\Phi_{\sigma_1+1}^1 | \tau > t_0 + t'_0]$$
$$\leq E_L[|\Lambda(G_{\sigma_1}^1)|/\Phi_{\sigma_1+1}^1 | \tau \leq t_0 + t'_0]$$
$$+ P_L(\tau > t_0 + t'_0) \cdot E_L[|\Lambda(G_{\sigma_1}^1)|/\Phi_{\sigma_1+1}^1 | \tau > t_0 + t'_0]$$

(4.15)

In the following, we will bound each of the three remaining expressions, starting with $E_L[|\Lambda(G_{\sigma_1}^1)|/\Phi_{\sigma_1+1}^1 | \tau > t_0 + t'_0]$. 
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Since the expectation \( \mathbb{E}_{t_0} [A(G_1^1)] / \Phi_{t_0+1} \mid \tau > t_0 + t'_0 \) is conditioned, we cannot apply (4.11) for an upper bound. Instead, we prove a uniform bound on the future swarm potential. This is possible because in the current situation, no particle can bring the global attractor closer to a different particle, so each one can only damage its own contribution to the potential. The following calculations show that every iteration preserves at least a constant fraction of the swarm potential. The updated values of particle \( n \) are

\[
V_{t_0+1}^n = \chi \cdot V_{t_0}^n + c_1 \cdot r_{t_0+1}^n \cdot (L_{t_0}^n - X_{t_0}^n) + c_2 \cdot s_{t_0+1}^n \cdot (G_{t_0}^n - X_{t_0}^n),
\]

\[
X_{t_0+1}^n = X_{t_0}^n + \chi \cdot V_{t_0}^n + c_1 \cdot r_{t_0+1}^n \cdot (L_{t_0}^n - X_{t_0}^n) + c_2 \cdot s_{t_0+1}^n \cdot (G_{t_0}^n - X_{t_0}^n).
\]

If \( V_{t_0}^n \) is positive, it follows that

\[
a \cdot |V_{t_0+1}^n| + |G_{t_0+1}^1 - X_{t_0+1}^n| \geq a \cdot |V_{t_0+1}| \geq a \cdot \chi \cdot |V_{t_0}^n|
\]

and additionally

\[
a \cdot |V_{t_0+1}^n| + |G_{t_0+1}^1 - X_{t_0+1}^n| = a \cdot V_{t_0+1}^n + G_{t_0+1}^1 - X_{t_0+1}^n \geq \min\{a, 1\} \cdot (V_{t_0+1}^n + G_{t_0}^n - X_{t_0+1}^n)
\]

\[
= \min\{a, 1\} \cdot |G_{t_0}^n - X_{t_0}^n|.
\]

Since both bounds hold, any weighted mean of them is also a valid bound. It follows

\[
a \cdot |V_{t_0+1}^n| + |G_{t_0+1}^1 - X_{t_0+1}^n| \geq \frac{\min\{a, 1\} \cdot \chi}{\min\{a, 1\} + \chi} \cdot (a \cdot |V_{t_0}^n| + |G_{t_0}^n - X_{t_0}^n|).
\]

If on the other hand \( V_{t_0}^n \) is negative, two subcases need to be considered. If \(-\chi \cdot V_{t_0}^n \geq (c_1 + c_2) \cdot (G_{t_0}^n - X_{t_0}^n),\) we have

\[
-V_{t_0+1}^n \geq -\chi \cdot V_{t_0}^n - c_1 \cdot r_{t_0+1}^n \cdot (L_{t_0}^n - X_{t_0}^n) - c_2 \cdot s_{t_0+1}^n \cdot (G_{t_0}^n - X_{t_0}^n)
\]

\[
\geq -\chi \cdot V_{t_0}^n - (c_1 + c_2) \cdot (G_{t_0}^n - X_{t_0}^n) \geq 0,
\]

\[
G_{t_0+1}^1 - X_{t_0+1}^n \geq G_{t_0}^n - X_{t_0}^n - V_{t_0+1}^n.
\]

Consequently, for the contribution to the potential, we have

\[
a \cdot |V_{t_0+1}^n| + |G_{t_0+1}^1 - X_{t_0+1}^n| = -a \cdot V_{t_0+1}^n + G_{t_0+1}^1 - X_{t_0+1}^n
\]

\[
= -(a + 1) \cdot V_{t_0+1}^n + G_{t_0}^n - X_{t_0}^n
\]

\[
\geq -(a + 1) \cdot V_{t_0+1}^n + 1/2 \cdot (G_{t_0}^n - X_{t_0}^n) + 1/2 \cdot (V_{t_0+1}^n - \chi \cdot V_{t_0}^n)/(c_1 + c_2)
\]

\[
\geq 1/2 \cdot (G_{t_0}^n - X_{t_0}^n) - \chi/2 \cdot 1/(c_1 + c_2) \cdot V_{t_0}^n
\]

\[
\geq \chi/2 \cdot 1/(c_1 + c_2) \cdot \min\{1, 1/a\} \cdot (G_{t_0}^n - X_{t_0}^n - a \cdot V_{t_0}^n)
\]

\[
= \chi/2 \cdot 1/(c_1 + c_2) \cdot \min\{1, 1/a\} \cdot (a \cdot |V_{t_0}^n| + |G_{t_0}^1 - X_{t_0}^n|).
\]
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If \(-\chi \cdot V^n_{t_0} < (c_1 + c_2) \cdot (G^n_{t_0} - X^n_{t_0})\), we obtain

\[
\begin{align*}
\alpha \cdot |V^n_{t_0+1}| + |G^n_{t_0+1} - X^n_{t_0+1}| \\
\geq \min\{\alpha, 1\} \cdot (V^n_{t_0+1} + G^n_{t_0+1} - X^n_{t_0+1}) \\
= \min\{\alpha, 1\} \cdot (G^n_{t_0+1} - X^n_{t_0}) \\
\geq \min\{\alpha, 1\} \cdot (G^n_{t_0} - X^n_{t_0}) \\
\geq \min\{\alpha, 1\} \cdot \frac{\chi}{\chi + \alpha \cdot (c_1 + c_2)} (G^n_{t_0} - X^n_{t_0} - \alpha \cdot V^n_{t_0}) \\
= \min\{\alpha, 1\} \cdot \frac{\chi}{\chi + \alpha \cdot (c_1 + c_2)} (\alpha \cdot |V^n_{t_0}| + |G^n_{t_0} - X^n_{t_0}|).
\end{align*}
\]

Putting both cases together and building the minimum over all appearing constants leads to

\[
\Phi^1_{t_0+1} \geq \text{const} \cdot \Phi^1_{t_0},
\]

where const = const(\(\chi, c_1, c_2, \alpha\)). This implies

\[
E_L[1/\Phi^1_{\sigma_L+1} \mid \tau > t_0 + t'_0] \leq \text{const} t'_0 \cdot c_{L_\sigma L - t_0 - t'_0} \cdot 1/\Phi^1_{t_0+1}.
\]

Now, we are going to bound the next term of (4.15), namely

\[
E_L[A(G^1_{\sigma_L})/\Phi^1_{\sigma_L+1} \mid \tau \leq t_0 + t'_0].
\]

Since the condition

\[
\sqrt{|A(G^1_{t_0})|} \geq c_L \cdot \sum_{n=1}^{N} \left( \sqrt{|V^n_{t_0}| + \sqrt{G^n_{t_0} - X^n_{t_0}} \right)
\]

does not imply any lower bound on the number of iterations the swarm can keep running, we first restrict the considerations to the case when

\[
|V^n_{t_0}| + |G^n_{t_0} - X^n_{t_0}| + |L^n_{t_0} - X^n_{t_0}| \leq |G^n_{t_0}|/\sqrt{c_L}
\]

for every \(n\). Since

\[
|V^n_{t_0+1}| \leq \chi \cdot |V^n_{t_0}| + c_1 \cdot |L^n_{t_0} - X^n_{t_0}| + c_2 \cdot |G^n_{t_0} - X^n_{t_0}|,
\]

\[
|L^n_{t_0+1} - X^n_{t_0+1}| \leq |L^n_{t_0} - X^n_{t_0}| + |V^n_{t_0+1}|,
\]

\[
|G^n_{t_0+1} - X^n_{t_0+1}| \leq |G^n_{t_0} - X^n_{t_0}| + \sum_{n'=1}^{N} |V^{n'}_{t_0+1}|,
\]
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during one iteration \( \sum_{n=1}^{N} |V_{t_0}^n| + |L_{t_0}^n - X_{t_0}^n| + |G_{t_0}^1 - X_{t_0}^n| \) increases by at most a factor const that depends only on \( c_1, c_2, \chi \) and \( N \). Therefore, we have for every particle \( n \):

\[
|X_{t_0+t'_0}^n - G_{t_0}^1| \leq |G_{t_0}^1 - X_{t_0}^n| + \sum_{l=1}^{t'_0-1} |V_{t_0+l}^n| \leq |G_{t_0}^1| \cdot \left(1/\sqrt{c_L} + \sum_{i=1}^{t'_0-1} \text{const}^i/\sqrt{c_L}\right) < |G_{t_0}^1|
\]

for \( t'_0 \leq \frac{\log c_1}{\log \text{const}} \). This implies that the swarm will for \( t'_0 \leq \frac{\log c_1}{\log \text{const}} \) reach no positive position at time \( t_0 + t'_0 \) and therefore still be running.

In combination with the results from Lemma 4.1 of Section 4.1.1, this leads to

\[
\mathbb{E}_L[A(G_{t_0}^1)]/\Phi_{t_0+1}^1 \leq \text{const}^{t'_0} \cdot q_{\sigma_L-t_0-t'_0} \cdot |A(G_{t_0}^1)|/\Phi_{t_0+1}^1
\]

for \( t'_0 \leq \frac{\log c_1}{\log \text{const}} \).

It remains the case when

\[
|V_{t_0}^n| + |G_{t_0}^n - X_{t_0}^n| + |L_{t_0}^n - X_{t_0}^n| \geq |G_{t_0}^1|/\sqrt{c_L}
\]

for some \( n \). If that is the case, we cannot expect a large increase of \( \Phi \). Instead, we can expect a large decrease of \( |A(G)| \) since after the swarm stops running, \( |A(G)| \leq \text{const} \cdot |G_{t_0}^1| \) will hold. Note that

\[
|A(G_{t_0}^1)|/c_L \geq \sum_{n'=1}^{N} |V_{t_0}^{n'}| + |G_{t_0}^{n'} - X_{t_0}^{n'}| + |L_{t_0}^{n'} - X_{t_0}^{n'}|
\]

implies here

\[
|A(G_{t_0}^1)| \geq \sqrt{c_L} \cdot |G_{t_0}^1|.
\]

For our calculations regarding the decrease of \( |A(G_{t_0}^1)| \), we introduce a sequence of random variables \( (A_t')_{t \geq t_0} \), which has the constant value \( |A(G_{t_0}^1)| \) until the first particle surpasses the optimum at \( 0 \). From that point in time on, during each step of a particle \( A_t' \) decreases by a factor of \( q/C_L \), i.e., \( A_t' \) pays for the possible decrease of \( \Phi \) and additionally it decreases by a factor of \( q \). For the formal analysis, \( A_t' \) is defined in the following way:

\[
A_{t_0}' := |A(G_{t_0}^1)|
\]

\[
A_{t+1}' := \begin{cases} A_t', & \text{if } \forall s, t_0 \leq s \leq t, \forall n : \text{sign}(X_s^n) = \text{sign}(X_{t_0}^1), \\ A_t' \cdot (q/C_L)^N, & \text{otherwise.} \end{cases}
\]
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Similar to the previous case, we have

\[ E_L[A'_t / \Phi^{1}_{st+1} | \tau \leq t_0 + t'_0] \leq \text{const} \cdot q^{\sigma_{t_0-t_0-t'_0}} \cdot |A(G^{1}_{t_0})|/\Phi^{1}_{t_0+1}. \]

Now, we have to show that

\[ |A(G^{1}_{t_0+t})| \leq A'_t \]

for every \( t \leq \text{const}(\chi, c_1, c_2, N) \cdot \log c_L \). Let \( t_0 + \tau_0 \) denote the first time when some particle surpasses \( \tau \). For \( t < \tau_0 \), \( |A(G^{1}_{t_0+t})| \leq A'_t \) follows directly from the definition of \( A' \). For \( t \geq \tau_0 \), let \( n_0 \) be the first particle that overcame the optimum at \( t = \tau_0 \). We have

\[ |A(G^{n}_{t_0+t+1})| \leq |A(G^{n}_{t_0+\tau_0+1})| \leq |X^{n}_{t_0+\tau_0} - X^{n}_{t_0+\tau_0-1}| = |V^{n}_{t_0+\tau_0}|. \]  

(4.16)

As a bound for the velocity when overcoming \( \tau \), we have

\[ |V^{n}_{t_0+\tau_0}| \leq \chi \cdot |X^{n}_{t_0+\tau_0-1} - X^{n}_{t_0+\tau_0-2}| + c_1 \cdot (L^{n}_{t_0+\tau_0-1} - X^{n}_{t_0+\tau_0-1}) \]

\[ + c_2 \cdot (G^{n}_{t_0+\tau_0-1} - X^{n}_{t_0+\tau_0-1}). \]  

(4.17)

Before the time \( t_0 + \tau_0 \), the largest possible distance between the position of some particle \( n \) and \( \tau \) is bounded from above by

\[ |X^{n}_{t_0}| + \sum_{t=0}^{\infty} \chi^t \cdot |V^{n}_{t_0}| \leq |G^{1}_{t_0}| + |X^{n}_{t_0} - G^{1}_{t_0}| + 1/(1 - \chi) \cdot |V^{n}_{t_0}| \]

\[ \leq |G^{1}_{t_0}| + 1/(1 - \chi) \cdot |A(G^{1}_{t_0})|/c_L \]

\[ \leq \text{const} \cdot |A(G^{1}_{t_0})|/\sqrt{c_L}. \]

for \( c_L > 1 \). Therefore, we have for every \( n \leq N \) and every \( s \leq \tau_0 \)

\[ |X^{n}_{t_0+s}| \leq \text{const} \cdot |A(G^{1}_{t_0})|/\sqrt{c_L}. \]

Since the global and local attractors are also former positions of some particles, this, together with (4.16) and (4.17), implies

\[ |A(G^{1}_{t_0+t})| \leq \text{const} \cdot |A(G^{1}_{t_0})|/\sqrt{c_L}. \]

From the definition of \( A' \), it follows that

\[ A'_t \geq |A(G^{1}_{t_0})| \cdot (q/C_L)^{N_t}. \]
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For 
\[ t \leq \log(\sqrt{c_L}/\text{const})/(N \cdot \log(C_L/q)) = \text{const} \cdot \log(c_L) \]
and the choice 
\[ \sigma_L := t_0 + \text{const} \cdot \log(c_L), \]
it follows that 
\[
|A(G_{t_0+t}^1)| \leq \text{const} \cdot |A(G_{t_0}^1)|/\sqrt{c_L} \\
\leq \text{const} \cdot A'_{t_0+t} \cdot (C_L/q)^{N \cdot t}/\sqrt{c_L} \\
\leq A'_{t_0+t}.
\]

Therefore, we obtain
\[
E_L[|A(G_{\sigma_L}^1)/\Phi_{\sigma_L+1}^{1} | \mid \tau \leq t_0 + t'_0] \leq E_L[A'_{\sigma_L}/\Phi_{\sigma_L+1}^{1} | \mid \tau \leq t_0 + t'_0] \\
\leq \text{const} t'_0 \cdot q^{t_0-t_0-t'_0} \cdot |A(G_{t_0}^1)|/\Phi_{t_0+1}^{1}.
\]

Finally, we examine the last term of (4.15), namely the probability for the swarm to become running or overcoming 0 until time $t_0 + t'_0$. Once a particle has a velocity pointing towards the optimum, it will not change its sign before passing it. So, if the swarm is neither running at time $t_0 + t'_0$ nor has jumped over 0, there is at least one particle $n$ with a velocity pointing away from 0. For this particle and every $0 < t < t'_0$, we have

\[
|V_{t_0+t+1}^n| \leq x \cdot |V_{t_0+t}^n| - c_1 \cdot r_{t_0+t+1}^n \cdot |L_{t_0+t}^n - X_{t_0+t}^n| \\
- c_2 \cdot s_{t_0+t+1}^n \cdot |L_{t_0+t}^n - X_{t_0+t}^n| \\
\leq |V_{t_0+t+1}^n| \leq c_1 \cdot r_{t_0+t+1}^n \cdot (L_{t_0+1}^n - X_{t_0+1}^n) \\
\leq |V_{t_0+t+1}^n| \leq c_1 \cdot r_{t_0+t+1}^n \cdot x \cdot |V_{t_0}^n|.
\]

It follows that
\[
|V_{t_0+t'_0}^n| \leq x^{t'_0} \cdot |V_{t_0}^n| - c_1 \cdot x \cdot |V_{t_0}^n| \cdot \sum_{t=1}^{t'_0-1} x^{t'_0-t-1} \cdot r_{t_0+t+1}^n
\]
and therefore for every $t$
\[
r_{t_0+t+1}^n \leq \frac{x^t}{c_1}.
\]

Since the $r_{t_0+t+1}^n$ are independent, we have
\[
P_L(\tau > t_0 + t'_0) \leq N \cdot \prod_{t=1}^{t'_0-1} \frac{x^t}{c_1} = N \cdot \frac{x^{(t'_0)^2/2}}{(\sqrt{x} \cdot c_1)^{t'_0}}.
\]
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Putting things together, we obtain

\[
E_L[|A(G_{t_0}^1)|/\Phi_{t_0}^n] \leq E_L[|A(G_{t_0}^1)|/\Phi_{t_0}^n | \tau \leq t_0 + t_0'] \\
+ P_L(\tau > t_0 + t_0') E_L[|A(G_{t_0}^1)|/\Phi_{t_0}^n | \tau > t_0 + t_0'] \\
\leq \text{const} t_0' \cdot q^{\sigma_L-t_0-t_0'} \cdot \frac{|A(G_{t_0}^1)|}{\Phi_{t_0+1}^1} + \frac{\chi(t_0')^{2/2}}{(\sqrt{X} \cdot c_1)^{t_0'}} \cdot \text{const} t_0' \cdot \frac{|A(G_{t_0}^1)|}{\Phi_{t_0+1}^1}
\]

for every \( t_0' \leq \frac{\log c_L}{\log \text{const}} \). To finish the proof of statement (4.12), we first choose

\[ t_0' \text{ sufficiently large, such that } \frac{\chi(t_0')^{2/2}}{(\sqrt{X} \cdot c_1)^{t_0'}} \cdot \text{const} t_0' < 1/3. \]

Then, we choose \( \sigma_L \) sufficiently large to obtain \( \text{const} t_0' \cdot q^{\sigma_L-t_0-t_0'} < 1/3 \). The value \( t' \) is set accordingly. Finally, we choose \( c_L \) sufficiently large to guarantee \( t_0' \leq \frac{\log c_L}{\log \text{const}} \). Note that all the choices only depend on the fixed parameters of the swarm, i.e., on \( \chi, c_1, c_2, N, a \) and \( q \) which itself depends only on the other swarm parameters. With the choice of \( \delta_L := 1/3 \), the proof of statement (4.12) is finished.

From \( \frac{|A(G_{t_0}^1)|}{\sum_{n=1}^{N} Y_{t_0}^n} \geq c_L \cdot \sum_{n=1}^{N} (Y_{t_0}^n + \sqrt{|A(L_{t_0}^n)|}) \), it follows that

\[
\sum_{n=1}^{N} Y_{t_0}^n \leq \frac{|A(G_{t_0}^1)|}{c_L \cdot \sum_{n=1}^{N} Y_{t_0}^n} = \frac{|A(G_{t_0}^1)|}{c_L \cdot \sum_{n=1}^{N} (|V_{t_0}^n| + |G_{t_0}^1 - X_{t_0}^n|)} \leq \frac{|A(G_{t_0}^1)|}{c_L \cdot \sqrt{\sum_{n=1}^{N} (|V_{t_0}^n| + |G_{t_0}^1 - X_{t_0}^n|)}} \leq \frac{\max\{\sqrt{a}, 1\} \cdot |A(G_{t_0}^1)|}{c_L \cdot \Phi_{t+1}^1} \leq \max\{\sqrt{a}, 1\} \cdot \Psi_{t_0}/c_L.
\]

That proves statement (4.13).
Finally, \[
\frac{|A(G_{t_0})|}{\sum_{n=1}^{N} Y^n_{t_0}} \geq c_L \cdot \sum_{n=1}^{N} (Y^n_{t_0} + \sqrt{|A(L^n_{t_0})|}) \] implies
\[
\Psi_{t_0} = C_{\Psi} \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_{t_0})|} + \sum_{n=1}^{N} Y^n_{t_0} + \frac{|A(G^1_{t_0})|}{\Phi^1_{t_0+1}} 
\leq \frac{(C_{\Psi} + 1) \cdot |A(G^1_{t_0})|}{\sum_{n=1}^{N} Y^n_{t_0}} + \frac{|A(G^1_{t_0})|}{\Phi^1_{t_0+1}} + \frac{|A(G^1_{t_0})|}{\Phi^1_{t_0+1}} 
\leq \max\{\sqrt{a}, 1\} \cdot (C_{\Psi} + 1) \cdot \frac{|A(G^1_{t_0})|}{\Phi^1_{t_0+1}}.
\]

That finishes the proof of statement (4.14).

\[\square\]

The Right Amount of Potential

The next step is to analyze the primary measure \(\Psi^{(0)}_t\). The goal is to show that when the potential is neither too high nor too low, the primary measure indeed decreases on expectation by a factor of \(1 - \delta_R\). This is not surprising and it can be clearly seen in experiments.

**Experiment 4.4.** We measure \(\Psi^{(0)}_t\) for \(N = 10\) particles processing the objective functions \textsc{Sphere} and \textsc{Sphere}+ after being initialized with positions chosen randomly from \([-100, 100]\) for \textsc{Sphere} and from \([0, 100]\) for \textsc{Sphere}+ and with swarm sizes \(N = 2\) and \(N = 10\). The results can be seen in Figure 4.11. Indeed, the primary measure decreases exponentially over time. Similar to the case of a too high potential, we can see that in case of the larger swarm size \(\Psi^{(0)}_t\) decreases slightly slower.

While the claimed decrease of \(\Psi^{(0)}_t\) is intuitively clear since it only says that the swarm indeed optimizes if it is not in a condition that prevents it from optimizing, the formal proof turns out to yield some peculiarities and a number of case distinctions is necessary.

Before we can verify 5. and 6., we state a rather technical lemma that shows how a particle swarm with an appropriate potential level can hit its goal. Its
4. Convergence of 1-dimensional PSO

(a) Particles processing objective function \textsc{Sphere}  
(b) Particles processing objective function \textsc{Sphere}^+  

Figure 4.11: Primary measure of a particle swarm processing the 1-dimensional objective functions \textsc{Sphere} and \textsc{Sphere}^+ with swarm sizes \(N = 2\) and \(N = 10\).

proof consists of the explicit construction of sets of sequences of steps, that have a sufficiently high probability and bring the particles into the area that is substantially better than the current attractors.

Lemma 4.4. Let \(A = [a, b]\) be an interval containing 0, i.e., \(a \leq 0 \leq b\). Define

\[
\Delta_L := \frac{1}{\chi} \max \left\{ \frac{2(\chi+1)}{\chi(c_1+1)}, \frac{4\chi+2c_2-2}{\chi(c_2-1)} \right\}.
\]

Assuming that

\[
\Delta_L \cdot \sup_{x \in A(G^n_t)} \text{dist}(x, A) \leq |V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t| \leq \Delta_H \cdot |A|
\]

for some \(\Delta_H > 0\), the probability for particle \(n\) to hit \(A\) within the next 3 steps is bounded from below by a constant \(\text{const}(\Delta_H, c_1, c_2, \chi)\).

Proof. We divide the proof into three parts, depending on the number of steps necessary to hit \(A\). First, we cover configurations that allow the swarm to hit \(A\) within a single step, even with some less restrictive bounds for \(|V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t|:\)

Claim 4.1. Given that

- \(|V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t| \leq \frac{5}{3} \cdot (3 \cdot \max(c_1, c_2) + 1) \cdot \Delta_H + 1) \cdot |A|,\)
Due to symmetry reasons, we can without loss of generality assume that the probability for particle $\chi$ can actually be reached by particle $\chi$ due to unimodality of the objective function, the position of a particle can never be strictly between its local and the global attractor, i.e., for $\chi \geq t$ the highest point reachable by particle $\chi$ is the interval $\chi \leq \chi \leq (\chi + c_1 - 1)/2$ or $\chi \geq \chi \geq (\chi + c_2 - 1)/2$.

**Proof.** Due to symmetry reasons, we can without loss of generality assume that $\chi \leq 0$ and $-(L^n - X^n_\chi) - c_2 \leq (G^n - X^n_\chi) \leq \chi \cdot V^n_\chi \leq (a - X^n_\chi) + |\chi|/2$ or $\chi \geq 0$ and $-(L^n - X^n_\chi) - c_2 \leq (G^n - X^n_\chi) \geq \chi \cdot V^n_\chi \geq (b - X^n_\chi) - |\chi|/2$, the probability for particle $\chi$ hitting $\chi$ within the next step is bounded from below by a constant $\chi\leq \chi\leq t$.

Therefore, all that remains to do is to find a sufficiently large $I$. Note that due to to unimodality of the objective function, the position of a particle can never be strictly between its local and the global attractor, i.e., for $\chi \leq 0$, the signs of $L^n - X^n_\chi$ and $G^n - X^n_\chi$ are both non-negative. Therefore, the area that can actually be reached by particle $\chi$ within its next step is

$$R := [X^n_\chi + \chi \cdot V^n_\chi, X^n_\chi + \chi \cdot V^n_\chi + c_1 \cdot (L^n - X^n_\chi) + c_2 \cdot (G^n - X^n_\chi)],$$

so we need to bound $|R \cap \chi|$. First, we consider the case $V^n_\chi < 0$. In that case, the highest point reachable by particle $\chi$ is the interval

$$X^n_\chi + \chi \cdot V^n_\chi + c_1 \cdot (L^n - X^n_\chi) + c_2 \cdot (G^n - X^n_\chi)$$

$$= G^n_\chi + \chi \cdot V^n_\chi + c_1 \cdot (L^n - X^n_\chi) + (c_2 - 1) \cdot (G^n - X^n_\chi)$$

$$\geq G^n_\chi + \chi \cdot V^n_\chi + c_1 \cdot (L^n - X^n_\chi) + (c_2 - 1) \cdot (G^n - X^n_\chi) \geq 0$$

by assumption.
4. Convergence of 1-dimensional PSO

\[ G_t^n + x \cdot \min \left\{ \frac{c_1 - 1}{X + 1}, \frac{c_2 - 1}{2 \cdot X + c_2 - 1} \right\} \cdot |V_t^n| + x \cdot \frac{c_1 - 1}{X + 1} \cdot (L_t^n - X_t^n) \]

\[ \geq G_t^n + x \cdot \min \left\{ \frac{c_1 - 1}{X + 1}, \frac{c_2 - 1}{2 \cdot X + c_2 - 1} \right\} \cdot (G_t^n - X_t^n) \]

\[ \geq G_t^n + x \cdot \min \left\{ \frac{c_1 - 1}{X + 1}, \frac{c_2 - 1}{2 \cdot X + c_2 - 1} \right\} \cdot (|V_t^n| + (L_t^n - X_t^n) + (G_t^n - X_t^n)) \]

\[ \geq G_t^n + \text{dist}(G_t^n, A) + x/2 \cdot \min \left\{ \frac{c_1 - 1}{X + 1}, \frac{c_2 - 1}{2 \cdot X + c_2 - 1} \right\} \cdot ((L_t^n - X_t^n) + (G_t^n - X_t^n)) \]

\[ = a + x/2 \cdot \min \left\{ \frac{c_1 - 1}{X + 1}, \frac{c_2 - 1}{2 \cdot X + c_2 - 1} \right\} \cdot ((L_t^n - X_t^n) + (G_t^n - X_t^n)). \]

This results in

\[ A^* := \left[ a, a + \frac{x}{2} \cdot \min \left\{ \frac{c_1 - 1}{X + 1}, \frac{c_2 - 1}{2 \cdot X + c_2 - 1} \right\} \cdot ((L_t^n - X_t^n) + (G_t^n - X_t^n)) \right] \]

\[ \cap [a, b]. \]

Note that \( A^* \subseteq R \cap A. \) Since

\[ |A^*| = \min \left\{ |A|, \frac{x}{2} \cdot \min \left\{ \frac{c_1 - 1}{X + 1}, \frac{c_2 - 1}{2 \cdot X + c_2 - 1} \right\} \cdot (L_t^n + G_t^n - 2X_t^n) \right\}, \]

(4.18) implies that particle \( n \) hits \( A \) with probability at least

\[ P_t(X_t^{n+1} \in A^*) \geq \frac{|A^*|^2}{2 \cdot (c_1 \cdot (L_t^n - X_t^n) + c_2 \cdot (G_t^n - X_t^n))^2} \]

\[ \geq \min \left\{ \frac{|A|^2}{2 \cdot (c_1 \cdot (L_t^n - X_t^n) + c_2 \cdot (G_t^n - X_t^n))^2}, \right. \]

\[ \frac{(x/2 \cdot \min\left\{ \frac{c_1 - 1}{X + 1}, \frac{c_2 - 1}{2 \cdot X + c_2 - 1} \right\} \cdot ((L_t^n - X_t^n) + (G_t^n - X_t^n))]}{2 \cdot (c_1 \cdot (L_t^n - X_t^n) + c_2 \cdot (G_t^n - X_t^n))^2} \right\} \]

\[ \geq \min \left\{ \frac{1}{\text{const}(d_H, c_1, c_2, X)}, \frac{(x/2 \cdot \min\left\{ \frac{c_1 - 1}{X + 1}, \frac{c_2 - 1}{2 \cdot X + c_2 - 1} \right\})^2}{2 \cdot (c_1 + c_2)^2} \right\} \].
That finishes the case $V_t^n < 0$. Next, we examine the case $V_t^n \geq 0$. We have

$$|R \cap A| = ||\max\{a, X_t^n + \chi \cdot V_t^n\},$$

$$\min\{X_t^n + \chi \cdot V_t^n + c_1 \cdot (L_t^n - X_t^n) + c_2 \cdot (G_t^n - X_t^n), b\}||$$

$$\geq \min(|A|, |A|/2, X_t^n + \chi \cdot V_t^n + c_1 \cdot (L_t^n - X_t^n) + c_2 \cdot (G_t^n - X_t^n) - a, c_1 \cdot (L_t^n - X_t^n) + c_2 \cdot (G_t^n - X_t^n)).$$

Since

$$X_t^n + \chi \cdot V_t^n + c_1 \cdot (L_t^n - X_t^n) + c_2 \cdot (G_t^n - X_t^n)$$

$$= G_t^n + \chi \cdot V_t^n + c_1 \cdot (L_t^n - X_t^n) + (c_2 - 1) \cdot (G_t^n - X_t^n)$$

$$\geq G_t^n + \min\{\chi, c_1, (c_2 - 1)\} \cdot (V_t^n + (L_t^n - X_t^n) + (G_t^n - X_t^n))$$

$$\geq G_t^n + \min\{\chi, c_1, (c_2 - 1)\} \cdot (1/2 \cdot \max \left\{ 2 / (\chi + 1), 4 / \chi \cdot (c_1 - 1), 2 \cdot \max \{2 / \chi, 2 / c_1, 2 / (c_2 - 1)\} - \text{dist}(G_t^n, A) + 1/2 \cdot (V_t^n + (L_t^n - X_t^n) + (G_t^n - X_t^n)) \right\})$$

it follows that

$$|R \cap A| \geq \min(|A|, |A|/2, \min\{\chi, c_1, (c_2 - 1)\} / 2 \cdot ((L_t^n - X_t^n) + (G_t^n - X_t^n)), c_1 \cdot (L_t^n - X_t^n) + c_2 \cdot (G_t^n - X_t^n)).$$

and therefore, again using (4.18) and ignoring the first and the last term inside the minimum since the second, respectively the third, is clearly smaller, we obtain

$$P_t(X_{t+1}^n \in A) \geq \frac{\min(|A|/2, \min\{\chi, c_1, (c_2 - 1)\} \cdot 1/2 \cdot \ldots}{2 \cdot (c_1 \cdot (L_t^n - X_t^n) + \ldots \cdot ((L_t^n - X_t^n) + (G_t^n - X_t^n)))^2 \cdot \ldots + c_2 \cdot (G_t^n - X_t^n))^2}$$

$$= \min \left\{ \frac{|A|/2}{2 \cdot (c_1 \cdot (L_t^n - X_t^n) + c_2 \cdot (G_t^n - X_t^n))^2}, \frac{\min\{\chi, c_1, (c_2 - 1)\} \cdot 1/2 \cdot ((L_t^n - X_t^n) + (G_t^n - X_t^n))^2}{2 \cdot (c_1 \cdot (L_t^n - X_t^n) + c_2 \cdot (G_t^n - X_t^n))^2} \right\}.$$
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\[
\geq \min \left\{ \frac{1/4}{\left( \frac{10}{3} \cdot ((3 \cdot \max(c_1, c_2) + 1) \cdot d_H + 1) \cdot \max(c_1, c_2))^2 \right)}, \frac{(\min(\chi, c_1, (c_2 - 1))))^2}{4 \cdot (c_1 + c_2)^2} \right\}
\]

=: \text{const}(d_H, c_1, c_2, \chi).

This finishes the proof of the claim. \(\square\)

Next, we consider the case of a velocity with large absolute value and pointing away from \(A\). As it will turn out, with a constant probability the distances to the attractors will within one step increase sufficiently to yield a configuration satisfying the requirements of Claim 4.1.

**Claim 4.2.** Given that

- \(|V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t| \leq (3 \cdot \max(c_1, c_2) + 1) \cdot d_H \cdot |A|,

- \(|V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t| \geq \max \left\{ \frac{2 \cdot (\chi + 1)}{\chi \cdot (c_1 - 1)}, \frac{4 \cdot \chi + 2 \cdot c_2 - 2}{\chi \cdot (c_2 - 1)} \right\} \cdot \sup_{x \in A(G^n_t)} \text{dist}(x, A) \) and

- \(X^n_t \leq 0 \) and \(- (L^n_t - X^n_t) - \frac{c_2 - 1}{2} \cdot (G^n_t - X^n_t) \geq \chi \cdot V^n_t \) or \(X^n_t \geq 0 \) and \(- (L^n_t - X^n_t) - \frac{c_2 - 1}{2} \cdot (G^n_t - X^n_t) \leq \chi \cdot V^n_t ,

the probability for particle \(n\) hitting \(A\) within the next 2 steps is bounded from below by a constant \(\text{const}(d_H, c_1, c_2, \chi)\).

**Proof.** Due to symmetry reasons, we can without loss of generality assume that \(X^n_t \leq 0\) and \(- (L^n_t - X^n_t) - \frac{c_2 - 1}{2} \cdot (G^n_t - X^n_t) \geq \chi \cdot V^n_t\). With probability \((c_2 - 1)/(18 \cdot c_1 \cdot c_2)\), the random values \(r^n_{t+1}\) and \(s^n_{t+1}\) satisfy \(r^n_{t+1} \leq 1/(3 \cdot c_1)\) and \(s^n_{t+1} \leq (c_2 - 1)/(6 \cdot c_2)\). Every such choice leads to

\[
|V^n_{t+1}| \geq \chi \cdot |V^n_t| - |c_1 \cdot r^n_{t+1} \cdot (L^n_t - X^n_t) + c_2 \cdot s^n_{t+1} \cdot (G^n_t - X^n_t)| \\
\geq \chi \cdot |V^n_t| + (L^n_t - X^n_t)/3 + (c_2 - 1)/6 \cdot (G^n_t - X^n_t) \\
\geq \min(\chi, 1/3, (c_2 - 1)/6) \cdot (|V^n_t| + (L^n_t - X^n_t) + (G^n_t - X^n_t)) \\
\geq \max \left\{ \frac{2 \cdot (\chi + 1)}{\chi \cdot (c_1 - 1)}, \frac{4 \cdot \chi + 2 \cdot c_2 - 2}{\chi \cdot (c_2 - 1)} \right\} \cdot \sup_{x \in A(G^n_t)} \text{dist}(x, A),
\]
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i.e., a configuration that satisfies the second condition of Claim 4.1. Additionally, since $0 \in A$ and $X^n_t < 0$ implies $L^n_{t+1} \geq X^n_t$, for every such choice of $r^n_{t+1}$ and $s^n_t$, it follows that $X^n_t \leq 0$, $V^n_t \leq 0$ and

$$-(L^n_{t+1} - X^n_{t+1}) - \frac{c_2 - 1}{2} \cdot (G^n_{t+1} - X^n_{t+1}) \leq -(L^n_{t+1} - X^n_{t+1}) \leq -(X^n_t - X^n_{t+1}) = V^n_t \leq X \cdot V^n_{t+1},$$

which is sufficient for the third precondition of Claim 4.1. To finish the proof of the claim, it only remains to verify the first condition. From $L^n_{t+1} = L^n_t$ and

$$|G^n_{t+1} - X^n_{t+1}| \leq |G^n_{t+1} - G^n_{t-1}| + |G^n_t - X^n_t| + |X^n_t - X^n_{t+1}|$$

$$\leq |A| \cdot (G^n_t) + |G^n_t - X^n_t| + |V^n_{t+1}|$$

$$\leq |A| + 2 \cdot \sup_{x \in A(G^n_t)} \text{dist}(x, A) + |G^n_t - X^n_t| + |V^n_{t+1}|$$

$$\leq |A| + 2 \cdot \frac{\min\{X, 1/3, (c_2 - 1)/6\}}{\max\{2/(X + 1), 4X + 2 - 2c_2, X(c_2 - 1)\}} \cdot (|V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t|)$$

$$+ |G^n_t - X^n_t| + |V^n_{t+1}|$$

$$\leq |A| + 2 \cdot |V^n_t| + 2 \cdot |G^n_t - X^n_t| + 2 \cdot |L^n_t - X^n_t| + |V^n_{t+1}|,$$
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All that remains is the case of a velocity pointing towards 0 and (possibly) too high to hit \( \mathcal{A} \) directly. In that case, either the particle still hits \( \mathcal{A} \) or it jumps over \( \mathcal{A} \), resulting in the configuration of either Claim 4.1 or Claim 4.2.

**Claim 4.3.** Given that

- \(|V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t| \leq d_H \cdot |\mathcal{A}|\),

- \(|V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t| \geq \max \left\{ \frac{2(\chi(t) + 4 \chi(t) - 2)}{\chi(c_1-1), \chi(c_2-1)} \right\}
  \cdot \sup_{x \in A(G^n_{t+1})} \text{dist}(x, \mathcal{A}) \),

- \( X^n_t \leq 0 \) and \( \chi \cdot V^n_t \leq (\alpha - X^n_t) + |\mathcal{A}|/2 \) or

- \( X^n_t \geq 0 \) and \( \chi \cdot V^n_t \geq (\beta - X^n_t) - |\mathcal{A}|/2 \),

the probability for particle \( n \) hitting \( \mathcal{A} \) within the next 3 steps is bounded from below by a constant \( \text{const}(d_H, c_1, c_2, \chi) \).

**Proof.** Due to symmetry reasons, we can without loss of generality assume that \( X^n_{t+1} \leq 0 \) and \( \chi \cdot V^n_t \geq (\alpha - X^n_t) + |\mathcal{A}|/2 \geq 0 \), implying \( X^n_{t+1} \geq \alpha \). With probability \( c_1^{-1} \cdot c_2^{-1} \), the random values \( r^n_t \) and \( s^n_t \) satisfy \( r^n_t \geq 1/c_1 \) and \( s^n_t \geq 1/c_2 \). Every such choice leads to

\[
|V^n_{t+1}| + |G^n_{t+1} - X^n_{t+1}| + |L^n_{t+1} - X^n_{t+1}| \geq V^n_{t+1}
\]

\[
\geq \chi \cdot V^n_t + (G^n_t - X^n_t) + (L^n_t - X^n_t)
\]

\[
\geq \chi \cdot (V^n_t + (G^n_t - X^n_t) + (L^n_t - X^n_t))
\]

\[
\geq \max \left\{ \frac{2(\chi(t) + 4 \chi(t) - 2)}{\chi(c_1-1), \chi(c_2-1)} \right\}
  \cdot \sup_{x \in A(G^n_{t+1})} \text{dist}(x, \mathcal{A})
\]

i.e., the second conditions of each, Claim 4.1 and Claim 4.2, are satisfied. As for the upper bound of the potential after the next step, note that both attractors are not further away from \( X^n_t \) than their old positions. Consequently, we have

\[
|V^n_{t+1}| + |G^n_{t+1} - X^n_{t+1}| + |L^n_{t+1} - X^n_{t+1}|
\]

\[
\leq |V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t|
\]

\[
\leq 3 \cdot |V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t|
\]

\[
\leq 3 \cdot \chi \cdot |V^n_t| + (3 \cdot c_1 + 1) \cdot |G^n_t - X^n_t| + (3 \cdot c_2 + 1) \cdot |L^n_t - X^n_t|
\]

\[
\leq (3 \cdot \max(c_1, c_2) + 1) \cdot (|V^n_t| + |G^n_t - X^n_t| + |L^n_t - X^n_t|)
\]

\[
\leq (3 \cdot \max(c_1, c_2) + 1) \cdot d_H \cdot |\mathcal{A}|.
\]
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Altogether, for $r^n_t \geq 1/c_1$ and $s^n_t \geq 1/c_2$, only one of two things can happen. Either $X_{t+1} \in A$, then the proof is finished. Or $X_{t+1} > b \geq 0$ and $V_{t+1} > 0$. In that case, depending on the exact value of $V_{t+1}$, the configuration satisfies the conditions of either Claim 4.1 or Claim 4.2. The results of these two claims finish the proof.

```

Since every configuration satisfying the conditions of the Lemma also satisfies the conditions of one of the three claims, the proof of the lemma is finished.
```

Now that the technical prerequisites are prepared, it is time to verify 5. and 6. by applying Lemma 4.4 for a certain interval $A$ and verifying that the situation of $B_{t'_0}^R \cap B_{t_0}^L$ guarantees that the conditions for Lemma 4.4 are fulfilled.

**Lemma 4.5.** There are constants $t'_R \in \mathbb{N}$ such that for every $t_0 \in \mathbb{N}$, every $t_R \geq t_0 + t'_R$ and every $c_L, c_H > 0$, there is a constant $\delta_R \in (0, 1)$, depending only on $c_L, c_H, c_1, c_2, \chi$ and $N$, such that

$$E \left[ \sum_{n=1}^{N} \sqrt{\left| A(L^n_{t_R}) \right|} \bigg| \mathcal{F}_{t_0}, \mathcal{B}^H, \mathcal{B}^L \right] \leq (1 - \delta_R) \cdot \sum_{n=1}^{N} \sqrt{\left| A(L^n_{t_0}) \right|}. \quad (4.19)$$

Furthermore, $\mathcal{B}^H$ and $\mathcal{B}^L$ together imply that

$$|A(G_{t_0}^1)|/\Phi_{t_0+1} \leq \sqrt{N} \cdot (2 \cdot c_L + 1) \cdot \sum_{n=1}^{N} \sqrt{\left| A(L^n_{t_0}) \right|}, \quad (4.20)$$

$$\sum_{n=1}^{N} \sqrt{\left| A(L^n_{t_0}) \right|} \geq \Psi_{t_0}/(C_{\Psi} + c_H + \sqrt{N} \cdot (2 \cdot c_L + 1)). \quad (4.21)$$

**Proof.** For simplicity, we use the following notation:

$$E_R[\circ] := E \left[ \circ \bigg| \mathcal{F}_t, \mathcal{B}^H, \mathcal{B}^L \right],$$

analogous $P_R(\circ)$. Since $|A(L^n_t)|$ is non-decreasing in $t$, all needed to do is to prove that with constant probability $p_0$, the largest of the $|A(L^n_{t_0})|$ decreases
by at least a constant factor of $1 - \delta_0$ with $\delta_0 \in (0, 1)$ within $t'_R$ steps. From there, it follows that

$$E_R \left[ \sum_{n=1}^{N} \sqrt{|A(L^n_{t'_R})|} \right] \leq \sum_{n=1}^{N} \sqrt{|A(L^n_{t'_0})|} - p_0 \cdot (1 - \sqrt{1 - \delta_0}) \cdot \max_n \sqrt{|A(L^n_{t'_0})|}$$

$$\leq (1 - p_0 \cdot (1 - \sqrt{1 - \delta_0})/N) \cdot \sum_{n=1}^{N} |A(L^n_{t'_0})|. $$

Since there are many substantially different configurations of the particles and the attractors, a lot of cases need to be considered. We divide the proof into two parts.

First, we consider the case when at least some local attractors are much worse than the global attractor, i.e.,

$$|A(G^1_{t'_0})| < 1/(2 \cdot N) \sum_{n=1}^{N} |A(L^n_{t'_0})|. $$

Let $n_0$ be in $\text{argmax}\{|A(L^n_{t'_0})| \mid n \leq N\}$. It follows that $|A(G^1_{t'_0})| < |A(L^n_{t'_0})|/2$. The goal is to prove that with a constant probability, particle $n_0$ can halve its $|A(L^n_{t'_0})|$ within a constant number of steps. Let $A^*$ be the interval of size $|A(L^n_{t'_0})|/2$, such that $|A(z)| \leq |A(L^n_{t'_0})|/2$ for every $z \in A^*$, i.e., $A^*$ consists of the better half of $|A(L^n_{t'_0})|$. Since $|A(G^1_{t'_0})| < |A(L^n_{t'_0})|/2$, we have $A(G^1_{t'_0}) \subset A^*$ and therefore $A(G^1_{t'_0}) \subset A^*$, which leads to $\sup_{x \in A(G^1_{t'_0})} \text{dist}(x, A^*) = 0$ and no lower bound on the potential is needed to apply Lemma 4.4. As an upper bound, we obtain

$$|V^n_{t'_0}| + |G^n_{t'_0} - X^n_{t'_0}| + |L^n_{t'_0} - X^n_{t'_0}| \leq |V^n_{t'_0}| + |G^n_{t'_0} - G^1_{t'_0}| + |G^1_{t'_0} - X^n_{t'_0}| + |L^n_{t'_0} - G^1_{t'_0}| + |G^1_{t'_0} - X^n_{t'_0}| \leq 2 \cdot (|V^n_{t'_0}| + |G^1_{t'_0} - X^n_{t'_0}|) + 2 \cdot |A(L^n_{t'_0})| \leq 2 \cdot (\sqrt{|V^n_{t'_0}|} + \sqrt{|G^1_{t'_0} - X^n_{t'_0}|})^2 + 2 \cdot |A(L^n_{t'_0})| \leq 2 \cdot (c_H + 1) \cdot |A(L^n_{t'_0})| = 4 \cdot (c_H + 1) \cdot |A^*|. $$

With Lemma 4.4, we obtain a lower bound of $\text{const}(c_H, c_1, c_2, \chi)$ for hitting $A^*$ within the following $t'_R := 3$ steps. That finishes the first case.

In the second case, we consider the situation when

$$|A(G^1_{t'_0})| \geq 1/(2 \cdot N) \sum_{n=1}^{N} |A(L^n_{t'_0})|. $$
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In that situation, it will turn out that the particles improve the global attractor, such that $|A(G)|$ decreases by at least a constant factor. This implies that also $\sum_{n=1}^{N} \sqrt{|A(L^n)|}$ decreases by a constant factor. While the upper bound on the potential implies a constant probability for improving the attractors at all, an additional lower bound on the potential is necessary to ensure that the improvement is significant. If $\sum_{n=1}^{N} Y_{t_0}^n \leq \sqrt{N \cdot |A(G_{t_0}^1)|}$, it follows that

$$\frac{|A(G_{t_0}^1)|}{\sum_{n=1}^{N} Y_{t_0}^n} \leq c_L \cdot \left( \sum_{n=1}^{N} (Y_{t_0}^n + \sqrt{|A(L_{t_0}^n)|}) \right) \leq c_L \cdot (\sqrt{N} + \sqrt{2 \cdot N}) \cdot \sqrt{|A(G_{t_0}^1)|}$$

and therefore

$$\sum_{n=1}^{N} (Y_{t_0}^n)^2 \geq \frac{1}{N} \cdot \left( \sum_{n=1}^{N} Y_{t_0}^n \right)^2 \geq \frac{|A(G_{t_0}^1)|}{c_L^2 \cdot (1 + \sqrt{2})^2 \cdot N^2}.$$

Altogether, it follows that there is at least one particle $n$ with

$$|V_{t_0}^n| + |G_{t_0}^1 - X_{t_0}^n| \geq (Y_{t_0}^n)^2 \geq \frac{1}{N} \cdot \sum_{n=1}^{N} (Y_{t_0}^n)^2 \geq \frac{|A(G_{t_0}^1)|}{\max\{1, c_L^2 \cdot (1 + \sqrt{2})^2 \cdot N^2\}}.$$

Let $n_0$ be the first particle with

$$|V_{t_0}^{n_0}| + |G_{t_0}^1 - X_{t_0}^{n_0}| + |L_{t_0}^{n_0} - X_{t_0}^{n_0}| \geq \frac{|A(G_{t_0}^1)|}{\max\{N^2, c_L^2 \cdot (1 + \sqrt{2})^2 \cdot N^2, 2(c_1 + c_2)\}}.$$

Before examining the possible improvements made by particle $n_0$, we need to check by which amount its potential could be decreased during the steps of the first $n_0 - 1$ particles. Imagine that particle $n_0$ has a local attractor equal to its current position and a velocity close to 0, so all of its potential comes from the distance to the global attractor, which can be decreased during the steps of the other particles. I.e., if $G_{t_0}^{n_0} \approx X_{t_0}^{n_0}$, then the potential of particle $n_0$ is gone and there is no hope for a significant improvement during its step. However, if $G_{t_0}^1$ and $X_{t_0}^{n_0}$ have the same sign, then $G_{t_0}^1$ is already the closest point to $X_{t_0}^{n_0}$ from the whole interval $A(G_{t_0}^1)$, so any update of the global attractor increases the distance. If on the other hand $G_{t_0}^1$ and $X_{t_0}^{n_0}$ have different signs, any improvement of the global attractor does indeed decrease the distance $|G_{t_0}^1 - X_{t_0}^{n_0}|$ but, since for every particle $n < n_0$ we have

$$|V_{t_0}^n| + |G_{t_0}^1 - X_{t_0}^n| + |L_{t_0}^n - X_{t_0}^n| < \frac{|A(G_{t_0}^1)|}{(2 \cdot c_1 + 2 \cdot c_2)},$$
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decreasing the distance too much is not possible without intermediate updates of the global attractor which reduce $|A(G)|$ considerably. More precisely: If $\text{sign}(G^1_{t_0}) = -\text{sign}(X^n_{t_0})$, then for any particle $n < n_0$, we have $\text{sign}(X^n_{t_0}) = -\text{sign}(X^{n_0}_{t_0})$, i.e., $G^1_{t_0}$ is between $X^n_{t_0}$ and $X^{n_0}_{t_0}$, because otherwise, we would have

$$|V^n_{t_0}| + |G^1_{t_0} - X^n_{t_0}| + |L^n_{t_0} - X^n_{t_0}| \geq |G^1_{t_0} - X^n_{t_0}| \geq |A(G^1_{t_0})|,$$

a contradiction.

Additionally, if

$$|A(G^{n_0}_{t_0})| \geq |A(G^1_{t_0})| \cdot (1 - 1/(4c_1 + 4c_2)),$$

then there is an interval $I$ of length

$$|A(G^{n_0}_{t_0})| \geq |A(G^1_{t_0})| \cdot (1 - 1/(2c_1 + 2c_2))$$

between particle $n_0$ and all previous particles, that is not visited by any particle $n < n_0$. Now let $n$ be the first particle to jump over $I$, i.e.,

$$|G^n_{t_0} - G^1_{t_0}| \leq |A(G^1_{t_0})|/(2c_1 + 2c_2)$$

and

$$|G^{n+1}_{t_0} - G^n_{t_0}| \geq |A(G^1_{t_0})| \cdot (1 - 1/(2c_1 + 2c_2)).$$

For the maximal improvement $|G^{n+1}_{t_0} - G^n_{t_0}|$ of the global attractor during the step of particle $n$, that means

$$|G^{n+1}_{t_0} - G^n_{t_0}| \leq \chi \cdot |V^n_{t_0}| + c_1 \cdot |L^n_{t_0} - X^n_{t_0}| + (c_2 - 1) \cdot |G^n_{t_0} - X^n_{t_0}|$$

$$\leq \chi \cdot |V^n_{t_0}| + c_1 \cdot |L^n_{t_0} - X^n_{t_0}| + (c_2 - 1) \cdot |G^1_{t_0} - X^n_{t_0}|$$

$$\leq (c_1 + c_2) \cdot (|V^n_{t_0}| + |G^1_{t_0} - X^n_{t_0}| + |L^n_{t_0} - X^n_{t_0}|) + (c_2 - 1) \cdot |G^n_{t_0} - G^1_{t_0}|$$

$$\leq (c_1 + c_2) \cdot |A(G^1_{t_0})|/(4c_1 + 4c_2) + (c_2 - 1) \cdot |A(G^1_{t_0})|/(2c_1 + 2c_2)$$

$$\leq 3/4 \cdot |A(G^1_{t_0})|$$

$$< |A(G^1_{t_0})| \cdot (1 - 1/(2c_1 + 2c_2)).$$

That concludes the contradiction. In summary, we have shown that one of the following cases holds:

- $|A(G^{n_0}_{t_0})| < |A(G^1_{t_0})| \cdot (1 - 1/(2c_1 + 2c_2))$ (before particle $n_0$’s step, some other particle has hit interval $I$),
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- \(|G_{n_{0}}^{n_0} - X_{t_{0}}^{n_0}| \geq |A(G_{1}^{I_0})| \cdot (1 - 1/(2c_1 + 2c_2))\) (right before the step of particle \(n_0\), I is still between its position and the global attractor),

- \(|G_{t_{0}}^{n_0} - X_{t_{0}}^{n_0}| \geq |G_{t_{0}}^{I_0} - X_{t_{0}}^{n_0}|\) (if \(\text{sign}(G_{1}^{I_0}) = \text{sign}(X_{t_{0}}^{n_0})\)).

In the first case, there is nothing left to prove, and in the second and the third case, we have

\[
|V_{t_{0}}^{n_0}| + |G_{t_{0}}^{n_0} - X_{t_{0}}^{n_0}| + |L_{t_{0}}^{n_0} - X_{t_{0}}^{n_0}| \geq \frac{|A(G_{1}^{I_0})|}{\max(N^2, c_1^2 \cdot (1 + \sqrt{2})^2 \cdot N^2, 2 \cdot c_1 + 2 \cdot c_2)} = \frac{|A(G_{1}^{I_0})|}{\text{const}}
\]

For \(\text{const} =: [a, b]\), choose

\[
A^* := \left[\min \left\{a + \frac{|A(G_{1}^{I_0})|}{\text{const} \cdot d_L}, 0\right\}, \max \left\{b - \frac{|A(G_{1}^{I_0})|}{\text{const} \cdot d_L}, 0\right\}\right],
\]

where \(d_L\) denotes the constant from Lemma 4.4. I.e., \(A^*\) is obtained from \(A(G_{1}^{I_0})\) by leaving out an area of size \(|A(G_{1}^{I_0})|/(\text{const} \cdot d_L)\) at each boundary. Since that way 0 might be excluded from \(A^*\), 0 and the points in between are added again. Note that the construction makes sure that after hitting \(A^*\), the area that can be entered by the global attractor has size at most \(|A(G_{1}^{I_0})| \cdot (1 - 1/((\text{const} \cdot d_L))\) and that the lower bound as demanded by Lemma 4.4 holds.

Since \(|G_{t_{0}}^{n_0} - G_{t_{0}}^{I_0}| \leq |A(G_{1}^{I_0})|\), the upper bound of

\[
|V_{t_{0}}^{n_0}| + |G_{t_{0}}^{n_0} - X_{t_{0}}^{n_0}| + |L_{t_{0}}^{n_0} - X_{t_{0}}^{n_0}| \leq c_H \cdot |A(L_{t_{0}}^{n_0})| + |A(G_{1}^{I_0})| \leq \frac{\text{const} \cdot (4 \cdot N \cdot c_H + 1)}{\text{const} - 2} \cdot |A^*|.
\]

holds. Lemma 4.4 guarantees a hitting probability, which is bounded from below by a constant \(\text{const}(c_H, N, c_1, c_2, \chi)\). That finishes the second case and therefore the proof of (4.19).
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For the proof of (4.20), we use that \(\sum_{n=1}^{N} Y_{t_0}^n \geq \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|}\) implies that

\[
\frac{|A(G_{t_0}^1)|}{\Phi_{t_0+1}^1} \leq \frac{\sqrt{N} \cdot |A(G_{t_0}^1)|}{\sum_{n=1}^{N} Y_{t_0}^n} \leq \frac{\sqrt{N} \cdot \left(\sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|}\right)^2}{\sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|}} = \sqrt{N} \cdot \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|}.
\]

On the other hand, if \(\sum_{n=1}^{N} Y_{t_0}^n \leq \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|}\), we have

\[
\frac{|A(G_{t_0}^1)|}{\Phi_{t_0+1}^1} \leq \frac{\sqrt{N} \cdot |A(G_{t_0}^1)|}{\sum_{n=1}^{N} Y_{t_0}^n} \leq \sqrt{N} \cdot c_L \cdot \sum_{n=1}^{N} (Y_{t_0}^n + \sqrt{|A(L_{t_0}^n)|}) \leq 2 \cdot \sqrt{N} \cdot c_L \cdot \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|}.
\]

That proves (4.20). Finally, we have that

\[
\Psi_{t_0} = C_\Psi \cdot \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|} + \sum_{n=1}^{N} \left(\sqrt{|V_{t_0}^n|} + \sqrt{|G_{t_0}^1 - X_{t_0}^n|}\right) + \frac{|A(G_{t_0}^1)|}{\Phi_{t_0+1}^1} \leq C_\Psi \cdot \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|} + c_H \cdot \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|} + \sqrt{N} \cdot (2 \cdot c_L + 1) \cdot \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|} \leq (C_\Psi + c_H + \sqrt{N} \cdot (2 \cdot c_L + 1)) \cdot \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|}.
\]

Statement (4.21) follows immediately.
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4.2.3 Putting things together

In this section, we combine the technical results from the previous sections to verify the drift condition of Theorem 3.7 for the concrete choice of a distance measure $\Psi_t$ as stated in Definition 4.5.

**Lemma 4.6.** There are constants $t_{\text{max}} \in \mathbb{N}$ and $\delta \in (0, 1)$, such that for every $t \in \mathbb{N}$, there is an $\mathcal{F}_t$-measurable, $\mathbb{N}$-valued random variable $\sigma(t)$ with $t < \sigma(t) < t + t_{\text{max}}$ almost surely, such that

$$
\mathbf{1}_{\{\Psi_t > 0\}} \cdot \mathbb{E}[\Psi_{\sigma(t)} \mid \mathcal{F}_t] \leq \mathbf{1}_{\{\Psi_t > 0\}} \cdot \Psi_t \cdot (1 - \delta).
$$

**Proof.** For $t \in \mathbb{N}$, we consider three cases. The first case is the one of Lemma 4.2, i.e., when

$$
\sum_{n=1}^{N} Y^n_t \geq c_H \sum_{n=1}^{N} \sqrt{|A(L^n_t)|}
$$

for some $c_H \geq c'_H$ to be fixed later. In that case, we set $\sigma(t) := t + t'_H$ with $t'_H$ as in Lemma 4.2 and obtain

$$
\mathbb{E}[\Psi_{\sigma(t)} \mid \mathcal{F}_t] = C_{\Psi} \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_t + t'_H)|} + \sum_{n=1}^{N} Y^n_{t+t'_H} + \frac{|A(G^1_{t+t'_H})|}{\Phi^1_{t+t'_H}}
$$

$$
\leq C_{\Psi} \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_t)|} + (1 - \delta_H) \cdot \sum_{n=1}^{N} Y^n_t + C_L^{t'_H} \cdot \frac{|A(G^1_t)|}{\Phi^1_{t}}
$$

$$
= \Psi_t - \delta_H \cdot \sum_{n=1}^{N} Y^n_t + (C_L^{t'_H} - 1) \cdot \frac{|A(G^1_t)|}{\Phi^1_{t}}
$$

$$
\leq \Psi_t - \frac{\delta_H \cdot \Psi_t}{1 + (C_{\Psi} + \text{const}_H) / c_H} + (C_L^{t'_H} - 1) \cdot \frac{\text{const}_H \cdot \Psi_t}{c_H}
$$

$$
= \left( 1 - \frac{c_H \cdot \delta_H}{c_H + C_{\Psi} + \text{const}_H} + (C_L^{t'_H} - 1) \cdot \frac{\text{const}_H}{c_H} \right) \cdot \Psi_t. \quad (4.22)
$$

In the second case, i.e., in the situation of Lemma 4.3, when

$$
|A(G^1_t)| / \left( \sum_{n=1}^{N} Y^n_t \right) \geq c_L \cdot \sum_{n=1}^{N} (Y^n_t + \sqrt{|A(L^n_t)|}),
$$
we set $\sigma(t) := \sigma_L$ with $\sigma_L$ as in Lemma 4.3 and obtain

$$
E[\Psi_{\sigma(t)} \mid F_t] = C_\Psi \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_{\sigma(t)})|} \\
+ \sum_{n=1}^{N} \left( \sqrt{|V^n_{\sigma(t)}|} + \sqrt{|G^1_{\sigma(t)} - X^n_{\sigma(t)}|} \right) + \frac{|A(G^1_{\sigma(t)})|}{\Phi^1_{\sigma(t)}}$

$$(4.2), (4.12) \leq C_\Psi \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_t)|} + C_H \cdot \sum_{n=1}^{N} (Y^n_t + \sqrt{|A(L^n_t)|})$$

$$(4.13), (4.14) \leq \Psi_t + (C_H - 1) \cdot \sum_{n=1}^{N} (Y^n_t + \sqrt{|A(L^n_t)|}) - \delta_L \cdot \frac{|A(G^1_{t})|}{\Phi_{t+1}^1}$$

$$\leq \Psi_t + (C_H - 1) \cdot \frac{\text{const}_L}{c_L} \cdot \Psi_t + \sum_{n=1}^{N} \sqrt{|A(L^n_t)|}$$

$$- \frac{\delta_L \cdot \Psi_t}{1 + \text{const}_L \cdot C_\Psi / c_L}$$

$$\leq \Psi_t + (C_H - 1) \cdot \frac{\text{const}_L}{c_L} \cdot \Psi_t + \frac{\Psi_t}{C_\Psi} - \frac{\delta_L \cdot \Psi_t}{1 + \text{const}_L \cdot C_\Psi / c_L}$$

$$= \left( 1 + (C_H - 1) \cdot \frac{\text{const}_L}{c_L} + \frac{1}{C_\Psi} \right) \cdot \Psi_t - \frac{c_L \cdot \delta_L}{c_L + \text{const}_L \cdot C_\Psi} \cdot \Psi_t.$$  

Finally, in the situation of Lemma 4.5, when

$$\sum_{n=1}^{N} Y^n_t < c_H \sum_{n=1}^{N} \sqrt{|A(L^n_t)|}$$

and

$$|A(G^1_{t})|/(\sum_{n=1}^{N} Y^n_t) < c_L \cdot \sum_{n=1}^{N} (Y^n_t + \sqrt{|A(L^n_t)|}),$$
we set $\sigma(t) := t + t'^R$ with $t'^R$ as in Lemma 4.5 and obtain

\[
E[\Psi_{\sigma(t)} \mid \mathcal{F}_t] = C_\Psi \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_{\sigma(t)})|} + \sum_{n=1}^{N} \left( \sqrt{|V^n_{\sigma(t)}|} + \sqrt{|G^1_{\sigma(t)} - X^n_{\sigma(t)}|} \right)
+ \frac{|A(G^1_{\sigma(t)})|}{\Phi^1_{\sigma(t)}}
\]

\[
\leq C_\Psi \cdot (1 - \delta_R) \cdot \sum_{n=1}^{N} \sqrt{|A(L^t_n)|} + C_H \cdot \sum_{n=1}^{N} \left( Y^n_t + \sqrt{|A(L^n_t)|} \right)
+ C_L^{t^R} \cdot \frac{|A(G^1_t)|}{\Phi^1_{t+1}}
\]

\[
\leq \Psi_t - (C_\Psi \cdot \delta_R - C_H) \cdot \sum_{n=1}^{N} \sqrt{|A(L^t_n)|}
+ (C_H - 1) \cdot c_H \cdot \sum_{n=1}^{N} \sqrt{|A(L^t_n)|} + (C_L^{t^R} - 1) \cdot \frac{|A(G^1_t)|}{\Phi^1_{t+1}}
\]

\[
\leq \Psi_t - (C_\Psi \cdot \delta_R - C_H) \cdot \sum_{n=1}^{N} \sqrt{|A(L^t_n)|}
+ (C_H - 1) \cdot c_H \cdot \sum_{n=1}^{N} \sqrt{|A(L^t_n)|}
+ (C_L^{t^R} - 1) \cdot \sqrt{N} \cdot (2 \cdot c_L + 1) \cdot \sum_{n=1}^{N} \sqrt{|A(L^t_n)|}
\]

\[
= \Psi_t + ((C_H - 1) \cdot c_H + (C_L^{t^R} - 1) \cdot \sqrt{N} \cdot (2 \cdot c_L + 1))
- (C_\Psi \cdot \delta_R - C_H) \cdot \sum_{n=1}^{N} \sqrt{|A(L^t_n)|}.
\]

For any choice of the occurring constants that satisfies

\[
(C_H - 1) \cdot c_H + (C_L^{t^R} - 1) \cdot \sqrt{N} \cdot (2 \cdot c_L + 1) \leq (C_\Psi \cdot \delta_R - C_H),
\]
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it follows by (4.21), that

\[
E[\Psi_{\sigma(t)} \mid \mathcal{F}_t] \leq 1 + \cdots \quad \quad \quad \quad \quad \quad (4.24)
\]

\[
\cdots + \frac{(C_H - 1) \cdot c_H + (C_{L_R}^{t'}) - 1 \cdot \sqrt{N} \cdot (2 \cdot c_L + 1) - (C_\psi \cdot \delta_R - C_H)}{C_\psi + c_H + \sqrt{N} \cdot (2 \cdot c_L + 1)} \cdot \Psi_t
\]

All that is left to do is to fix the constants \(c_H, c_L\) and \(C_\psi\) in order to ensure that the factors before the \(\Psi_t\) in (4.22), (4.23) and (4.24) are less than 1. Therefore, we make the choices

\[
c_H := c_L := \max \left\{ c_H', \text{const}_H, 2 \cdot \frac{\text{const}_H \cdot (2 + \hat{C}_\psi) \cdot (C_L^{t'} - 1)}{\delta_H},
\right.
\]

\[
\left. c_L', 2 \cdot \frac{((C_H - 1) \cdot \text{const}_L + 1 / \hat{C}_\psi) \cdot (1 + \text{const}_L \cdot \hat{C}_\psi)}{\delta_L}, 1, C_H \right\}
\]

and \(C_\psi := \hat{C}_\psi \cdot c_H\) with a constant \(\hat{C}_\psi\) that we will fix later. For the first case, (4.22) leads to

\[
E[\Psi_{\sigma(t)} \mid \mathcal{F}_t] \leq \left( 1 - \frac{c_H \cdot \delta_H}{c_H + C_\psi + \text{const}_H} + \frac{(C_L^{t'} - 1) \cdot \text{const}_H}{c_H} \right) \cdot \Psi_t
\]

\[
= \left( 1 - \frac{\delta_H}{1 + \hat{C}_\psi + \text{const}_H/c_H} + \frac{(C_L^{t'} - 1) \cdot \text{const}_H}{c_H} \right) \cdot \Psi_t
\]

\[
\leq \left( 1 - \frac{\delta_H}{2 + \hat{C}_\psi} + \frac{\delta_H}{2 \cdot (2 + \hat{C}_\psi)} \right) \cdot \Psi_t
\]

\[
\leq \left( 1 - \frac{\delta_H}{2 \cdot (2 + \hat{C}_\psi)} \right) \cdot \Psi_t =: \delta_1
\]
4.2 Proof of Linear Convergence Time

In a similar way, for the second case (4.23) leads to

\[
E[\Psi_{\sigma(t)} | \mathcal{F}_t] \leq \left( 1 + \left( C_H - 1 \right) \cdot \frac{\text{const}_L}{c_L} + \frac{1}{C_{\Psi}} - \frac{c_L \cdot (\delta_L)}{c_L + \text{const}_L \cdot C_{\Psi}} \right) \cdot \Psi_t
\]

\[
= \left( 1 + \frac{\left( C_H - 1 \right) \cdot \text{const}_L + 1 \cdot \hat{C}_{\Psi}}{c_L} - \frac{\delta_L}{1 + \text{const}_L \cdot \hat{C}_{\Psi}} \right) \cdot \Psi_t
\]

\[
\leq \left( 1 + \frac{\delta_L}{2 \cdot (1 + \text{const}_L \cdot \hat{C}_{\Psi})} - \frac{\delta_L}{1 + \text{const}_L \cdot \hat{C}_{\Psi}} \right) \cdot \Psi_t
\]

\[
= \left( 1 - \frac{\delta_L}{2 \cdot (1 + \text{const}_L \cdot \hat{C}_{\Psi})} \right) \cdot \Psi_t.
\]

Finally, we set

\[
\hat{C}_{\Psi} := 2 \cdot \frac{C_H + 3 \cdot (C_L^{t_R} - 1) \cdot \sqrt{N}}{\delta_R}
\]

and obtain for the third case from (4.24)

\[
E[\Psi_{\sigma(t)} | \mathcal{F}_t] \leq \Psi_t \cdot \left( 1 + \ldots \right)
\]

\[
\ldots + \frac{(C_H - 1) \cdot c_H + (C_L^{t'_{R}} - 1) \cdot \sqrt{N} \cdot (2 \cdot c_L + 1) - (C_{\Psi} \cdot \delta_R - C_H)}{C_{\Psi} \cdot c_H + \sqrt{N} \cdot (2 \cdot c_L + 1)}
\]

\[
= \Psi_t \cdot \left( 1 + \ldots \right)
\]

\[
\ldots \frac{(C_H - 1) \cdot c_H + (C_L^{t'_{R}} - 1) \cdot \sqrt{N} \cdot (2 \cdot c_L + 1) - (\hat{C}_{\Psi} \cdot c_H \cdot \delta_R - C_H)}{\hat{C}_{\Psi} \cdot c_H + c_H + \sqrt{N} \cdot (2 \cdot c_H + 1)}
\]

\[
\leq \Psi_t \cdot \left( 1 + \frac{(C_H - 1) + 3 \cdot (C_L^{t'_{R}} - 1) \cdot \sqrt{N} - \hat{C}_{\Psi} \cdot \delta_R + 1}{\hat{C}_{\Psi} + 1 + 2 \cdot \sqrt{N}} \right)
\]

\[
= \Psi_t \cdot \left( 1 + \frac{C_H + 3 \cdot (C_L^{t'_{H}} - 1) \cdot \sqrt{N} - 2 \cdot (C_H + 3 \cdot (C_L^{t'_{R}} - 1) \cdot \sqrt{N})}{\hat{C}_{\Psi} + 1 + 3 \cdot \sqrt{N}} \right)
\]

\[
= \Psi_t \cdot \left( 1 - \frac{C_H + 3 \cdot (C_L^{t'_{R}} - 1) \cdot \sqrt{N}}{2 \cdot (C_H + 3 \cdot (C_L^{t'_{R}} - 1) \cdot \sqrt{N})/\delta_R + 1 + 3 \cdot \sqrt{N}} \right).
\]

\[
=: \delta_3
\]
4. Convergence of 1-dimensional PSO

With \( \delta := \min\{\delta_1, \delta_2, \delta_3\} \) and \( t_{\text{max}} := \max\{t'_H, t'_L, t'_R\} \) the proof is finished. \( \square \)

Now, everything is prepared to apply our drift theorem, Theorem 3.7.

**Theorem 4.2.** Let \( b \) be the diameter of the search space and assume that the particles are initialized such that \( E[\sum_{n=1}^{N} Y^n_t] \leq C_Y \cdot \sqrt{b} \) and \( E[1/\Phi_{t+1}] \leq C_\Phi \) for two constants \( C_Y, C_\Phi > 0 \). This is the case, e.g., when the particles’ positions are initialized independently and uniformly over \([-b, b]\) and if the velocities have finite expectation. Then there is a constant \( c \), depending only on the swarm parameters \( \chi, c_1, c_2 \) and \( N \), such that the following holds: Let \( \tau := \min\{t \geq 0 \mid \Psi_t \leq 2^{-k}\} \). Then we have

\[
E[\tau] \leq \text{const}(\chi, c_1, c_2, N, a, C_Y, C_\Phi) \cdot (k + \log(b + 1) + 1).
\]

**Proof.** We define \( Z_t := 2^k \cdot \Psi_t \). Then, Lemma 4.6 implies that for every \( t \in \mathbb{N} \)

\[
I_{\{Z_t > 1\}} \cdot E[Z_{\sigma(t)} \mid \mathcal{F}_t] \leq I_{\{Z_t > 1\}} \cdot Z_t \cdot (1 - \delta)
\]

for some \( \delta \in (0, 1) \) and some \( \mathcal{F}_t \)-measurable \( \sigma(t) \) with \( t \leq \sigma(t) \leq t + t_{\text{max}} \in \mathbb{N} \). Note that \( Z_t \leq 1 \iff \Psi_t \leq 2^{-k} \). By Theorem 3.7, it follows that

\[
E[\tau \mid \mathcal{F}_0] \leq t_{\text{max}} \cdot I_{\{Z_0 > 1\}} \cdot (\log(Z_0) + 2)/\delta
\]

and therefore

\[
E[\tau] = E[E[\tau \mid \mathcal{F}_0]] \leq E[t_{\text{max}} \cdot I_{\{Z_0 > 1\}} \cdot (\log(Z_0) + 2)/\delta] \leq t_{\text{max}} \cdot (k \cdot \log(E[\Psi_0]) + 2)/\delta.
\]

As for the expectation of \( \Psi \) right after the initialization, we have

\[
E[\Psi_0] = E \left[ C_\Psi \cdot \sum_{n=1}^{N} \sqrt{|A(L^n_1)|} + \sum_{n=1}^{N} Y^n_t + \frac{|A(G^n_1)|}{\Phi_{t+1}} \right]
\]

\[
\leq C_\Psi \cdot N \cdot \sqrt{b} + C_Y \cdot \sqrt{b} + C_\Phi \cdot b
\]

\[
\leq (C_\Psi \cdot N + C_Y + C_\Phi) \cdot \max\{b, \sqrt{b}\}
\]

and therefore

\[
E[\tau] \leq t_{\text{max}} \cdot (\log(2) \cdot k + \log(C_\Psi \cdot N + C_Y + C_\Phi) + \log(\max\{b, \sqrt{b}\}) + 2)/\delta
\]

\[
\leq t_{\text{max}}/\delta \cdot \max\{1, \log(C_\Psi \cdot N + C_Y + C_\Phi) + 2\} \cdot (k + \log(b + 1) + 1)
\]

That finishes the proof. \( \square \)
In order to provide some experimental insight as well, we calculated the complete measure $\Psi$ with $C_\Psi := 1$ for swarms processing the objective functions SPHERE and SPHERE$^+$ in the following experiment.

**Experiment 4.5.** As before, the swarm sizes $N = 2$ and $N = 10$ are tested and the particles are initialized over $[-100, 100]$ for processing SPHERE and $[0, 100]$ for optimizing SPHERE$^+$. The results can be seen in Figure 4.12.

![Figure 4.12:](image) Course of optimality measure $\Psi$ while processing objective function SPHERE and SPHERE$^+$ for swarm sizes $N = 2$ and $N = 10$.

Actually, increasing the swarm size does in the 1-dimensional situation not increase the speed by which $\Psi$ decreases. The reason for this might be that the run time consists mostly of the phases when the potential needs to be decreased, which has to be done by every particle independently of the others and can therefore not be accelerated by increasing the swarm size. Therefore, the experiments indicate that the smallest $N$, for which the swarm converges towards the optimum at all, might be already the optimal choice for the swarm size.
5. Convergence for Multidimensional Problems

In the previous chapter, we have demonstrated the power of the bad-events-technique to analyze the classical particle swarm optimization (PSO) in case of 1-dimensional objective functions. We studied two bad events, namely the event of a potential too high and the event of a potential too low to allow a sufficiently large expected improvement of the global attractor within near future. We have been shown that without any modification, PSO can heal itself from encountering any of the two bad events. This implies that the swarm can find local optima and furthermore, if the objective function is unimodal, we were able to prove a runtime bound.

As it will turn out soon, we cannot achieve the same results in the more general D-dimensional case. Here, certain bad events exist from which the swarm might not be able to heal itself. But still, studying the bad events is fruitful because the investigations uncover the possible weaknesses of the swarm and allow for a distinction between ordinary bad events, from which the particle swarm recovers on its own, and “fatal events” that might indeed prevent the swarm from finding a local optimum and therefore make intervention necessary.

In the first part of this chapter, we expose the bad events of the D-dimensional case and empirically examine them for if they are fatal or not. Although the complicated interdependencies between different dimensions prevent a formal run time analysis, we suggest appropriate informal secondary measures based on the potential and present experimental investigations of these measures during the respective bad events. Afterwards, we apply a modification to the PSO algorithm, enabling it to heal itself from the former fatal events. We prove that the resulting method almost surely finds local optima, similar to the 1-dimensional situation.

Finally, we present experiments using standard double precision numbers to demonstrate that the examined phenomena are not just artifacts of the implementation with arbitrary precision numbers, but that they show up and effect the quality of the solution found even in standard situations.
5. **Convergence for Multidimensional Problems**

5.1 **Determining Further Bad Events**

There are three essentially different bad events, i.e., three different conditions on the configuration of the swarm, preventing major improvements of the attractors. These three bad events lead to a very different behavior of the particle swarm and will be examined in detail during this section.

The first bad event occurs when in at least one dimension $d_0$, the swarm has a too high potential, such that the probability for updating the attractor at all is small. I.e., this happens when in dimension $d_0$ the potential is orders of magnitude larger than the area that would improve the attractors, while the potential in other dimensions, whose corresponding entries of the global attractor could be improved, is much smaller than in dimension $d_0$. Therefore, the overall value of the objective function depends almost only on the entries in dimensions like $d_0$ with too high potential and it is unlikely that the swarm updates the global attractor. If this bad event occurs, which can be seen as the $D$-dimensional generalization of the bad event $B^H_t$ from the previous chapter, the swarm needs to decrease its potential in dimension $d_0$ to heal itself.

Second and similar to the event $B^L_t$ from the previous chapter, configurations could occur in which the whole swarm has in every dimension a potential much smaller than the distance to the next local optimum. In that case, the desired behavior of the swarm is to accelerate and to charge potential.

Finally, there is a bad event which can only occur if $D \geq 2$, namely the case of very imbalanced potentials. If the potential is very imbalanced, i.e., if there is a dimension $d_0$ with a potential much smaller than in the other dimensions, then the $d_0$'th entry of a position has almost no influence on the decision whether an attractor gets updated after the next step or not. If additionally the $d_0$'th entry of the global attractor differs much from the corresponding entry of the next local optimum, the swarm is unlikely to decrease that distance and might behave like in the $D-1$-dimensional situation, optimizing all dimensions except for $d_0$. In order to recover from this imbalanced state, the swarm must “turn around the corner,” i.e., the quotient $\Phi_{d_0}^t / \sum_{d=1}^{D} \Phi_{d_0}^t$ must increase.

As it turns out, the swarm can heal itself from the first two bad events easily, while the third bad event might become fatal even when PSO processes the very simple function $\text{Sphere}$. Therefore, we study the third event in detail to find a modification that allows the swarm to recover from it.
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Throughout this section, we assume that the objective function has the form $f(x) = x^t \cdot A \cdot x$ with a positive-definite matrix $A$. While this may sound very restrictive, every analytic function $g$ can near a simple local optimum, i.e., a local optimum where all second derivatives are non-zero, be approximated by such a function $f$, where $A$ is the Jacobi-matrix of $g$.

### 5.1.1 High Potential in at least one Dimension: A Bad Event

If the potential in a certain dimension $d$ is too large, the behavior of the swarm is very similar to the 1-dimensional case. Let

$$\pi_d(A) := \{ x_d \in \mathbb{R} \mid \exists x_1, \ldots, x_{d-1}, x_{d+1}, \ldots, x_D \in \mathbb{R} : (x_1, \ldots, x_D) \in A \}$$

denote the projection of some set $A \subset \mathbb{R}^D$ on the $d$-axis. Then, a necessary condition for an improvement of the local attractor of particle $n$ is that $X_{t}^{n,d} \in \pi_d(A_{L_t}^n)$. Now, we can formulate the bad event of a too high potential as

$$B_H^t := \left\{ \exists d \in \{1, \ldots, D\} : \sum_{n=1}^{N} Y_{t}^{n,d} \geq c_H \cdot \sum_{n=1}^{N} \sqrt{\|\pi_d(A_{L_t}^n)\|} \right\}$$

with

$$Y_{t}^{n,d} = \sqrt{|V_{t}^{n,d}|} + \sqrt{|G_{t}^{1,d} - X_{t}^{n,d}|}$$

as an alternative measure for the potential, similar to the 1-dimension case (Definition 3.9). A graphical representation of this bad event $B_H^t$ is given in Figure 5.1.

Similar to the 1-dimensional case, the $Y_{t}^{n,d}$ can serve as a secondary measure for this event, in terms:

$$\psi_H^t := \sum_{d=1}^{D} \sum_{n=1}^{N} Y_{t}^{n,d}.$$  

In order to examine how the particle swarm performs when confronted with such a configuration, Experiment 4.2 from the previous chapter is repeated with more than 1 dimension. Since in [LWII] the function $\text{SPHERE}^+$ is only defined as a 1-dimensional function, we define its D-dimensional generalization as

$$\text{SPHERE}^+([x_1, \ldots, x_D]) := \begin{cases} \text{SPHERE}([x_1, \ldots, x_D]), & \text{if } \min_{d=1, \ldots, D} x_d \geq 0, \\ \infty, & \text{otherwise,} \end{cases}$$
Figure 5.1: Dimension 1 has a too high potential and voids possible improvements in dimension 2.

i.e., $\text{SPHERE}^+(x)$ is identical to $\text{SPHERE}(x)$ if all the coordinate entries of $x$ are non-negative. Otherwise, $\text{SPHERE}^+(x)$ is infinite. Figure 5.2 shows the comparison of the functions $\text{SPHERE}$ and $\text{SPHERE}^+$. Similar as before, $\text{SPHERE}$ represents the type of function which is perfectly symmetric, i.e., the area $A(x)$ of points as least as good as some fixed point $x$ is always a ball around the optimum, while $\text{SPHERE}^+$ is as asymmetric as possible with the optimum in a corner of $A(x)$.

Experiment 5.1. For the experiment, we set the search space dimension to 10 and use swarm sizes $N = 2$ and $N = 10$ for each of the two functions. We initialize the particles’ positions in $[-10^{-100}, 10^{-100}]$ in order to guarantee that the attractors are close to the optimum. In combination with
5.1 Determining Further Bad Events

Figure 5.2: The symmetric function \textsc{Sphere} and the asymmetric function \textsc{Sphere}⁺.

For the different objective functions and swarm sizes, we initialize the velocities uniformly over \([-100, 100] \times [-10^{-100}, 10^{-100}]^{D-1}\) and over \([-100, 100]^{D/2} \times [-10^{-100}, 10^{-100}]^{D/2}\), i.e., we observe the case of one dimension with a too high potential and the case of one half of the dimensions with a too high potential.

Figure 5.3 shows results about $\sum_{n=1}^{N} Y_{n,d}$ for the first 2000 iterations, obtained from optimizing objective function \textsc{Sphere}. Since the curves regarding \textsc{Sphere}⁺ look exactly the same, they are omitted here. Additionally, the circled gray curve shows the values of the potential from the 1-dimensional experiment with a swarm initialized with a too high potential as presented in Figure 4.9, Section 4.2.2, with the respective number of particles. We can see that every dimension with a too high potential (dimension 1 in Figure 5.3a and dimensions 1, \ldots, 5 in Figure 5.3b) behaves exactly like in the 1-dimensional case and decreases its potential exponentially.

In the other dimensions, in which the potential was not initialized too high, first the potentials decrease as well, but at a certain point, the potentials stagnate and maintain a certain level. The reason for this is that without updates of the attractors, the local and the global attractor do not decrease their difference and this difference leads to a stochastic lower bound on the potential. However, the dimensions, in which the potential do not decrease anymore are the ones that contribute only insignificantly to $\Psi_{t}^{H}$. Therefore, the experiments indicate that the secondary measure $\Psi_{t}^{H}$ decreases exponentially and the swarm heals itself from this bad event. The speed at which the potential decreases is independent of the objective function and the number
of dimensions and depends only a little on the swarm size. That is because during this bad event, the updates of the local and global attractors are rare and every dimension behaves like an independent copy of the 1-dimensional process in the same situation.

![Graph](image)

**Figure 5.3**: Particle swarm suffering from too high potentials while processing 10-dimensional objective function Sphere with N = 2 or N = 10 particles, initialized with 1 or D/2 dimensions with too high potential. For comparison, the curve of a 1-dimensional PSO with a too high potential is added.

Indeed, the self-healing capacity of the particle swarm from the bad event $B_H^1$ can be proved, with a proof that is similar to the proof of Lemma 4.2 for 1-dimensional case.
Lemma 5.1. There are constants \( t'_H \in \mathbb{N}, c'_H > 0, C_H > 0, \delta_H \in (0, 1) \) and \( \text{const}_H \), depending only on \( c_1, c_2, \chi \) and \( N \), such that for every \( t_0 \in \mathbb{N} \), every \( t_H \geq t_0 + t'_H \) and every \( c_H > c'_H \), we have

\[
E \left[ \sum_{n=1}^{N} Y_{t_H}^{n,d} \middle| F_{t_0} \right] \leq C_H \cdot \left( \sum_{n=1}^{N} Y_{t_0}^{n,d} + \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|} \right),
\]

(5.1)

\[
E \left[ \sum_{n=1}^{N} Y_{t_H}^{n,d} \middle| F_{t_0}, B_{t_0}^H \right] \leq (1 - \delta_H) \cdot \sum_{n=1}^{N} Y_{t_0}^{n,d},
\]

(5.2)

\[
(1 - \delta_H) \cdot \sum_{n=1}^{N} Y_{t_0}^{n,d} \leq C_H \cdot \left( \sum_{n=1}^{N} Y_{t_0}^{n,d} + \sum_{n=1}^{N} \sqrt{|A(L_{t_0}^n)|} \right).
\]

(5.3)

Proof. The proof is exactly the same as the proof of (4.2) and (4.3) of Lemma 4.2 in the previous chapter. Here, \( \pi_d(A_{L_t^n}) \) plays the role of \( A_{L_t^n} \) in the 1-dimensional case. Note that the proof of Lemma 4.2 only makes use of the fact that the local attractor is not updated outside of \( A_{L_t^n} \), which is also true for its \( d \)’th coordinate outside of \( \pi_d(A_{L_t^n}) \) in the \( D \)-dimensional case. Lemma 4.2 did not use the fact that inside of \( A_{L_t^n} \), the attractor actually is updated, which was the case in the 1-dimensional situation but is not necessarily true in the \( D \)-dimensional case because if \( X_{t_0}^{n,d} \in \pi_d(A_{L_t^n}) \), then it still depends on the other entries of \( X_{t_0}^{n} \), whether or not the attractor is updated.

In particular, the conditions on the swarm parameters for which the particle swarm can heal itself from the bad event \( B_{t_0}^H \) are the same as in the 1-dimensional case, i.e., the same as specified in Theorem 3.1.

5.1.2 Low Potential in every Dimension: A Bad Event

Another bad event occurs when the potential of the swarm is too small in every single dimension, such that only search points very close to the global attractor are visited and therefore every possible improvement is insignificant. In order to recover from such a configuration, the swarm needs to accelerate and to charge potential until its updates become again significant. This event could be formulated as

\[
B_t^L := \left\{ \forall d \in \{1, \ldots, D\} : \Phi_t^{d} \ll \sqrt{|G_t^{L,d}|} \right\}.
\]

Figure 5.4 provides a graphical representation of the bad event \( B_t^H \).
**Figure 5.4:** All dimensions have a potential too small to make significant improvements of the global attractor

A possible secondary measure for this event could be

\[
\frac{\sum_{d=1}^{D} |G_t^{1,d}|}{\sum_{d=1}^{D} \Phi_t^d}.\]

To study the behavior of the swarm in such a situation, we use the objective function \textsc{InclinedPlane}, defined as

\[
\textsc{InclinedPlane}(\vec{x}) = - \sum_{d=1}^{D} x_d.\]
This function is monotonically decreasing in every dimension and therefore suitable to examine the behavior of a particle swarm in a situation where the next local optimum is far out of reach.

**Experiment 5.2.** For this experiment, we set $D$ to 10. Initially, we distribute the particles and the velocities randomly over $[-100;100]^D$. We set the total number of iterations to 2000. The tests are performed for the swarm sizes $N = 2$ and $N = 10$ and after each iteration $t$, we calculate the potential $\Phi_t$ for each dimension. After every run, we sort the dimensions according to the value of $\Phi_{2000}$, i.e., we switch the indices of the dimensions, such that after the last iteration dimension 1 always has the highest potential, dimension 2 the second highest and so on. The results are stated in Figure 5.5. Additionally, for comparison we added the curve obtained from Experiment 4.3 with a 1-dimensional swarm with the same number of particles processing the objective function $f(x) = -x$.

We can see that the dimension with the highest potential has a potential value far higher than the others, while the other dimensions do not show such a significant difference between each other. That means that the swarm tends to pick one dimension and favor it over all the others. As a consequence, the movement of the swarm becomes more and more parallel to one of the axes. For comparison, the line describing the potential increase in a 1-dimensional situation is added to Figure 5.5. Note that the dimension with the highest potential increases its potential as fast as if it was the only dimension of the swarm.

An explanation for this behavior is the following: Let $d_0$ be the dimension with the largest potential. Further assume that the advance of $d_0$ is large enough, such that for some number of steps the particle with the largest value in dimension $d_0$ is the one that determines the global attractor. Since this only requires $d_0$ to have a potential of a constant factor higher than every other dimension, this will due to the involved randomness eventually happen after sufficiently many iterations. From that moment on, the swarm becomes running in dimension $d_0$.

Figure 5.6 illustrates the mechanism that makes the swarm maintain its own running behavior. Every update of the global attractor increases the potential in $d_0$ considerably, because it increases the distance of every single particle to the global attractor except for the one particle that updated it. In any other dimension $d \neq d_0$, the situation is different. Here, the decision which particle updates the global attractor is stochastically independent of the value $X_t^{n,d}$ in dimension $d$. In other words: If we look only at the dimen-
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Figure 5.5: Growth of potential when processing objective function INCLINEDPLANE with swarm size
(a) N = 2,
(b) N = 10.

In dimension \( d \), the global attractor is chosen uniformly at random from the set of all particles’ positions. As a consequence, after some iterations, the \( d_0 \)'th coordinate of the velocity becomes positive for every particle, so the attraction towards the global attractor always goes into the same direction as the velocity, while in the remaining dimensions, the velocities may as well point away from the global attractor, meaning that the particles will be slowed down by the force of attraction.

So, roughly speaking, most of the time the global attractor is somewhere in the middle of the different \( X_t^{n,d} \) values for the different particles, giving less potential increase than in dimension \( d_0 \) where it has a border position. That means that the balanced situation is not stable in a sense that after the imbalance of the potentials in the different dimensions has reached a certain critical value, it will grow unboundedly. From that point on, the decision about attractor updates depends almost only on dimension \( d_0 \), therefore from the perspective of this dimension, the swarm behaves like in the 1-dimensional case.

These considerations indicate that indeed the swarm heals itself from the bad event \( B_t^1 \) by choosing one dimension \( d_0 \) and becoming running in direction \( d_0 \) until the objective function is no longer decreasing in that direction. In particular, since it is always exactly one dimension which is chosen, the conditions to the swarm parameters, that allow the swarm to actually
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Figure 5.6: Particles running in direction $d_0$. In dimension $d_0$, the differences between the coordinate of the particle and the global attractor is on average higher than in dimension $d_1$. The velocities of dimension $d_0$ point in the direction of the global attractor.

increase its potential while running, are again exactly the same as in the 1-dimensional case.

Unfortunately, a new problem arises. When the swarm stops running, the potential in dimension $d_0$ is of the same order as the distance between the swarm and the $d_0$’th coordinate of the optimum, while every other dimension has a potential much smaller than $d_0$. Therefore, the swarm continues improving the global attractor in dimension $d_0$ while ignoring its other components. However, as soon as the room for improvements in dimension $d_0$ is sufficiently much smaller than in some other dimension, possible improvements of the other dimensions are dominated by the “random noise” of dimension $d_0$, i.e., if an attractor is updated or not depends still much more on the respective entries in dimension $d_0$ than on possible improvements of other dimensions. Therefore, the swarm is again not in a situation to make significant progress. This leads to the third bad event, namely the event of imbalanced potentials.
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5.1.3 Imbalanced Potentials: A Fatal Event

If such a running phase as just described ends, the potentials tend to be very far out of balance, i.e., there is one dimension $d_0$, the one in which the swarm was running, with a potential much larger than the others. Additionally, since the running phase stopped, there is not much improvement left in dimension $d_0$, while the other dimensions still need to be optimized. In general, we can describe the bad event of imbalanced potentials as follows. Let $d_0$ be the dimension with the largest potential and $d_1$ the dimension with the largest distance between the global attractor and the optimum. Then, the bad event of the imbalanced potentials occurs if the potential in dimension $d_0$ is orders of magnitude larger than the potential in dimension $d_1$ while the distance of the global attractor to the optimum is in dimension $d_0$ much smaller than in dimension $d_1$. Additionally, in order to distinct from the event $B^H_t$ of generally too high potential, the potential in dimension $d_0$ is of the same order as the distance to the optimum in the same dimension. In terms (for the case of an optimum at 0):

$$d_0 = \arg\max_{d=1,\ldots,D} \Phi_{t}^{d}, d_1 = \arg\max_{d=1,\ldots,D} |G_{t}^{d}|,$$

$$B^I_t = \{|G_{t}^{d_1},1| \gg |G_{t}^{d_0},1| \approx \Phi_{t}^{d_0} \gg \Phi_{t}^{d_1} \}.$$

A visualization of this bad event $B^I_t$ is presented in Figure 5.7.

The first idea is that in such a case, the attractor updates become rare and the swarm behaves similarly to the case of $B^H_t$, i.e., the swarm reduces its potential and converges. However, as we point out in the following, the experiments indicate that at least in the 2-dimensional situation this is not the case.

Imbalanced Potentials in 2 Dimensions

In order to examine the behavior of a particle swarm, while it is encountering the bad event of imbalanced potentials, we initialize the particles in an imbalanced way and test experimentally, if the swarm can recover from this imbalanced state.

**Experiment 5.3.** We initialize the positions of the particles uniformly at random over $[-100, 100] \times [-10^{50} - 10^{-100}, -10^{50} + 10^{-100}]$ and the velocities
Figure 5.7: Imbalanced Potentials: The swarm is in dimension $d_1$ much farther away from the optimum than in dimension $d_0$, while the potential of dimension $d_0$ is much larger than the potential of dimension $d_1$.

Over $[-100, 100] \times [-10^{-100}, 10^{-100}]$, such that the second dimension has a much larger distance to the optimum, but a much lower potential than dimension 1. In particular, the potential in dimension 1 is sufficient to reach the optimum, while the potential in dimension 2 is not. We choose two objective functions, namely Sphere (Figure 5.2a) and Schwefel ([SHL+05], Figure 5.8), defined as

$$\text{Schwefel}(\mathbf{x}) = \sum_{d=1}^{D} \left( \sum_{d'=1}^{d} x_{d'} \right)^2.$$
We test PSO with swarm sizes $N = 2$ and $N = 10$. 

![Objective function](image)

**Figure 5.8:** Objective function SCHWEFEL.

The results regarding objective function SPHERE can be seen in Figure 5.9. Figure 5.9a shows the curve of the potentials in both dimensions for swarm size $N = 2$, while Figure 5.9b shows the courses of the absolute value of the according entry of the global attractors. 

We see that during the first $\approx 900$ iterations, only the first entry of the global attractor is improved, while the second entry stays about constant. Meanwhile, the potentials of both dimensions decrease. For comparison, a part of the line obtained in Experiment 4.2, where a 1-dimensional swarm was initialized with a too high potential, is added (“stagnating dimension” in Figure 5.9a). Note that here two different measures of potential are compared, but as stated before, they differ by at most a constant factor and are in the current situation both exponentially decreasing, therefore the comparison is still meaningful. We see that dimension 1 decreases with the same speed as the potential in Experiment 4.2, while dimension 2 decreases significantly slower.
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Figure 5.9: Particle swarm recovering from imbalanced potentials while processing 2-dimensional objective function SPHERE with $N = 2$ or $N = 10$ particles, initialized with a too low potential and a very high distance to the optimum in dimension 2.

The reason for this is the following: If after one step of a particle, the new position becomes the new local or even global attractor, depends almost only on the first dimension’s entry of the respective positions. Therefore, the first dimension behaves similar to a 1-dimensional PSO and decreases its potential with the same speed as in the 1-dimensional case. However, since the process of optimizing dimension 1 yields a certain update frequency for the attractors, the situation is not the same for dimension 2. In dimension 1, the distance between the old and the new global attractor at each update is limited, i.e., the global attractor can only be updated to points that are close (in relation to $\Phi_{t_0}^{d_0}$) to its previous position and therefore tend to be in the
middle of the swarm. On the other hand, since the positions of the particles in dimension 2 have almost no influence on the update probability for the attractors, the difference between the previous and the new position of the global attractor after each update are of order \((\Phi_t^2)^2\). Figure 5.10 illustrates this self-healing effect.

![Diagram](image)

**Figure 5.10:** Particles optimizing dimension \(d_0\) while stagnating in dimension \(d_1\). Updates of attractors depend mostly on the \(d_0\)'th entry of the updated position and an attractor update is performed if this entry is comparatively close to the respective entry of the global attractor. Therefore, changes in dimension \(d_1\) have only little effect on the updates, but from the perspective of dimension \(d_1\) the attractor updates come with a certain frequency and are independent of the positions. If, e.g., the marked particle moves and updates the global attractor, the distance between the old and the updated global attractor has much more impact on dimension \(d_1\) than on dimension \(d_0\).

In summary, we can see PSO in both dimensions as two processes with different behavior. In dimension 1, a 1-dimensional PSO is run while in di-
mension 2, a PSO-like process is run where the decision if after a step an attractor is updated comes from “outside”, namely from dimension 1, which causes attractor updates at a certain frequency. Therefore, if the global attractor is updated, then \(|G_{t+1} - X_{t+1}^1|\) is much smaller than the (squared) potential of dimension 1, while \(|G_{t+1}^2 - X_{t+1}^2|\) is of order \((\Psi_{t}^{m, d})^2\). So, the process describing dimension 2 benefits more from updates than the process of dimension 1. Therefore, the “amount of imbalance” decreases.

Note the similarity of this effect and the situation when the swarm is running. If the swarm is running in a certain dimension \(d_0\), then in this dimension the attractor is always at the border of the area populated by the particles, while in every other dimensions it is randomly distributed. Since a global attractor at the border maximizes the sum of the distances between the particles and the global attractor, dimension \(d_0\) is able to increase its potential faster. If on the other hand dimension \(d_0\) is converging, then the global attractor is in dimension \(d_0\) in the middle of the swarm and therefore minimizing the distances between the particles and the global attractors, while in every other dimension it is again randomly distributed. Therefore, the potential of dimension \(d_0\) shrinks faster than the potential of the other dimensions.

Although this effect is apparently not strong enough to cause an increase of the potential in dimension 2, at least it slows down the decrease of \(\Phi_1^t\) and therefore causes an increase of \(\Phi_2^t / \Phi_1^t\). Therefore, after some iterations, the condition \(\Phi_1^t \gg \Phi_2^t\) is violated and the swarm has healed itself from the bad event \(B_1^t\).

Finally, at iteration \(\approx 900\), the swarm has fully recovered from the imbalanced potentials. Note that this self-healing does not necessarily require the potential in dimension 2 to overcome the potential of dimension 1. Since the gradient of the function is different in different regions, the remaining distance still allows for dimension 2 to have significant impact on the updates of the attractors. In this situation, dimension 1 has a potential too low in comparison with the distance to the optimum. Dimension 2 is generally insignificant because it does not contribute much to the decision about attractor updates. Next, the swarm becomes running in dimension 2, i.e., the potential of dimension 2 increases faster than the potential in dimension 1.

For comparison, shifted (but not scaled) versions of the curves from Experiment 5.2 are added to Figure 5.9a, where the swarm was run on the objective function \textsc{InclinedPlane} in order to simulate the case of a too low potential in every dimension. In Experiment 5.2, one particular dimension, which was afterwards renamed as “dimension 1,” was randomly chosen by the process.
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in which the potential increased much faster than in the others, while the potentials of the remaining dimensions increased about equally. The curve “running dimension” refers to this special dimension 1 of Experiment 5.2 and the curve “next to running dimension” to dimension 10 of Experiment 5.2. We can see that indeed the increases of the different potentials for both situations behave quite similar.

Note that during this running phase, since the potential in dimension 1 increases and the attractor updates depend almost only on dimension 2, the first coordinate of the global attractor gets worse while its second coordinate improves, such that there is an overall improvement of its objective function value. In Figure 5.9b, we can see $|G^{1,1}|$ increasing. For an explanation why the improvement of $|G^{1,2}|$ is at the beginning not visible, one has to recall that the axes are logarithmically scaled. The values $|G^{1,1}|$ and $|G^{1,2}|$ are a factor of $\approx 10^{80}$ away from each other, while in the objective function, their squares are summed. Therefore decreasing $|G^{1,2}|$ by, e. g., a factor of 0.999, which would not be visible in the figure, improves the global attractor, even if it comes with an $|G^{1,1}|$ increased by, e. g., a factor of $10^{40}$, which would indeed be clearly visible.

In Figure 5.9c and Figure 5.9d, we present the respective curves for a swarm with $N = 10$ particles. We see that the behavior is essentially the same as in the case of $N = 2$ particles. During the first phase, the potential of dimension 2 decreases slower than with only $N = 2$ particles, which results in a shorter time necessary for overcoming the imbalance. As seen before, also the increase of potential during the running phase happens faster with more particles, therefore the second phase is again shorter.

The corresponding results regarding objective function SCHWEFEL are presented in Figure 5.11.

There is a crucial difference between the objective functions SPHERE and SCHWEFEL. The function SPHERE is separable, which in particular means that for every constant $\vec{c} = (c_1, \ldots, c_D) \in \mathbb{R}^{D-1}$, we have

$$\arg\min_{\{x \in \mathbb{R}\}} \text{SPHERE}(\{x, c_1, \ldots, c_D\}) = 0.$$ 

The same is not true for the function SCHWEFEL. Formally, for a function $f(\vec{x}) = \vec{x}^t \cdot A \cdot \vec{x}$ with a positive definite matrix $A \in \mathbb{R}^{D \times D}$, a position $\vec{z} \in \mathbb{R}^D$ and a dimension $d \in \{1, \ldots, D\}$, we define

$$y^*(\vec{z}, d) := \arg\min_{\{x \in \mathbb{R}\}} f(\{z_1, \ldots, z_{d-1}, x, z_{d+1}, \ldots, z_D\}) = 0$$
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Figure 5.11: Particle swarm recovering from imbalanced potentials while processing 2-dimensional objective function SCHWEFEL with \( N = 2 \) or \( N = 10 \) particles, initialized with a low potential and a very high distance to the optimum in dimension 2.

as the optimum of the 1-dimensional function obtained from fixing all except the d’th input of \( f \) according to \( z \).

When processing objective function SCHWEFEL, the swarm has after initialization in every dimension \( d \) a potential too small to reach \( y^*(G_0^1, d) \). Therefore, it becomes running - naturally in dimension 1 which has a far larger potential. This can be seen clearly in Figure 5.11a and Figure 5.11c. As soon as dimension 1 is “optimized”, i.e., when the swarm approaches \( y^*(G_0^1, 1) \), which happens after \( \approx 1000 \) iteration for \( N = 2 \) and \( \approx 100 \) iterations for \( N = 10 \), the bad event of the imbalanced convergence actually
occurs. Similar to the situation when optimizing the function \textsc{Sphere}, the swarm manages to heal itself from this bad event.

We conclude that in the 2-dimensional situation, the method of determining bad events might be the tool to obtain some runtime result, i.e., to verify the linear convergence speed of PSO when optimizing a function of the form \( f(x) = x^t \cdot A \cdot x \) for some positive-definite matrix \( A \). Although a formal proof for the self-healing capability of the swarm is not found yet, the experiments clearly support the following conjecture.

**Conjecture 5.1** (Linear Convergence Speed for 2-Dimensional Quadratic Objective Functions). Consider a 2-dimensional objective function \( f = x^t \cdot A \cdot x \) for some positive-definite matrix \( A \in \mathbb{R}^{2 \times 2} \). Let \( b \) be the diameter of the search space and assume that the particles are initialized such that \( \mathbb{E}\left[\sum_{n=1}^{N} Y_{t,n}^m\right] \leq C_Y \cdot \sqrt{b} \) and \( \mathbb{E}[1/\Phi_{t+1}^1] \leq C_{\Phi} \) for two constants \( C_Y, C_{\Phi} > 0 \). This is the case, e.g., when the particles’ positions are initialized independently and uniformly over \([-b, b]^2\) and if the velocities have finite expectation. Define \( \tau := \min\{t \geq 0 \mid \sum_{n=1}^{N} |G_{t,n}^1| + |G_{t,n}^2| \leq 2^{-k} \cdot b\} \). Then there is a constant \( c \), depending on the swarm parameters \( \chi, c_1, c_2 \) and \( N \) and on the objective function \( f \), respectively on the matrix \( A \), such that the following holds:

\[
\mathbb{E}[\tau] \leq c \cdot (k + 1).
\]

**Imbalanced Potentials in more than 2 Dimensions**

While the particle swarm was actually able to heal itself even from the bad event of imbalanced potentials in the 2-dimensional situation, this is generally not possible when the problem dimension gets higher. Instead, the imbalance gets worse and the particle swarm converges towards a non-optimal search point. To see this imbalanced convergence phenomenon, it is not necessary to initialize the swarm with imbalanced potentials.

**Experiment 5.4**. We initialize the particles uniformly at random over the search space \([-100, 100]^D\), where the dimension \( D \) varies between 3 and 10. We test PSO with different swarm sizes between 2 and 10 and apply it to various objective functions, namely \textsc{Sphere}, \textsc{Schwefel}, \textsc{Diagonal}_1 and \textsc{Diagonal}_{1000}, where \textsc{Diagonal}_r, obtained from [Raß14], is defined as

\[
\text{Diagonal}_r(\vec{x}) = \sum_{d=1}^{D} x_d^2 + r \cdot \left( \sum_{d=1}^{D} x_d \right)^2.
\]
Figure 5.12 shows the 2-dimensional function \( \text{DIAGONAL}_r \) for two different choices of \( r \). We choose this function, because experiments indicate that when processing it, it is hard for the particles to overcome the bad event of imbalanced potentials. Therefore, this function is a good candidate to show the phenomenon of imbalanced convergence, especially if \( r \) is large.

![Figure 5.12: Objective functions DIAGONAL\(_r\) for \( r = 1 \) and \( r = 1000 \).](image)

Figure 5.13 shows the course of the potential \( \Phi_t \) and the quality of the global attractor, measured in terms of \( y^*(G^1_t, d) \), while processing the 10-dimensional objective function \( \text{SPHERE} \).

Note that here we just present the result of a single run of PSO instead of the geometric mean of several runs. On the left, we can see a clear separation of the dimensions. While for 7 “optimizing” dimensions, the swarm shows the desired behavior of moderately decreasing potentials and improving the respective entries of the global attractor, there are three other, “stagnating”
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(a) Potential curve of $N = 3$ particles processing the 10-dimensional function $\text{SPHERE}$.

(b) Curve of the global attractor getting improved over time.

**Figure 5.13:** Particle swarm suffering from imbalanced potentials while processing 10-dimensional objective function $\text{SPHERE}$ with $N = 3$ particles. Dimensions 2, 4 and 10 stagnate and are not optimized.

dimensions (dimension 2, dimension 4 and dimension 10 in Figure 5.13), for which the swarm shows a completely different behavior. For this dimensions, the potential decreases much faster than for the optimizing ones, while the respective coordinates of the global attractor are not significantly improved. The result is a swarm that optimizes only a 7-dimensional problem by ignoring the 3 stagnating dimensions.

At the right part of Figure 5.13, an enlarged part of the process is shown, restricted to the optimizing dimensions. We can see the phases, during which the swarm becomes running into one of the 7 optimizing dimensions, typically the one with the worst entry of the global attractor since this is the
dimension with the largest gradient. The lengths of the running phases differ widely. Sometimes the swarm is running for more than 100 iterations, sometimes it is only running for very few iterations. Between such running phases, there are imbalanced phases during which one or more than one dimension improve their corresponding entries of the global attractor while others have a too low potential to contribute much to the decisions on attractor updates.

An explanation for this separation of the dimensions is as follows. During a running phase, the dimension \( d_0 \), in which the swarm is running, gains more potential than the others. Assuming that at some point \( d_0 \) becomes the dimension with the highest potential, the imbalance between \( d_0 \) and the dimension with the lowest potential increases. After some iterations, the running phase stops. As described before, from that moment on, the more influence the \( d \)’th components have on decisions about attractor updates, the faster does the potential in this dimension \( d \) decrease. Therefore, this phase tends to rebalance the potentials in the different dimensions until one dimension \( d_1 \), which until then had only little influence on the attractor updates, regains sufficient influence, such that the swarm becomes running in dimension \( d_1 \). However, \( d_1 \) is not necessarily the dimension with the lowest potential. The influence of a dimension on attractor updates depends on two factors, namely the potential in this dimension and the absolute value of the objective function’s derivative in this dimension. While stagnating dimensions typically have the larger derivative because the corresponding entries are farther away from the optimal point where the derivative is 0, they have a much smaller potential. Therefore, if the potential of a dimension is too small, then the probability that the swarm becomes running in this dimension is also very small.

Over the time, the swarm becomes running in the different optimizing dimensions but never in the stagnating dimensions, therefore the running phases increase the imbalance of the potentials between the optimizing and the stagnating dimensions sufficiently fast to compensate both, the decreasing derivative in the optimizing dimensions and the short imbalanced phases. As a result, there is a critical number \( D_{\text{opt}} \) of dimensions which are optimized, i.e., if \( D_{\text{opt}} \) dimensions alternate in becoming running, then the imbalance between those \( D_{\text{opt}} \) dimensions and the remaining dimensions grows fast enough to maintain the separation.

This number \( D_{\text{opt}} \) depends on the objective function and on the swarm size, because the number of particles determines the shape of the running phases. Experiments indicate that a larger swarm size results in a larger \( D_{\text{opt}} \).
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That is because the effect that allows the swarm to partially balance the potentials of the different dimensions is strengthened by a larger swarm size. See also Figure 5.9, containing the results of Experiment 5.3, where we can see that in the 2-dimensional case, a larger swarm heals itself faster from imbalanced potentials.

![Graph](image1)

(a) Potential curve of \(N = 2\) particles processing the 10-dimensional function \(\text{DIAGONAL}_1\).

![Graph](image2)

(b) Curve of the global attractor getting improved over time.

**Figure 5.14:** Particle swarm suffering from imbalanced potentials while processing 10-dimensional objective function \(\text{DIAGONAL}_1\) with \(N = 2\) particles. Only dimensions 1, 2 and 6 are optimized.

Analyzing the influence of the objective function is not that simple. A function that turns out to be difficult to optimize and yields only a small \(D_{\text{opt}}\) is the function \(\text{DIAGONAL}_r\) (see Figure 5.12), particularly for large values of \(r\). In Figure 5.14, we can see that in case of objective function \(\text{DIAGONAL}_1\) and with \(N = 2\) particles, the number of optimizing dimensions is \(D_{\text{opt}} = 3\). If \(r\) is increased and the swarm processes the function \(\text{DIAGONAL}_{1000}\), then there
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*(a)* Potential curve of $N = 3$ particles processing the 10-dimensional function $\text{DIAGONAL}_{1000}$.

*(b)* Curve of the global attractor getting improved over time.

**Figure 5.15:** Particle swarm suffering from imbalanced potentials while processing 10-dimensional objective function $\text{DIAGONAL}_{1000}$ with $N = 3$ particles. Only dimensions 2 and 4 are optimized.

are only $D_{\text{opt}} = 2$ optimizing dimensions, which is due to the considerations from the 2-dimensional case the minimum value of $D_{\text{opt}}$ for any combination of a swarm size $N \geq 2$ and an objective function $f(\vec{x}) = \vec{x}^t \cdot A \cdot \vec{x}$ with a positive-definite matrix $A$.

Provided with one additional particle, the swarm is able to optimize the function $\text{DIAGONAL}_{1000}$ in 3 dimensions. The results of an example run are presented in Figure 5.16.

If we restrict the $D$-dimensional function $\text{SPHERE}$ to a $(D-k)$-dimensional function by fixing $k$ components of the input vector, the result is a (possibly shifted) version of the $(D-k)$-dimensional objective function $\text{SPHERE}$. The same holds for the function $\text{DIAGONAL}_r$. Therefore, the number $D_{\text{opt}}$ is for
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(a) Potential curve of $N = 4$ particles processing the 10-dimensional function DIAGONAL$_{1000}$.

(b) Curve of the global attractor getting improved over time.

**Figure 5.16:** Particle swarm suffering from imbalanced potentials while processing 10-dimensional objective function DIAGONAL$_{1000}$ with $N = 4$ particles. Only dimensions 2, 3 and 6 are optimized.

both functions independent of the search space dimension $D$, unless $D$ is too small for any stagnating dimensions to occur. E. g., with $N = 3$ particles, we have $D_{\text{opt}} = \min\{D, 7\}$ for the objective function SPHERE with an arbitrary dimension $D$. The same holds for the function DIAGONAL$_r$.

For objective functions that are less symmetric, the situation is different and no fixed value $D_{\text{opt}}$ can be given. As an example, Figure 5.17 and Figure 5.18 each show the results of a run, in which a swarm of $N = 3$ particles processes the 20-dimensional objective function SCHWEFEL. However, as we can see, in the first case, there are $D_{\text{opt}} = 4$ optimizing dimensions, while in the second case, it turns out that $D_{\text{opt}} = 5$ dimensions are optimizing. The reason for this is that objective function SCHWEFEL is not symmetric.
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(a) Potential curve of $N = 3$ particles processing the 20-dimensional function SCHWEFEL.

(b) Curve of the global attractor getting improved over time.

Figure 5.17: Particle swarm suffering from imbalanced potentials while processing 20-dimensional objective function SCHWEFEL with $N = 3$ particles. Only dimensions 1, 3, 4 and 9 are optimized.

and in contrast to objective functions SPHERE and DIAGONAL$_T$ not invariant under permutations of the dimensions. Therefore, some dimensions of the function SCHWEFEL are harder to optimize than others.

It is unclear if there is a swarm size $N_{\text{opt}}$, such that a swarm of size at least $N_{\text{opt}}$ can optimize any objective function $f(\bar{x}) = \bar{x}^T \cdot A \cdot \bar{x}$ with a positive-definite matrix $A$ and any search space dimension $D$. It is even unclear if for a fixed search space dimension $D$, there is a value $N_{\text{opt}}(D)$ such that a swarm of at least $N_{\text{opt}}(D)$ particles can optimize any function of the given form. E.g., for $D = 10$ and $N_{\text{opt}}(D) = 5$, no stagnating dimensions occurred while processing any of the considered objective functions.
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(a) Potential curve of \( N = 3 \) particles processing the 20-dimensional function SCHWEFEL.

(b) Curve of the global attractor getting improved over time.

Figure 5.18: Particle swarm suffering from imbalanced potentials while processing 20-dimensional objective function SCHWEFEL with \( N = 3 \) particles. Only dimensions 2, 12, 14, 15 and 17 are optimized.

The optimization speed heavily depends on the swarm size and using a swarm size of more than \( N_{\text{opt}}(D) \) particles might pay off. As an example for the dependency of the optimization speed on the objective function and the swarm size, see Figure 5.19. In Figure 5.19a and 5.19a, we can see the comparatively high optimization speed when optimizing the objective function SPHERE with a swarm size of \( N = 3 \) particles. In Figure 5.19c and 5.19d, we use the same swarm size to optimize DIAGONAL\(_{1000}\). One can clearly see that the optimization speed is orders of magnitudes slower than when SPHERE is processed, i.e., after the same time in which the swarm processing SPHERE approaches the optimum up to a distance of \( < 10^{-7500} \) in every dimension, the swarm optimizing DIAGONAL\(_{1000}\) still has a distance \( > 10^{-35} \) to the opti-
mum. Here, increasing the swarm size pays off. Figures 5.19e and 5.19f show a swarm with 10 particles processing again DIAGONAL_{1000}. After 500,000 iterations, the same number of function evaluations are used as in case of a swarm with size $N = 5$ after 1,000,000 iterations, but the obtained value has already a distance of $\approx 10^{-400}$ to the optimum.

Finding the exact values $N_{\text{opt}}(D)$, the minimal swarm size for allowing the swarm to optimize at all, and the optimal swarm size that results in the fastest optimization, remain interesting and promising topics for future research.
Figure 5.19: Influence of objective function and swarm size on the speed with which the particle swarm recovers from imbalanced potentials.
5.2 Modified Particle Swarm Optimization Almost Surely Finds Local Optima

Since the bad event of imbalanced potentials is a fatal event from which classical PSO cannot recover on its own, we want to modify the algorithm, such that it can overcome this particular situation, but stays as close as possible to the classical PSO. Several modifications are possible, but in order to keep the algorithm as simple and close to the original PSO, we propose the following modification.

**Definition 5.1** (Modified PSO). For some arbitrary small but fixed $\delta > 0$, we define the modified PSO via the same equations as the classic PSO in Definition 3.8, only modifying the third part of the movement equations to

$$V_{t+1}^{n,d} = \begin{cases} (2 \cdot r_t^{n,d} - 1) \cdot \delta, \\ \chi \cdot V_t^{n,d} + c_1 \cdot r_t^{n,d} \cdot (L_t^{n,d} - X_t^{n,d}) + c_2 \cdot s_t^{n,d} \cdot (G_t^{n,d} - X_t^{n,d}), \end{cases}$$

if $\forall n' \in \{1, \ldots, N\} : |V_{t}^{n',d}| + |G_{t+1}^{n,d} - X_{t}^{n,d}| < \delta$,

otherwise.

Whenever the first case applies, we call the step and the whole iteration *forced*.

An algorithmic overview over the modified PSO is given in Algorithm 4. In words: As soon as in one dimension the sum of the velocity and the distance between the position and the global attractor are below the bound of $\delta$ for every single particle, the updated velocity of this dimension is drawn u.a.r. from the interval $[-\delta, \delta]$. Note the similarity between this condition and the definition of the potential. Indeed, we could have used the condition $\Phi_{t+1}^{n,d} < \delta$ (with some fixed $a$) or $\sum_{n=1}^{N} V_t^{n,d} < \delta$ instead, but the modification as defined in Definition 5.1 is chosen to be as simple, natural and independent from the terms occurring in the analysis as possible. Now the phenomenon of imbalanced convergence can no longer occur because if the potential decreases below a certain bound, a random value, which on expectation has an absolute value of $\delta/2$, is assigned to the velocity. Therefore, the potential of every dimension has a stochastic lower bound.

This modified PSO is similar to the Noisy PSO proposed by Lehre and Witt in [LW11] where the authors generally add a random perturbation drawn
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Algorithm 4: modified PSO

\begin{align*}
\textbf{input} & : \text{Objective function } f : S \rightarrow \mathbb{R} \text{ to be minimized} \\
\textbf{output} & : G \in \mathbb{R}^D \\
& // \text{ Initialization} \\
1 \textbf{for} n = 1 \rightarrow N \textbf{ do} \\
2 & \quad \text{Initialize position } X^n \in \mathbb{R}^D \text{ randomly;} \\
3 & \quad \text{Initialize velocity } V^n \in \mathbb{R}^D; \\
4 & \quad \text{Initialize local attractor } L^n := X^n; \\
5 & \quad \text{Initialize } G := \arg\min_{[L^1,...,L^n]} f; \\
& // \text{ Movement} \\
6 \textbf{repeat} \\
7 & \quad \textbf{for} n = 1 \rightarrow N \textbf{ do} \\
8 & \quad \quad \textbf{for} d = 1 \rightarrow D \textbf{ do} \\
9 & \quad \quad \quad \text{if } \forall n' \in \{1,...,N\} : |V^{n',d} + |G^d - X^{n',d}| < \delta \textbf{ then} \\
10 & \quad \quad \quad \quad V^{n,d} := (2 \cdot \text{rand}() - 1) \cdot \delta; \\
11 & \quad \quad \quad \quad \text{else} \\
12 & \quad \quad \quad \quad \quad V^{n,d} := \chi \cdot V^{n,d} + c_1 \cdot \text{rand}() \cdot (L^{n,d} - X^{n,d}) \\
13 & \quad \quad \quad \quad \quad \quad \quad + c_2 \cdot \text{rand}() \cdot (G^d - X^{n,d}); \\
14 & \quad \quad \quad \quad X^{n,d} := X^{n,d} + V^{n,d}; \\
15 & \quad \quad \quad \text{if } f(X^n) \leq f(L^n) \textbf{ then } L^n := X^n; \\
16 & \quad \quad \quad \text{if } f(X^n) \leq f(G) \textbf{ then } G := X^n; \\
17 \textbf{until} \text{ termination criterion met};
\end{align*}

u. a. r. from \([-\delta/2, \delta/2]\) for some small \(\delta\) and prove that their swarm is able to find a local optimum. However, their analysis is restricted to one specific 1-dimensional objective function.

Another famous modified version of PSO with a comparable modification is the Guaranteed Convergence PSO (GCPSO) found in [vdBE02] (see Chapter 2, Section 2.3.3). Here, the authors made more complex changes of the movement equations, enabling the particles to count the number of times they improved the global attractor and use that information. Empirical evidence for the capability of the GCPSO to find local optima on common benchmarks is given.

In case of the proposed modified PSO, the change from the classic PSO are considered comparatively simple. The main difference to previous approaches (e.g., [vdBE02]) is that our PSO uses the modification not as its
engine. Rather, it will turn out that the number of forced steps is small and if the swarm is not already within an $\delta$-neighborhood of a local optimum, after some forced steps the potential increases and the swarm switches back to classical steps, a behavior which can also be observed experimentally (see Section 5.3.4)

Note that, however, the convergence of the swarm is sacrificed in order to increase the quality of the solution, since the potential cannot approach 0 anymore. Instead, we can only expect the global attractor to converge. Presumably, we can hope for linear convergence speed until the distance to the optimum is of order $\delta$. From that moment on, the global attractor will still continue converging towards the optimum, but the speed decreases significantly because the swarm is only driven by its modification, which leads to a behavior similar to “blind search” over some interval of size $\delta$. However, since $\delta$ is a user-defined parameter which can be made arbitrarily small, any practical application can take this behavior into account and choose the value $\delta$ according to the desired precision of the result.

Now the question arises how much of the results from the 1-dimensional PSO can be transferred to the general, $D$-dimensional case. Although a rigorous runtime analysis is generally hardly possible because the influence of the objective function and its derivatives is not easy to handle, we can indeed prove that the modified PSO algorithm finds local optima similar to the unmodified PSO in the 1-dimensional case for a comparatively large class of objective functions. For technical reasons, additionally to the requirements of Definition 4.1, in this section we assume that the objective function $f$ has a continuous first derivative. This leads to the following definition of admissible objective functions.

**Definition 5.2.** Let $f: \mathbb{R}^D \to \mathbb{R}$ be a function. $f \in F$ if and only if

(i) there is a compact set $K \subset \mathbb{R}^D$ with positive Lebesgue measure, such that $P(X_0^n \in K) = 1$ for every $n$ and \( \{ x \in \mathbb{R}^D \mid f(x) \leq \sup_K f \} \) (the island) is bounded;

(ii) $f \in C^1(\mathbb{R}^D)$, i.e., $f$ is continuous and has a continuous derivative.

For objective functions satisfying the requirements of Definition 5.2, we prove the following theorem, which is the $D$-dimensional counterpart to Theorem 4.1.

**Theorem 5.1.** Using the modified PSO algorithm, every accumulation point of $G = (G_t^n)_{n=1,...,N; t \in \mathbb{N}}$ is a local minimum of $f$ almost surely.
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Proof. Assume, for contradiction, that there is some accumulation point $z$ of $G$ that is no local minimum. Then, in any neighborhood of $z$ and therefore in particular in $B_\delta(z)$, there is a point $x_0 \in B_\delta(z)$ with $f(x_0) < f(z)$. Since $f$ is continuous, $x_0$ has some neighborhood $B_\tau(x_0)$, such that $f(x) < f(z)$ for every $x \in B_\tau(x_0)$. Figure 5.20 gives an overview over the situation.

![Diagram](image)

**Figure 5.20:** Every point $x_0$ with $f(x_0) < f(z)$ has a neighborhood $B_\tau(x_0)$, such that $f(x) < f(z)$ for $x \in B_\tau(x_0)$

The set $B_\tau(x_0)$ plays the role of the interval $(z, z + \tau)$ from the proof of Theorem 4.1. Now we investigate what happens when $G$ enters $B_\varepsilon(z)$. This will for each $\varepsilon > 0$ happen infinitely often because $z$ is an accumulation point. The modification of the PSO algorithm enables the construction of a sequence of steps leading a particle into $B_\tau(x_0)$. In principle, the sequence can be obtained by using the sequence from the proof of Theorem 4.1 for every single dimension. However, that may result in a particle being at the desired positions in two distinct dimensions at two different points in time, so the sequence is constructed basically by a simple composition of modified sequences from Theorem 4.1 for every single dimension in which the steps are not forced. The modification of the sequences ensuring that they all have the same length is straightforward. For forced dimensions, the probability for hitting $B_\tau(x_0)$ within the next step is obviously positive and so is the probability for obtaining a velocity suitable for ensuring that the next step will be forced in case the other dimensions are not at the end of their sequences. Note that due to the modification, splitting cases on whether there is a second accumulation point or not is unnecessary. 

\[\square\]
This result is not surprising because in the modified PSO random perturbations occur when the swarm tends to converge and it is easy to see that small random perturbations can optimize any continuous function (but with a very poor runtime). Note that the proof of Theorem 5.1 does neither make use of $f$ having a continuous derivative nor of Lemma 4.1. To supplement this result, we will prove a statement about how often the modification actually applies. It is obvious that for $\delta$ chosen too large, the behavior of the swarm is dominated by its forced steps. The case of $\delta$ being small with respect to the structure of the function is the interesting one. On the other hand, if the distance of a particle and a local optimum is smaller than $\delta$, presumably many of the upcoming steps will be forced because there is no room for further improvements. But we can show that, given the swarm is sufficiently far away from the closest local optimum, the forced steps only balance the potentials between the different dimensions and enable the swarm to become running. In particular, consider the following situation: Let for some dimension $d_0$ and some $c \gg 1$ be $\frac{\partial f}{\partial d_0} < 0$ on a $(c \cdot \delta)$-neighborhood of the current global attractor and let the swarm have low potential, i.e., every particle has in every dimension potential of order $\delta$. Instead of only being driven by the random perturbation, we would like the swarm to become running in direction $d_0$ (or some other direction), increasing the potential in that direction, so the velocity updates can be done according to the classical movement equations again.

**Theorem 5.2.** In the situation described above, the probability for the swarm to become running within a constant number of iterations is positive and independent of $\delta$.

**Proof.** We can explicitly describe a possible sequence of iterations enabling the swarm to become running. First, the particles decrease their distance to the global attractor in every single dimension to at most $\delta \cdot \varepsilon / 2$ with $\varepsilon \ll 1$ and a velocity of absolute value less than $\delta \cdot (1 - \varepsilon / 2)$, such that the local attractor is updated for all particles except the one whose local attractor is equal to the global attractor. If the current global attractor $G^n_t$ is no local maximum, this can be done because every local attractor has a function value worse than the global attractor and since $f$ is continuous, so the function values of $f$ approach $f(G^n_t)$ when $x$ approaches $G^n_t$. The case of $G^n_t$ being a local maximum has probability 0. Then the next step of each particle is forced. In the next iteration, the velocity of every particle gets smaller than $\delta \cdot \varepsilon / 2$ in each dimension except $d_0$. In dimension $d_0$, one particle obtains velocity greater than $\delta \cdot (1 + \varepsilon) / 2$, such that it gets to a search point that is in dimension
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d₀ more than δ/2 and in any other dimension at most ε · δ away from the previous global attractor. For ε sufficiently small, this particle will update the global attractor since f has a positive partial derivative in dimension d₀. Every other particle obtains in d₀ a velocity less than −δ · (1 + ε)/2, making sure that its new position and the new global attractor after that step differ by more than δ. So the next step will not be forced and the potentials have order √δ in dimension d₀ and only √δ · ε in every other dimension. So for ε sufficiently small with respect to the function f, the swarm will become running and therefore the steps will actually become unforced.

The behavior of the modified PSO is the same as of the classic PSO, except that due to the modification the particles can overcome “corners,” i.e., in presence of imbalanced potentials, the modification helps to balance the potentials of the different dimensions. The “blind” algorithm that just randomly checks a point around the previous best solution with range δ would of course find a local minimum, too, but with a very poor running time because it can not accelerate and therefore its step size will only be of order δ.

5.3 Experimental Results with a Standard Implementation

To supplement the results about the behavior of PSO in that “artificial” setting, we run it on two well-known benchmark functions, using standard double precision number and standard methods like calculation of the arithmetic mean instead of the geometric mean, to show that the bad event of the imbalanced potentials actually occurs on common benchmark instances and affects the optimization even under common experimental conditions. The following experiments are performed using MATLAB version 8.2.0.701 (R2013b).

5.3.1 The Problem of Imbalanced Potentials on Standard Benchmarks

Since the described scenario may happen with positive but, depending on the situation, small probability, we choose the number of particles N small
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compared to the number of dimensions $D$ in order to be able to view the phenomenon in a preferably pure condition.

We run PSO on the objective functions SPHERE with optimal solution $z^* = (0, ..., 0)$ and ROSENROCK with optimal solution $z^* = (1, ..., 1)$ (found in [Ros60]). The function ROSENROCK is defined as follows:

$$
ROSENROCK(\vec{x}) = \sum_{d=1}^{D-1} \left( (1 - x_d)^2 + 100 \cdot (x_{d+1} - x_d^2)^2 \right).
$$

Figure 5.21 shows the function ROSENROCK for $D = 2$ dimensions.

![Figure 5.21: Objective function ROSENROCK.](image)

**Experiment 5.5.** We initialize the particles’ positions uniformly at random over $[-100, 100]^D$ and the velocities over $[-50, 50]^D$ for processing function SPHERE. For the function ROSENROCK, we distribute the initial population randomly over $[-5, 10]^D$ and the initial velocity over $[-2.5, 5]^D$. For the search space dimension $D = 5$, we set the swarm size to $N = 2$ and the total number of iterations $t_{\text{max}}$ to 10.000 and for $D = 50$, we use $N = 8$ particles and $t_{\text{max}} = 100.000$ iterations. We repeat each experiment 1000 times and calculate the arithmetic means.
Table 5.1 lists the results. For each repetition, we determine the dimension with the minimal and the one with the maximal value for the potential $\Phi$ after the last iteration (see columns $\Phi$), together with the difference between the global attractor and the optimal solution in the dimension with the lowest and highest remaining potential, respectively.

**Table 5.1: Imbalanced Potentials**

<table>
<thead>
<tr>
<th>Function</th>
<th>Sphere</th>
<th>Rosenbrock</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>N</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>$t_{\text{max}}$</td>
<td>10000</td>
<td>10000</td>
</tr>
<tr>
<td>Value</td>
<td>247.83</td>
<td>26.2706</td>
</tr>
<tr>
<td>$\min. \Phi$</td>
<td>$0^\ast$</td>
<td>$0^\ast$</td>
</tr>
<tr>
<td>dist. opt.</td>
<td>-</td>
<td>0.9188</td>
</tr>
<tr>
<td>$\max. \Phi$</td>
<td>$2.2778 \cdot 10^{-4}$</td>
<td>$0^\ast$</td>
</tr>
<tr>
<td>dist. opt.</td>
<td>-</td>
<td>$2.5449 \cdot 10^{-8}$</td>
</tr>
</tbody>
</table>

$^\ast$ Due to double precision.

In the 5-dimensional case, the potential reaches 0 due to double precision in every dimension, so there is no single dimension with highest or lowest potential. However, the function value obtained at the point where the particles converge to is still far away from the optimum. In case of the 50-dimensional $\text{S/P.c2sc/H.c2sc/E.c2sc/R.c2sc/E.c2sc}$, we can see that the dimension with the highest value for $\Phi$ usually is much closer to its optimal value than the dimension with the lower value. This confirms the concerns about the classical PSO in connection with imbalanced potentials. Since function $\text{ROSEN BROCK}$ is non-separable, the same relationship between the remaining potentials and the distance to the optimum cannot be obtained. However, what we can see is that the remaining potentials are much smaller than the distance to the optimum.

### 5.3.2 Avoiding Imbalanced Convergence

We repeat Experiment 5.5 in the same setting as before, but using the modified PSO as defined in Definition 5.1 with $\delta := 10^{-12}$. The results can be seen in Table 5.2. It turns out that the modified PSO algorithm actually leads
to a significantly better solution than the unmodified one. In particular, the values obtained by the modified algorithm processing objective function SPHERE are of order $\delta^2$, which means that the swarm was already closer than $\delta$ to the optimum. Figure 5.22 shows the function value of the global attractor at each time during two particular runs. We can see that as long as this value is larger than $\delta^2$, the swarm sometimes stagnates and does not improve until it finds another promising direction and accelerates again. The results from processing function ROSENBROCK look different. Here, even the values obtained by modified algorithm are still far away from the optimum. So, some of the runs are not converged up to an error of $\delta$ when they are stopped.

![Graph](image)

(a) $D = 5$, $N = 2$

(b) $D = 50$, $N = 8$

**Figure 5.22**: Curve of the objective function value of the global attractor when processing function SPHERE with the modified PSO.

### 5.3.3 Differentiability

As stated earlier, the only substantial restriction for the objective function $f$ is that $f$ must have a continuous first derivative. In the following, we provide
Table 5.2: Comparison between the classic and the modified PSO algorithm

<table>
<thead>
<tr>
<th>Function</th>
<th>D</th>
<th>N</th>
<th>$t_{\text{max}}$</th>
<th>$\delta$</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>5</td>
<td>2</td>
<td>10000</td>
<td>$10^{-12}$</td>
<td>$1.91 \cdot 10^{-26}$</td>
</tr>
<tr>
<td>Sphere</td>
<td>5</td>
<td>2</td>
<td>10000</td>
<td>-</td>
<td>247.83</td>
</tr>
<tr>
<td>Sphere</td>
<td>50</td>
<td>8</td>
<td>1000000</td>
<td>$10^{-12}$</td>
<td>$2.1402 \cdot 10^{-24}$</td>
</tr>
<tr>
<td>Sphere</td>
<td>50</td>
<td>8</td>
<td>1000000</td>
<td>-</td>
<td>26.27</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>5</td>
<td>2</td>
<td>10000</td>
<td>$10^{-12}$</td>
<td>$2.67 \cdot 10^{3}$</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>5</td>
<td>2</td>
<td>10000</td>
<td>-</td>
<td>$4.19 \cdot 10^{6}$</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>50</td>
<td>8</td>
<td>1000000</td>
<td>$10^{-12}$</td>
<td>$220.66$</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>50</td>
<td>8</td>
<td>1000000</td>
<td>-</td>
<td>$4.13 \cdot 10^{3}$</td>
</tr>
</tbody>
</table>

an example, showing what can happen when $f$ is only continuous. For some fixed $b > 1$, we define the $D$-dimensional function $f$ as follows:

$$f(\vec{x}) = \begin{cases} \sum_{i=1}^{n} x_i^2, & \exists i, j : x_i \geq b \cdot x_j \lor x_j \geq b \cdot x_i \\ \frac{\sum_{i=1}^{n} x_i^2}{b - 1}, \left(2 \max_{i \neq j} \left\{ \frac{x_i}{x_j} \right\} - b - 1 \right), & \text{otherwise} \end{cases}$$

Figure 5.23: (a) Function $f$, (b) behavior of the particles on $f$

Figure 5.23a shows a plot of the 2-dimensional function $f$. For $y$ not between $x/b$ and $x \cdot b$, this function behaves like the well-known function
Sphere. For \( x = y, f(x, y) = -2 \cdot x^2 \) and from \( y = x/b \) \((y = x \cdot b)\) to \( y = x\), the function falls into a valley. It is easy to see that this function is continuous but has no derivative. The construction of a continuous function which behaves like \( f \) on a bounded set and tends to infinity for \(|x| + |y| \to \infty\) is straightforward. Therefore, the particles must be able to pass through the valley.

**Experiment 5.6.** We initialize the particles’ positions uniformly at random over \([-100; 100]^D\) (except for the first particle, which is initialized at \((1, ..., 1)\) such that the swarm could see the direction where the improvements are possible) and the velocities over \([-50; 50]^D\), with the value \( D = 3 \). We perform a total of 1000 runs, each with 5000 iterations. We determine the potential of the dimension with the highest potential after the last iteration and calculate the mean and standard deviation of the respective dimensions over the 1000 repetitions. This is done for two different swarm sizes, namely \( N = 10 \) and \( N = 50 \).

We repeat the experiment with 10 particles and only 100 iterations, using the function \( f_{\text{rot}} \), which is obtained by first rotating the input vector and then applying \( f \) such that the valley now leads the particles along the \( x_1 \)-axis. Formally speaking, the rotation maps the vector \((\sqrt{N}, 0, ..., 0)\) to \((1, 1, ..., 1)\) and keeps every vector that is orthogonal to this two invariant.

The results of Experiments 5.6 can be seen in Figure 5.24. In all three cases, for about the first 20 iterations, the swarm behaves like on the function Sphere and reduces its potential. Then, it discovers the valley and tries to move through it. However, in the unrotated case with 10 particles (Figure 5.24a), the swarm fails to accelerate and instead, it converges towards a non-optimal point. With much more effort, the swarm consisting of 50 particles (Figure 5.24b) is able to accelerate, but the acceleration rate and therefore the speed are comparatively poor. Finally, Figure 5.24c shows how the swarm handles the rotated version much better than the original function \( f \) before. Here, after only 100 iterations, the potential increased to a value of about \( 10^{45} \). The reason for this large difference between the behavior on \( f \) and on \( f_{\text{rot}} \) is the capability of the swarm to favor one direction only if this direction is parallel to one of the axes.

In particular, this experiment also confirms the results in [HRM+11], namely that PSO is not invariant under rotations of the search space.
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(a) Function $f$, $b = 1.1$, 10 particles

(b) Function $f$, $b = 1.1$, 50 particles

(c) Function $f_{\text{rot}}$, $b = 1.1$, 10 particles

Figure 5.24: Behavior of the particles on functions $f$ and $f_{\text{rot}}$

5.3.4 Impact of the Modification

To make sure that the modification does not fully take over, we track the forced points, i.e., the positions of particles before performing a forced step, in order to see how many of them occur and where the modification is used.

**Experiment 5.7.** For processing the 2-dimensional function SPHERE, we initialize the particles uniformly at random over $[-100, 100]$ and the velocities over $[-50, 50]$. We set the parameter $\delta$ to $10^{-7}$. The swarm size is set to $N = 2$ and the number of iterations to $t_{\text{max}} = 100.000$.

The points at which particle performed a forced step can be seen in Figure 5.25.

As can be seen in the figure, the particles get forced near $(-2 \cdot 10^{-5}, 0)$ but their movement does not stay forced. Instead, the swarm becomes run-
Figure 5.25: Behavior of the modified PSO on function Sphere

ning again until the particles approached the optimum at \((0, 0)\). This implies that for sufficiently smooth functions, the modification does not take over, replacing PSO by some random search routine. Instead, the modification just helps to overcome “corners.” As soon as there is a direction parallel to an axis with decreasing function value, the swarm becomes running again and the unmodified movement equations apply.
6. Conclusion

In this thesis, we studied the process of convergence in detail. As a main tool for the analysis, we defined the potential of a particle swarm and analyzed its course in order to measure, how far the swarm at a certain time is already converged. With the help of this potential, we could prove the first main result, namely that in a 1-dimensional situation, the swarm with probability 1 converges towards a local optimum for a comparatively wide range of admissible objective functions.

In order to measure the runtime, so-called bad events, i.e., situations in which the particle swarm optimization (PSO) does not make significant progress, where studied. We could proof that in the 1-dimensional situation, the swarm is able to recover from encountering such a bad event within reasonable time. Applying drift theory led to the second main result, namely the formal proof that the swarm obtains a precision of \( k \) digits in time \( \mathcal{O}(k) \).

In the general \( D \)-dimensional case, it turned out that there exists a bad event from which the swarm is unable to recover, namely the situation when some dimensions have a potential orders of magnitude smaller than others. Such dimensions with a too small potential loose their influence on the behavior of the algorithm, and therefore the respective entries are not optimized. In order to solve this issue, a slightly modified PSO was proposed that again guarantees convergence towards a local optimum. Experiments where presented, indicating that indeed the modified swarm recovers from this bad event, and also indicating that the modification does not govern the whole algorithm.

Directions of future research

A future research goal is to formally prove the mentioned aspects of the swarm's behavior in situations with more than one dimension. A first attempt on this is made in [Raß14], where the author provides a theoretical
framework for formally proving that the swarm sometimes stagnates at locations that are no local optimum.

The technique of studying the bad events can be expanded to more general cases, e.g., a possible next step is to provide convergence proof and runtime bounds for the 2-dimensional case using the unmodified PSO. Another opportunity lies in further studying the modified PSO from Section 5.2. As long as $k < \log(1/\delta)$, one could expect the modified PSO to obtain a precision of $k$ digits in time $O(k)$. Since $\delta$ is a user-defined parameter, this can be sufficient for practical applications.

Finally, the proposed continuous drift theorem looks promising and it is likely that it can be applied in order to analyze other continuous optimization heuristics. Therefore, this direction of drift theory on its own is worth further studies in order to, e.g., generalize it to other situations on the one hand and on the other hand specialize it in order to find tighter bounds when the investigated stochastic process has stronger properties, e.g., the Markov property.
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random topology, 18
random variable, 54
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swarm convergence, 84
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Vitali Set, 58
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Particle swarm optimization (PSO) is a very popular, randomized, nature-inspired meta-heuristic for solving continuous black box optimization problems. The main idea is to mimic the behavior of natural swarms like, e.g., bird flocks and fish swarms that find pleasant regions by sharing information. The movement of a particle is influenced not only by its own experience, but also by the experiences of its swarm members.

In this thesis, we study the convergence process in detail. In order to measure how far the swarm at a certain time is already converged, we define and analyze the potential of a particle swarm. This potential analysis leads to the proof that in a 1-dimensional situation, the swarm with probability 1 converges towards a local optimum for a comparatively wide range of objective functions. Additionally, we apply drift theory in order to prove that for unimodal objective functions the result of the PSO algorithm agrees with the actual optimum in $k$ digits after time $\mathcal{O}(k)$.

In the general D-dimensional case, it turns out that the swarm might not converge towards a local optimum. Instead, it gets stuck in a situation where some dimensions have a potential that is orders of magnitude smaller than others. Such dimensions with a too small potential lose their influence on the behavior of the algorithm, and therefore the respective entries are not optimized. In the end, the swarm stagnates, i.e., it converges towards a point in the search space that is not even a local optimum. In order to solve this issue, we propose a slightly modified PSO that again guarantees convergence towards a local optimum.