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Die in dieser Doktorarbeit durchgeführte Forschung beruht auf der Anwendung moderner computergestützten Techniken für die Modellierung der Enzymkatalyse. Um chemische Reaktionen und die begleitenden Veränderungen in der Elektronendichte angemessen beschreiben zu können, ist es notwendig die Methode anzuwenden, die sich auf Quantenmechanik (QM) stützt. Die Anwendbarkeit der QM – Methoden ist auf kleine Systeme, die sich aus bis zu ein paar hundert Atomen zusammensetzen, beschränkt. Deswegen ist für die Modellierung großer Molekülsysteme, wie z.B. Proteine, ein alternativer Ansatz, der sich typischerweise auf klassischer Mechanik basiert, vonnöten. Dieser Ansatz ist als Molekülmechanik (MM) bekannt und die potentielle Energie des Systems ist nur dann als Funktion der Kernkoordinaten geben, wenn die elektronischen Freiheitsgrade in die potentielle Energie implizit miteingeschlossen sind. Wegen dieser Approximation ist die MM - Technik nicht für die Modellierung chemischer und/oder elektronischer Prozesse, die sich in einem Enzym ereignen, angemessen. Dessen ungeachtet gibt sie aber einen Einblick in die Dynamik großer Systeme.

Verschiedene Strategien wurden entwickelt, um die enzymatischen Reaktionen zu beschreiben. Einer von den breit akzeptierten Ansätze verwendet kleine Molekülmodelle, welche das aktive Zentrum der Enzyme repräsentieren und die mit den quantenmechanischen Berechnungen behandelt werden können. Ein besser ausgearbeiteter Ansatz, der die Protein-Umgebung berücksichtigt, ist die QM/MM – Technik, die die Präzision der QM – Methode mit


Theoretical advances and the development of information technology over the last decades have combined to place computational approaches to molecular modelling at the forefront of scientific research. As such, modern molecular modelling can be considered to be a powerful tool in the investigations of various processes taking place at the atomic level - from simple chemical reactions to the association of large molecules into complex structures. As an example of the latter, biological systems represent a special challenge for modelling due to their complexity and the intricate liaisons between quantum events and the macroscopic behaviour of living systems. Chemical reactions, on the other hand, are the elementary steps of numerous cellular processes, in which enzymes, as biological catalysts, play a crucial role.

The research conducted in this thesis is based on the application of modern computational techniques to model enzyme catalysis. To properly describe chemical reactions and the accompanying changes in the electron densities, it is necessary to employ methods based on quantum mechanics (QM). The applicability of the QM methods is limited to small systems that contain up to a few hundreds of atoms. Hence, the modelling of large molecular systems, such as proteins, requires an alternative approach, typically based on classical mechanics. This approach is known as molecular mechanics (MM) and the potential energy of the system is given as a function of the nuclear coordinates only, while the electronic degrees of freedom are included in the potential energy implicitly. Due to these approximations, the MM technique is not an appropriate tool for modelling the chemical and/or electronic processes taking place in an enzyme, but it does provide an insight into dynamics of large systems.

Different strategies have been developed to describe enzymatic reactions and one of the widely accepted approaches employs small molecular models representing the active site subjected to the QM calculations. A more elaborate approach that takes into account the protein environment is the QM/MM technique that combines the accuracy of QM methods with the practicality of the MM approach. This is achieved by identifying the crucial part of the enzyme that is involved in catalysis and treating it with QM methods, while the rest of the system is described with the less expensive MM method.

Using a judicious combination of the aforementioned computational approaches, the applicative focus of this thesis was the investigation of selected radical enzymes. These catalysts are specific in their use of radical species, containing unpaired electrons, to accelerate
certain chemical reactions in the cells. Due to their high reactivity, especially with oxygen, radical species are not commonly employed in laboratory catalysis. Radical enzymes can also be quite sensitive to the presence of oxygen, although they might have had a more prominent role in early life forms, when oxygen was scarce. Irrespective of the aerobic or anaerobic nature of the environment, biological radical catalysis usually involves a metal ion or some other cofactor as a radical initiator. In the case of (6-4) photolyase, one of the enzymes studied in this thesis, the cofactor is flavin adenine dinucleotide (FAD). (6-4) photolyase is a light-dependent enzyme capable of repairing DNA lesions via a radical mechanism with the participation of two catalytic histidines. The protonation states of these two histidines play an important role in the repair mechanism and this issue was assessed by a multiscale molecular modelling approach. This approach included QM/MM calculations of spectroscopic parameters, $pK_a$ calculations using implicit solvation models and molecular dynamics simulations to examine the structural impact of different protonation states. The combination of all of the results provided a coherent insight into the likely protonation states of the two histidine residues.

In addition to the radical enzymes with a specific cofactor dependence, like (6-4) photolyase, there are numerous enzymes that carry a radical centre on a protein residue. An important example of this kind of catalytic machinery is pyruvate formate-lyase (PFL), which belongs to a class known as glycol radical enzymes and in which the radical site is introduced by means of an additional activation enzyme. PFL catalyzes an important step in glucose metabolism under anaerobic conditions in many microorganisms, where pyruvate and coenzyme A (CoA) are converted to formate and acetyl-CoA. The catalysis proceeds in two steps. In the first step, pyruvate is cleaved into formate and an acetyl group following the attack of radical cysteine residue, which then acts as a temporary acetyl carrier. The second step involves transfer of the acetyl moiety to CoA. In this thesis, the first half-reaction, including the related inhibition of PFL by oxamate, was analyzed with small models subjected to very accurate QM calculations. Alternative reaction pathways for both pyruvate and oxamate, involving hydrogen abstraction instead of radical addition, were also investigated. Finally, the results from this computational study were used to validate QM/MM approaches against the pure QM results.

The study of the second half-reaction, which involves the acetylation of CoA, is focused on the possible pathways by which the co-substrate, (CoA) can reach the active site. The need to establish such pathways stems from the fact that the binding site of CoA is located at the protein surface, some 30 Å away from the active site. Thus, in order to complete the second
half-reaction, certain conformational changes, capable of bringing CoA to the active site, should take place. In an effort to identify the nature of the requisite structural rearrangements, a series of molecular dynamics simulations was carried out. An important aspect of this study was the evaluation of the free-energy changes accompanying the approach of CoA to the active site. To determine if the chemical changes that take place in the first half reaction influence the CoA approach, simulations were carried out on systems reflecting the bonding arrangement both before and after the initial acetyl transfer.

In summary, a variety of computational techniques has been applied to selected radical enzymes. The specific approaches that were used in the current thesis range from the calculation of spectroscopic parameters and pKₐ values to the construction of potential energy surfaces for chemical reactions and free energy changes associated with structural rearrangements. With such a multifaceted approach, it was possible to address a series of unresolved mechanistic issues relevant to the systems of interest. In particular, the use of a range of techniques enabled the investigation of the interconnectedness of processes taking place at different time and length scales. As molecular modelling continues to develop as an independent discipline, one can expect an increased number of similar applications, in which targeted techniques are combined to provide answers to questions of biological relevance.
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1. Computational Methods

1.1 Introduction

Over the years, many experimental and theoretical tools have been developed to gain better understanding of natural phenomena at a molecular level and, finally, to apply the acquired knowledge in the improvement of existing and the development of new technologies. One of the crucial moments for in science was the development of quantum mechanics (QM) during the last century, providing an excellent theoretical framework for studying the world of subatomic particles. Theoretically, any atomic or molecular property can be predicted by quantum mechanics, but in real life, the exact solutions exist only for systems with one electron. To get around this problem, different methods were developed for many-electron systems giving approximate answers, most of them being very computationally demanding. The development of computer science enabled modelling of molecular systems and their properties by combining theoretical principles of quantum chemistry with the rapidly growing computing power, giving rise to a new discipline, known as computational chemistry. Computational chemistry had a major uptake in the last few decades, primarily due to the appearance of the high performance computing facilities and constant improvements in methods and algorithms in commonly used software packages.

Nevertheless, only a very small fraction of systems can be treated with QM based methods, with limitations mostly posed by the size of the system. To model large systems, such as biomacromolecules, even more approximate methods are necessary, in which molecular interactions are not described anymore by quantum mechanics, but rather within a classical formalism. This concept is known as molecular mechanics (MM), where the potential energy of the system is defined with the so-called force field, a set of parameters describing the interacting particles, but with no ability to reproduce electronic processes, such as formation and cleavage of chemical bonds. Having forces defined with the given force field, propagation of the system in time is achieved by numerically solving Newton’s equations, leading to molecular dynamics (MD) simulations. From MD simulations, information about conformational changes and fluctuations of the system can be retrieved.

This chapter is an overview of the different computational methods used in this thesis, with a glimpse at the basic theoretical background. The methods are grouped by the underlying
theory (QM, MM) and the calculated properties (enthalpy or free energy). More details about listed methods and theory can be found in standard textbooks in quantum chemistry and molecular modelling.\textsuperscript{1-5}
1.2 **Quantum Mechanics Methods**

To describe the electron motion in atoms and molecules and the rearrangement of electron density during chemical reactions, it is necessary to employ quantum mechanics. Methods based on the equations derived from quantum mechanical laws are known as *ab initio* methods, i.e. all molecular properties can be calculated from the first principles. These principles will be introduced in this section, together with the selected computational techniques developed from them.

### 1.2.1 Schrödinger Equation

Two equivalent mathematical formulations of quantum mechanics were independently developed by W. Heisenberg and E. Schrödinger, but most of the computational chemistry methods today rely upon Schrödinger's wave function. The time-dependent Schrödinger's equation corresponds to Newton's second law in classical mechanics:

\[
\text{i} \hbar \psi' \frac{\partial \Psi(q,t)}{\partial t} = H \Psi(q,t)
\]  

(1)

where the symbol \( H \) stands for Hamiltonian operator, which acts upon a wave function \( \Psi(q,t) \), dependent on space \( (q) \) and time \( (t) \) coordinates. The wave function \( \Psi(q,t) \) contains all the information about the state of the system, as does its complex conjugate \( \Psi^*(q,t) \). The wave function is a complex function in general and has no physical meaning by itself. According to the Born interpretation, the product \( \Psi^*(q,t)\Psi(q,t)dq \) is a real number corresponding to the probability of finding a particle at time \( t \).

If \( H \) is independent of time, the wave function can be written as a product of two separate functions \( \Psi(q,t)=\psi(q)\phi(t) \), where \( \psi(q) \) depends only on the spatial coordinates and \( \phi(t) \) depends only on time. In that case, we can write time-independent Schrödinger equation:

\[
H \psi(q) = E \psi(q)
\]  

(2)

\[
\text{i} \hbar \frac{d \phi(t)}{dt} = E \phi(t)
\]  

(3)
The general definition of the Hamiltonian operator for charged particles is given by the following expression:

\[ H = -\sum_{i}^{\text{particles}} \frac{1}{2m_i} \nabla_i^2 + \sum_{i<j}^{\text{particles}} \frac{q_i q_j}{r_{ij}} \]

(4)

\[ \nabla_i^2 = \frac{\partial^2}{\partial x_i^2} + \frac{\partial^2}{\partial y_i^2} + \frac{\partial^2}{\partial z_i^2} \]

(5)

where \( \nabla_i^2 \) is Laplace operator acting upon particle \( i \) with the mass \( m_i \) and charge \( q_i \), and \( r_{ij} \) is the distance between the particles. The first term in the expression describes the kinetic energy of the particle within the wave mechanics formulation, while the second term is the result of coulombic interactions between the particles. This is time-independent non-relativistic formulation of the Schrödinger equation (additional interactions can be included in the expression) and it cannot be solved analytically for most of the systems, exceptions being the one-electron systems. However, through the use of several rigorous mathematical simplifications, approximate solutions can be obtained for a wide range of chemical problems.

One of the most important simplifications is the separation of the nuclear and electronic contributions, known as the Born-Oppenheimer approximation. This approximation relies on the fact that nuclei in atoms are considerably heavier and slower than the electrons and the electrons can be considered to be moving in a field of fixed nuclei. The overall wave function \( \psi_{\text{tot}} \) describing the state of the molecules can be written in the following way:

\[ \psi_{\text{tot}} (q_{el}, q_{N}) = \psi_{el} (q_{el}, q_{N}) \psi_{N} (q_{N}) \]

(6)

\[ (H_{el} + V_N) \psi_{el} = U \psi_{el} \]

(7)

The electronic Hamiltonian \( H_{el} \) does not contain nuclear kinetic energy contribution, and nuclear potential energy remains constant for any particular configuration of the nuclei.

The electronic Schrödinger equation is an eigenvalue equation, whose solutions are eigenfunctions \( \psi(q) \) and they correspond to the different stationary states of the system, each having its own eigenvalue \( E \) (energy). The solution with the lowest eigenvalue (\( E_0 \)) is defined as the electronic ground-state \( \psi_0 \), and it can be approximated as a product of one-electron molecular orbitals \( \phi_{\mu}(q) \), i.e. functions describing spatial coordinates of a single electron. For correct description, it is necessary to include dependence on the spin coordinates, described by spin functions, \( \alpha(s) \) and \( \beta(s) \). The complete wave function of a single electron is then given by
a product of the molecular orbital and a spin function, resulting with a function known as spin orbital $\chi(q,s)$.

These one-electron spin orbitals are then used to construct a wave function describing the $n$-electron system and its simplest form would be a product of $n$ spin orbitals. Unfortunately, this product is not antisymmetric, which is a very important property that every wave function describing electrons (or fermions, in general) should possess. Antisymmetry requires that the total wave function change sign with respect to the exchange of the particles. To satisfy this condition, it is common to use Slater determinants for construction of the wave function:

$$\psi(q) = \frac{1}{\sqrt{n!}} \begin{vmatrix} \chi_1(1) & \chi_2(1) & \cdots & \chi_n(1) \\ \chi_1(2) & \chi_2(2) & \cdots & \chi_n(2) \\ \vdots & \vdots & \ddots & \vdots \\ \chi_1(n) & \chi_2(n) & \cdots & \chi_n(n) \end{vmatrix}$$

Each row in the determinant represents one of the electrons in every one of the $n$ possible configurations. Interchanging two of the electrons is equivalent to interchanging two of the rows in the determinant. This interchange alters the sign of the overall wave function, and thus ensures that the antisymmetry condition is satisfied. The Slater determinant also satisfies the Pauli exclusion principle, in that it is not possible for two electrons to occupy the same molecular orbital, while having the same spin (in determinant, two identical columns vanish!). The factor $(n!)^{1/2}$ is to ensure normalization.

In practice, molecular orbitals are expressed as a linear combinations of a finite set of one-electron functions:

$$\varphi_i(q) = \sum_{\mu} c_{\mu i} \rho_{\mu}$$

In the general mathematical treatment of the problem, any set of appropriately defined basis functions may be used. It is most convenient for each atom in the molecule to be the centre for a set of basis functions. When the basis functions are taken to be the atomic orbitals of the constituent atoms, Eq. 9 is known as a linear combination of atomic orbitals (LCAO).

With all the introduced approximations, solving of the Schrödinger equation has been reduced to determining molecular-orbital expansion of coefficients $c_{\mu i}$. These coefficients will completely specify the ground-state electronic wave function and to find the most appropriate ones, it is necessary to employ the variational principle. According to the variational principle, any energy obtained with the approximated wave function, like above, will be greater than the
energy calculated from the exact solution of the Schrödinger equation. The variational method sets an upper limit for the exact energy and the best possible wave function is found by minimizing the energy with respect to the molecular orbital expansion coefficients $c_{\mu i}$.

### 1.2.2 Hartree-Fock Theory

Hartree-Fock (HF) theory is the basis for many modern ab initio calculation methods, known as post-Hartree-Fock methods. One of the fundamental approximations of HF procedure is the assumption that motion of an electron does not depend explicitly on the instantaneous motion of the other electron, rather it feels the Coulomb repulsion due to average position of all electrons (mean field theory). In the frames of the Hartree-Fock theory, the many-electron Schrödinger equation can be written in a form of many one-electron HF equations:

$$ F_i \varphi_i = \varepsilon_i \varphi_i $$ \hspace{1cm} (10)

where $F_i$ is Fock operator, and $\varepsilon_i$ is the energy of the one-electron molecular orbital $\varphi_i$. In order to solve Hartree-Fock equations, it is necessary to make an additional approximation by expanding $\varphi_i$ with a set of one-electron functions (atomic orbitals):

$$ \varphi_i(q) = \sum_\mu c_{\mu i} \rho_\mu $$ \hspace{1cm} (11)

Finally, the Roothan-Hall equations are employed to obtain coefficients $c_{\mu i}$ and orbital energies $\varepsilon_i$:

$$ \sum_{\mu=1}^N c_{\mu i} (F_{\mu \nu} - \varepsilon_i S_{\mu \nu}) = 0 $$ \hspace{1cm} (12)

In a system with $N$ basis functions, $F_{\mu \nu}$ are the elements of an $N$ by $N$ matrix called the Fock matrix, $S_{\mu \nu}$ are the elements of another $N$ by $N$ matrix known as the overlap matrix and $\varepsilon_i$ is the one-electron energy of the molecular orbital $\varphi_i$. The equation above can be written in the matrix notation, that is, as a generalized eigenvalue problem ($C$ is the $N$-order matrix consisting of elements $c_{\mu i}$, $\varepsilon$ is the diagonal matrix with elements $\varepsilon_i$):

$$ FC = SC \varepsilon $$ \hspace{1cm} (13)
These equations are being solved in the iterative fashion, due to dependence of Fock operator and its matrix elements on the occupied molecular orbitals (MO) $\varphi_i$, which depend on the unknown coefficients $c_{\mu i}$. An initial guess to the orbitals is made and each electron is treated as being described by a potential energy due to the nucleus, shielded by some average field of all the other electrons. Each iteration corresponds to a better guess of all the orbitals and the process ceases when no change in the $c_{\mu i}$ is observed from one cycle to the next. Since the resulting orbitals are derived from their own effective potential, the procedure is commonly referred to as the self consistent field (SCF) technique. This method is variational and its resulting energies are always higher than the exact values. In addition, HF method has properties of size-consistency and size-extensivity.

### 1.2.2.1 Open Shell Systems

Construction of the molecular orbitals by following HF procedure will depend on the number of $\alpha$ and $\beta$ electrons in the system. Namely, an additional constraint is introduced in Roothan-Hall equations for the closed-shell systems ($\alpha = \beta$), that enforces two electrons of the opposite spin into one spatial orbital. This approach results with so called restricted Hartree-Fock wave function (RHF).

For the molecules with the unpaired electrons, i.e. open-shell systems, there are two available techniques for building the HF wave function. The restricted open-shell Hartree-Fock (ROHF) includes similar restraint as in RHF, where the electron pairs are required to occupy the same spatial orbital. This ensures that the wave function is a pure spin state and thus an eigenfunction of the spin squared ($S^2$) operator, but because any spin polarization of the electrons (in doubly-occupied orbitals) can only be in the direction of the unpaired electrons, ROHF spin densities are often incorrect.

The other approach for the open-shell systems employs two separate sets of Roothan-Hall equations for $\alpha$ and $\beta$ electrons, known as the Pople-Nesbet equations. This technique is gives unrestricted Hartree-Fock (UHF) wave function, where the paired electrons do not share the same spatial distribution. The UHF solution will collapse to the RHF wave function for majority of the closed-shell systems, but for the systems with the unpaired electrons, UHF energies will always be lower than alternative ROHF, due to greater flexibility of the wave function. Spin polarization within UHF framework can occur in both directions.
Unfortunately, the UHF wave function is not an eigenfunction of $S^2$ anymore, meaning that it can contain some spurious contributions of the higher-lying spin states. This phenomenon is known as spin contamination and severity with which it can affect the final result depends highly on the observed system. In general, the UHF wave functions provide a better description for the spin polarization and dissociation of the chemical bonds, but for singlet spin molecules, it is common to use RHF to speed up the calculations.

### 1.2.3 Basis Sets

A basis set is a set of functions used for description of the orbital shapes in the atoms, most often being expressed as a product of a radial and angular function. In the approximation that uses linear combination of atomic orbitals (LCAO), the angular functions have a form of spherical harmonics, associated to the $s$, $p$, $d$, $f$ etc atomic orbitals. These functions originate from the exact solutions of Schrödinger equation for hydrogen atom. The solutions for the hydrogen atom result with radial functions exhibiting exponential dependence $[\exp(-kr)]$ on the distance between the electron and the nucleus. Basis functions with this type of radial dependence are commonly called Slater-type orbitals (STOs), but most modern algorithms use less accurate Gaussian-type functions $[\exp(-\zeta r^2)]$ due to computational efficiency. The Gaussian-type orbitals (GTOs) have certain shortcomings in providing the proper radial shape of the orbital in comparison to more realistic STOs, but computing of the important integrals in the HF procedure is significantly faster with GTOs, for which the analytical solutions are available, while the same integrals with STOs need to be solved via numerical methods. To keep the best features of the both function types, it is a common practice to combine several Gaussian-type functions (primitives) into the so called contracted Gaussian basis functions, approximating STOs.

The desired properties of the basis sets are achieved by adjusting the exponents in the primitives and the contraction coefficients, and of course, the number of primitives. The split-valence basis sets have one basis function per core orbital and two or more basis functions per valence orbital, characterized with different exponents $\zeta$. For this reason, the valence functions are known as double-zeta, triple-zeta etc. Such basis sets permit the size of a valence atomic orbital to be adjusted (through optimization of the contraction coefficients) to allow for variable atom size and anisotropy. Addition of the diffuse functions with low values of $\zeta$ allows
greater flexibility of the weakly bound electrons, that is, the electron distribution can extend farther away from nuclei than given by the conventional split-valence basis sets. This is usually necessary for the species carrying negative charge or lone electron pairs. The presence of the many nuclei in the molecules polarizes the atomic orbitals and to account for that effect, basis functions of higher angular momentum (usually for one quantum number) may be added to the split-valence sets and increase the flexibility of the molecular orbital description. More functions describing the orbitals usually mean more accurate final results, but in the everyday life it is necessary to make compromise between the accuracy and computational efficiency.

Over the time, many basis sets were developed and optimized for different systems and computational methods, but most commonly are used Pople basis sets, denoted as $k-lmnG$, and those developed by Dunning and co-workers (cc-pVDZ, cc-pVTZ etc). This thesis primarily contains applications of the Pople basis sets, or to be more precise, the basis sets 6-31G(d), 6-31+G(d), and G3MP2Large. This abbreviation will be used throughout for practical reasons and it stands for 6-311++G(2df,2p) for the first row elements and 6-311++G(3df,2p) for the second row elements.

1.2.4 ELECTRON CORRELATION

One of the major limitations of the HF method is the lack of the proper description of the electron correlation, that is, HF method includes only the average effect of interelectronic repulsion, but not the instantaneous interaction among the electrons. Although the error resulting from this approximation roughly corresponds to 1% of the total energy of the system for the given basis set, it is often the case that this 1% plays an important role in describing chemical phenomena. Incorporating the electron correlation generally improves accuracy of the computed energies and corresponding geometries. Selected methods that include this correction, based on HF procedure, will be presented in this section.

1.2.4.1 MØLLER-PLESET PERTURBATION THEORY

Møller-Plesset (MP) perturbation theory finds its basis in Rayleigh-Schrödinger perturbation theory. The initial hypothesis is that Hamiltonian could be written as a sum of
two parts; the first part ($H_0$) is represented by an operator for which solutions are already known. In the context of the molecular orbital theory, a sum over Fock operators was chosen as $H_0$, whose solutions correspond to the HF wave functions. The other part ($\lambda V$) introduces a small perturbation to the first part, and in this particular case, it approximates the electronic repulsion potential. The new solutions can be written in the form of the Taylor expansion for $\lambda$:

$$\Psi_\lambda = \Psi^{(0)} + \lambda \Psi^{(1)} + \lambda^2 \Psi^{(2)} + ... \quad (14)$$

$$E_\lambda = E^{(0)} + \lambda E^{(1)} + \lambda^2 E^{(2)} + ... \quad (15)$$

$\Psi^{(0)}$ and $E^{(0)}$ are the already known solutions of $H_0$, while $\Psi^{(n)}$ and $E^{(n)}$ are the $n$th order corrections to the wave function and energy, respectively. The various orders of Møller-Plesset perturbation theory are obtained by setting $\lambda = 1$ and truncating equations above accordingly. The methods are named to denote after which term the expansion (9) has been truncated, like MP2, where the second term is of the highest order, in MP3 is the third, etc. The improved wave functions obtained with MPn methods include linear combinations of the determinants, and energy corrections contain contributions from the excited states, but their impact depends on the order of the expansion.

The formulation of the reference HF wave function is also very important and affects the overall results. The wave functions with imposed constraint that forces electrons in doubly-occupied orbitals to share the same spatial distributions (RHF or ROHF) are basis for restricted Møller-Plesset theory (RMP). For a closed-shell system where the RHF reference is well-behaved, the perturbation expansion generally converges relatively smoothly and MP theory proves to be a cost-effective method to recover the correlation energy. An open-shell system may be treated with an unrestricted reference wave function (UHF), upon which a UMP expansion is applied. The advantage of this treatment is correct qualitative prediction of the spin polarization, but UMP methods have been found to be very sensitive to spin contamination. One possible solution to avoid this issue is employing ROHF as a reference function. This approach has certain deficiencies (similar to those described above in Section 1.2.2.1), but they are often outweighed by the benefit of lack of spin contamination in the reference wave function. The other way to solve this problem is to project out the various contaminants and re-evaluate the energy, but in some cases it is computationally expensive and complicated. This approach is known as projected UMP (PUMP).
Although MP perturbation theory is size-consistent and size-extensive, it is not a variational method. Therefore, sometimes the calculated energies can be lower than the exact energy of the ground state. In addition, MP methods are quite computationally demanding and mostly are used in the single-point calculations on the geometries obtained at the lower level of theory.

1.2.4.2 Coupled Cluster Theory

A more elegant approach to deal with electron correlation problem is coupled-cluster (CC) theory. The basic equation of coupled-cluster theory is given below:

$$\Psi_{cc} = e^T \Psi_{1HF}$$

(16)

In Eq. 16, $\Psi_{cc}$ is the exact non-relativistic wave function of the molecule in its ground state, $\Psi_{1HF}$ is a normalized HF wave function for the ground state, and $e^T$ is an operator defined through a Taylor series expansion in $T$:

$$e^T = 1 + T + \frac{T^2}{2!} + \frac{T^3}{3!} + \ldots = \sum_{k=0}^{\infty} \frac{T^k}{k!}$$

(17)

The cluster operator $T$ is a sum of the $i$-particle operators $T_i$ ($i=1,2,3,...,n$), where $n$ is the total number of electrons.

$$T = T_1 + T_2 + T_3 + \ldots + T_n$$

(18)

The effect of $T_i$ on the HF wave function is to generate a sum of all excited determinants in which $i$ electrons have been promoted. The coefficients of the generated determinants are known as amplitudes. The role of the operator $e^T$ is to express $\Psi_{cc}$ as a linear combination of the Slater determinants that include $\Psi_{1HF}$ and all possible electron transitions from the occupied into the virtual orbitals. Incorporation of these excited states in the total wave function accounts for the electron correlation by enabling them to better avoid each other.

Common practice is to approximate the operator $T$ with the inclusion of the limited number of the operators $T_i$. The simplest approximation includes only $T_2$, since double excitations have the strongest contribution to the operator $T$, according to theory. The resulting method is known as coupled-cluster doubles (CCD). The next improvement in CCD approach is made by including the operator $T_i$ ($T = T_i + T_2$), and this method is known as
coupled-cluster singles and doubles (CCSD), because it additionally includes single excitations. Method that includes triple excitations utilizes the operator $T = T_1 + T_2 + T_3$ and it is called CCSDT (coupled-cluster singles doubles and triples). CCSDT gives quite accurate results for correlation energies, but it is very computationally demanding and usually available only to very small systems, in the combination with rather small basis sets. More common approach is to treat triple excitations with perturbation theory, using a result from MP4 expansion. This method, termed CCSD(T), has been shown to be relatively affordable and it was used in this thesis to calculate accurate energies.

The coupled-cluster wave function, like the MP series, is built upon an HF reference determinant. For the open-shell systems an unrestricted version of the theory (UCCSD(T)) is usually used. Again, the main arising problem is spin contamination, like with the reference UHF wave function, although in a lesser extent than with the UMP wave functions. Here is also possible to introduce restrictions, but lack of uniqueness associated with the ROHF orbital energies, means that several alternatives of RCCSD(T) are possible. This problem can be solved by introducing further restrictions.

1.2.5 Density Functional Theory

Over the years, density functional theory (DFT) has become one of the most popular tools in computational molecular modelling, from chemical problems to material science. DFT is based on the Hohenberg-Kohn theorem, published in 1964., which states that exact ground-state electronic energy is completely determined by the electron density ($\rho$). Unfortunately, the theorem does not provide any information about the functional relationship of these two quantities and in practice are applied approximate functionals. A crucial step for development of these approximate functionals was made by Kohn and Sham, showing that the ground-state energy can be written in the following form:\[ E_{\text{exact}} = E_T (\rho) + E_V (\rho) + E_J (\rho) + E_{\text{XC}} (\rho) \] (19)

$E_T$ describes the kinetic energy in the hypothetical system of non-interacting electrons, $E_V$ is a term describing the Coulombic attraction between electrons and nuclei, while $E_J$ represents the classical repulsion between electron charge distributions. $E_{\text{XC}}$ is known as the exchange-
correlation term and, by definition, contains all contributions not accounted for by the first three terms, including the kinetic energy arising from the interacting nature of the electrons.

In practice, the density is written in terms of a set of auxiliary one-electron functions or orbitals:

$$\rho(q) = \sum_{i=1}^{N} |\Psi_i(q)|^2$$

with the orbitals themselves expanded as a linear combination of basis functions (using a conventional basis set), also known as Kohn-Sham orbitals. With these orbitals it is possible to calculate the exact electron density $\rho$ from Eq. 19, but they bear no physical meaning. If density is expressed like in Eq. 20, the functional relationship between energy and density is known for all the terms in Eq. 19, except for $E_{XC}$. This small, but vital contribution to the overall energy in practice is calculated by using approximations. In the simplest approximation, $E_{XC}$ can be written as a sum of terms describing electron exchange ($E_X$) and electron correlation ($E_C$), both of them being density functionals:

$$E_{XC}(\rho) = E_X(\rho) + E_C(\rho)$$

Both components can be represented by functionals dependent only on the electron density. This so called local density approximation (LDA) assumes that the electron density can be treated as a homogenous electron gas, where the value of the potential at some point depends only on the value of the density at that point. When the total electron density is expressed as a sum of $\alpha$ and $\beta$ densities, the approach is known as the local spin density approximation (LSDA). These functionals can be improved by introducing a correction in the form of the gradient of electron density (generalized gradient approximation, GGA). Becke formulated the exchange functional (B) with the gradient correction in 1988. The B exchange functional has been widely used with a range of gradient-corrected correlation functionals. A popular one is that developed by Lee, Yang, and Parr (LYP).

The alternative way to express exchange-correlation energy is to interpolate between the $E_{XC}$ of a system of non-interacting electrons and the $E_{XC}$ of a similar, but interacting system (using the adiabatic correction formula). Since HF theory actually contains the exact exchange energy in the limit of non-interacting electrons, this exchange has been included in the model. A most successful attempt in including the HF exchange was made by Becke with his three parameter model (B3). The combination of this hybrid functional with LYP correlation yields one of the most popular and most widely used functional in chemistry –
B3LYP. This functional was used in this thesis for geometry optimizations, as well as for single-point calculations. Material science and application of DFT methods to extended systems generally prefer PBE GGA approximation, and involve plane-wave description of electron density that satisfies periodic boundary conditions.

Low computational cost and a possibility of modelling large systems important in material science have brought immense popularity to DFT among computational scientists; however, this approach also suffers from some prominent deficiencies. Known difficulties include poor treatment of van der Waals interactions and strongly correlated systems, underestimated gaps in bulk solids and lack of proper scheme for excitations. Most of these failures are due to failures of approximations. In the recent years, numerous functionals were developed and designed to tackle various problems and systems, resulting with wide variety of the available functionals specifically designed for a given problem. Very good example of this trend is given with MO6 family of functionals developed by Truhlar et al., where large number of parameters is used to improve their accuracy. Grimme has developed DFT-D method in which he has successfully introduced empirical corrections to accurately account for weak interactions, while development of time-dependent DFT (TD-DFT) provided tool for exploring the world of excitations.

All this paved the way for DFT to become indispensable tool in molecular modelling from solid-state physics to chemistry, despite the lack of single all-purpose and accurate functional. The existence of so many different functional solved certain problems found in DFT approach, but it also made life of a computational chemist a bit complicated with a continuous search of the optimal functional to assess the problem of interest.

### 1.2.6 Multilevel Methods

#### 1.2.6.1 Composite Methods (Gaussian-N Methods)

Gaussian methods (G1, G2, G3, and G4) were developed after it has been noticed that certain ab initio methods are inclined to systematic errors in estimating the ground-state energies for organic molecules. These methods use a correction expression that reaches very accurate results by extrapolation from the ground-state energies calculated at different (ab
initio) levels. Lower levels of theory are used for geometry optimizations and frequency calculations, followed by more computationally demanding single-point calculations to provide more accurate energies. This approach assumes “basis set additivity”, and according to this approximation, the effect of increasing the size of the basis set is not strongly dependent upon the level of correlation involved in the calculation:

\[
E[\text{High level / Large basis set}] = E[\text{High level / Small basis set}] + E[\text{Low level / Large basis set}] - E[\text{Low level / Small basis set}]
\]  

(22)

G3(MP2) theory\(^{22}\) starts from the molecular geometries optimized at UMP2/6-31G(d) level of theory, followed by the single-point calculations that include only valence electrons in their correlation treatment (frozen core approximation). The total energy \(E_0\) is defined as the energy obtained at QCISD(T)/6-31G(d) level of theory, improved with several corrections:

\[
E_0[\text{G3(MP2)}] = E[\text{QCISD(T) / 6-31G(d)}] + \Delta E_{MP2} + \Delta E(SO) + E(\text{HLC}) + E(\text{ZPVE})
\]  

(23)

In the expression above, the correction for MP2 method is given by the following term:

\[
\Delta E_{MP2} = E[\text{UMP2/G3MP2 Large}] - E[\text{UMP2/6-31G(d)}]
\]  

(24)

The corrected (scaled) zero-point energies, \(E(\text{ZPVE})\), are calculated at HF/6-31G(d) level of theory. The remaining corrections in Eq. 23 are the spin-orbital correction, \(\Delta E(SO)\), which refers to the atoms only, and so called high level correction, \(E(\text{HLC})\). This correction accounts for all the other deficiencies present in this energy calculation by relying on the empirical parameters, adjusted to give the best possible agreement with the experimental data.

For radical species, the G3-RAD method has been specially developed.\(^{23}\) This method, in contrast to G3, uses RMP instead of UMP energies and RCCSD(T) methods substitutes the UQCISD(T) for taking the electron correlation into account. Geometry optimization is performed with DFT methods. In this work was used B3LYP/6-31+G(d) both for geometry optimization and for frequency calculations. This choice of methods ensures that the final result will not suffer from the spin contamination, but sacrifices the correct prediction of the spin polarization, being the lesser evil, from the energy point of view.

The energies presented in the thesis are usually not absolute electronic energies or total atomization energies. Instead we are largely interested in comparisons between species on a single electronic surface, in which the number of paired and unpaired electrons is maintained. In such cases, the empirical higher level correction (HLC) and spin-orbital (SO) corrections normally associated with the G3 procedures cancels, and the resulting energy differences are purely \textit{ab initio}. Therefore, we referred only to the relative energies or energy differences (\(\Delta E\)):
In case where the atomization energies are important, it is necessary to incorporate the corrections mentioned above, including the scaled zero-point vibrational energies $E_{\text{ZPVE}}$. In this thesis unscaled values of the calculated zero-point energies were generally used.

1.2.6.2 ONIOM

The acronym ONIOM stands for Our Own N-layered Integrated MO and MM method, originally developed by Morokuma et al.\textsuperscript{24} Since its first implementation in Gaussian 98 software package, it has received significant improvements in the upgraded versions of Gaussian 03 and 09.\textsuperscript{25-27} This computational technique allows treatment of the (usually large) systems with two or three levels of theory in successive layers. The general approach involves selecting a small model system out of the entire system and treating it with the higher accuracy methods, while the complete system is described at the lower level of theory. In the case of three layers, the middle layer is treated with a method of the intermediate accuracy compared to the high and low level method. A general expression for energy obtained in the following way:

$$
E = E_{\text{low level model}}^{\text{complete system}} + E_{\text{high level model}}^{\text{low level model}} - E_{\text{model}}^{\text{low level}}
$$

ONIOM is able to combine different quantum mechanical (molecular orbital, MO) and semi-empirical methods, but it can also serve as a QM/MM method, where molecular mechanics (MM) is used as low level method (see more about molecular mechanics later in the chapter). Of course, the model system is then treated with the QM method and the expression above can be re-written as:

$$
E = E_{\text{MM complete system}}^{\text{MM model}} + E_{\text{QM model}}^{\text{QM model}} - E_{\text{model}}^{\text{MM model}}
$$

$$
E_{\text{model}}^{\text{QM}} = \left\langle \Psi | H_{\text{model}}^{\text{QM}} | \Psi \right\rangle
$$

ONIOM methods are termed according to the QM and MM methods used in the calculation, as ONIOM[QM:MM].

The electrostatic interactions between the QM and the MM part of the system can be treated in different ways, depending on the method used and the aims of the calculation. The
simpler approach is called *mechanical embedding*, where the QM system feels its MM environment only sterically. All the electrostatic interactions of the QM subsystem with the MM part are completely described with the molecular mechanics (interaction between partial charges on the MM part and the partial charges assigned to the QM atoms). The other possibility is to explicitly include those partial charges into the QM Hamiltonian, and incorporation of this term enables polarization of the QM wave function in the response to its environment. This approach is known as *electrostatic embedding*.26

\[
E_{\text{QM model}} = \left\langle \psi \left| H_{\text{QM model}} - \sum_i \sum_N \frac{q_i}{r_{in}} + \sum_j \sum_N \frac{Z_j q_N}{r_{jn}} \right| \psi \right\rangle
\]

The first term in the upper expression is equivalent to the Hamiltonian from the Eq. 28, while the second term gives the energy of the interaction between all the electrons present in the model (QM) system and all the point charges in the MM layer. The third term describes the interaction between all the nuclei in the QM subsystem with the outside point charges.

To avoid double counting of the equivalent energies in the calculation of the total energy, it was necessary to introduce a correction for the energy of the interactions between point charges in the MM part and the partial charges located at the centres of the atoms in the model system. The partial charges are commonly derived from the electrostatic potential (ESP), calculated on a grid of points in space.

\[
E = E_{\text{complete system}} + E_{\text{QM model}} - E_{\text{MM model}} - \sum_i \sum_N \frac{q_i q_N}{r_{in}}
\]

In this thesis a variation of the ONIOM method, where the model system was treated at the B3LYP/6-31+G(d) level of theory, while AMBER force field was used to describe the MM layer, with the electrostatic embedding (ONIOM[B3LYP/6-31+G(d):AMBER]), was used. Due to its flexibility, ONIOM technique can be combined with composite methods for calculating the accurate energies for systems to large to be explicitly treated with such computationally expensive methods. Of course, in this thesis we used G3(MP2)-RAD and the expression for obtaining the total energy of the system is given below:

\[
\Delta E(\text{ONIOM } [G3(MP2) : URAD : AMBER ] = \Delta E(\text{ONIOM } [UCCSD(T)/6 - 31 + G(d) : AMBER ] + \\
\quad \quad + \Delta E(\text{ONIOM } [\text{ROMP/G3MP2 Large : AMBER ]} - \Delta E(\text{ONIOM } [\text{ROMP/6 - 31 + G(d) : AMBER ]} + \Delta \text{(ZPVE})
\]

(31)
1.3 CLASSICAL MECHANICS

An important issue of simulation studies is the accessible time- and length-scale which can be covered by different computational methods. QM methods are appropriate for the description of processes that occur at small length scales, such as bond making and breaking, while QM/MM were developed to address this issue in the systems too large to compute the wave function for the entire system. This is a bridging method toward longer simulations of the processes taking place at nano- and microsecond scale, usually involving conformational changes in the large molecules like proteins. Actually, most of the biological systems are too large to be treated with quantum mechanics – they are rather described with classical mechanics, also known as molecular mechanics. In this approach, which is also based on the Born-Oppenheimer approximation, the potential energy of the system is given as a function of nuclear coordinates only, while the electron motion is included only implicitly. The motion of the particles in these systems is governed by Newton’s laws. To gain an insight in the behaviour of the system and possibly estimate important physical quantities describing the system and related processes, certain knowledge of statistical thermodynamics and its fundamental postulates is necessary.

1.3.1 STATISTICAL MECHANICS

Statistical mechanics provides a theoretical framework that relates microscopic dynamics or fluctuations with the observed properties of a large system by combining probability theory with the laws of mechanics. All macroscopic systems consist of a large number of particles (N), whose motion is governed by Schrödinger equation or Newton’s laws, resulting with the many-body problem. Knowledge of the positions and momenta of these particles define a microstate in which the system resides at a given moment, giving rise to an enormous number of variables required for description of the system. A set of all possible microstates defines the phase space of the given system:

\[(p_1^N, r_1^N, \ldots, p_N^N, r_N^N) \equiv (p_1, \ldots, p_N; r_1, r_2, \ldots, r_N)\]

The total energy of the system is represented by the Hamiltonian, which depends on the coordinate and momenta $H(p, r)$. In a typical case, the potential energy is not a function of
momenta, which allows us to write the Hamiltonian as a sum of separate terms describing potential \((U(r))\) and kinetic energy \((T(p))\) of the system, each being a function of the position and momenta only:

\[
H(p, r) = T(p) + U(r)
\]  

(32)

If the initial microstate is specified, the future states of the system can be obtained by solving the equations of motion for each particle. This task for a large number of particles can be achieved only through the usage of the numerical methods and powerful computers, since the analytical solution is not available for systems with more than two particles. Although we witness the exponential growth of the computer power, many of the important (biological) systems are still not accessible to this type of the investigation due to their size, as the complexity of the system rises with the increasing number of particles. It would seem that prediction of the bulk properties from the microscopic behaviour of the system is an impossible quest, but surprisingly, it takes only a few thermodynamic variables to describe a macroscopic system in equilibrium. Namely, with the assumption that the observed properties of the macroscopic systems are the result of the underlying statistical laws, the necessity for precise knowledge of the dynamics of \(N\) particles vanishes.

The fundamental postulate of statistical mechanics states that all the microscopic states are equally probable when the system resides in the state of thermodynamic equilibrium. If \(N\) independent measurements were made on a system, a certain value could be attributed to the observed property \(Q\) based on these measurements based on the following expression:

\[
Q_{obs} = \sum_x \frac{n_x}{N} Q_x = \sum_x p_x Q_x \equiv \langle Q \rangle
\]

(33)

where \(Q_x\) is the expected value of \(Q\) when the system finds itself in the state \(x\), \(n_x\) denotes the number of times the system has visited the state \(x\), while \(P_x\) gives the probability of finding the system in state \(x\). The observed value of the chosen variable \(\langle Q \rangle\) corresponds to the average value for the given ensemble, where the brackets \(\langle \ldots \rangle\) denote the average value of the variable enclosed. The ensemble is defined as an assembly of all the possible microstates that system can occupy under given constraints that characterize the system macroscopically. The ergodic hypothesis, another important concept in statistical mechanics, assumes that if given enough time, the system will visit all the microstates accessible to the system under the given constraints, depending on the choice of the ensemble. The observed time average would be equivalent to the ensemble average:

\[
\langle Q \rangle \equiv \bar{Q} = \lim_{t \to \infty} \frac{1}{T} \int_0^T Q(r(t)) dt
\]

(34)
The systems that obey this hypothesis are called ergodic. It is believed that majority of many-body systems are ergodic, but problems with the proper sampling of the entire phase space are often encountered during the computer simulations. In that case, only the fragments of the phase space are explored, while the other regions remain inaccessible due to slow diffusion or high barriers between the states. Therefore, the calculated averages are strongly influenced by the initial conditions and systems exhibit so called quasi-nonergodicity.

As mentioned earlier, the macroscopic state of the system is characterized by keeping a handful of the natural variables fixed, such as volume, energy, temperature etc. Choice of these constraints results with definition of the different ensembles. The most commonly used ensembles are listed below:

- **microcanonical ensemble** \((N, V, E)\) – the assembly of all states where number of particles \(N\), volume \(V\), and total energy \(E\) of the system are kept fixed. The system is completely isolated and there is no exchange of matter and energy with the environment.
- **canonical ensemble** \((N, V, T)\) – the assembly of all states where number of particles \(N\), volume \(V\), and temperature \(T\) of the system are kept fixed. The system is able to exchange the energy with its surroundings.
- **grand canonical ensemble** \((\mu, V, T)\) – the assembly of all states where chemical potential \(\mu\), volume \(V\), and temperature \(T\) are fixed. This system is allowed to exchange energy and matter with the environment, in order to keep the chemical potential constant.

For the purpose of this thesis, it is enough to describe the canonical ensemble in greater detail, where the more information about other ensembles and statistical mechanics in general can be found in the standard textbooks on statistical mechanics. In the canonical ensemble, the number of particles in the system \(N\) and its volume \(V\) are kept constant, while the energy is allowed to fluctuate. The system is kept in equilibrium by coupling with the heat bath at constant temperature \(T\). The stationary probability distribution of the canonical ensemble is given with the following expression:

\[
P = \frac{e^{-\beta E_x}}{\sum_x e^{-\beta E_x}} = \frac{e^{-\beta E_x}}{Z}
\]  \(35\)

In the equation above, \(\beta\) denotes the inverse temperature \((\beta=1/k_B T)\), \(E_x\) is the energy of the state \(x\), while \(Z = \sum_x e^{-\beta E_x}\) is canonical partition function. The sum in the partition function goes over all the accessible states, serving as the normalization factor in the probability
distribution. This distribution gives the probability of finding the system in the state $x$ with respect to the temperature $T$ and energies of all the possible states of the system.

For a classical system of $N$ indistinguishable particles, the energy of the system is given with the Hamiltonian $H(p,r)$, which is a function of $3N$ momenta $p$ and position coordinates $r$ describing a given state $x(p,r)$. In that case, partition function $Z$ can be written as:

$$ Z = \sum_x e^{-\beta E_x} = \frac{1}{N!h^{3N}} \iiint e^{-\beta H(p,r)} \, dp \, dr $$

(36)

Knowledge of the partition function $Z$ allows calculation of various thermodynamic properties $Q(p,r)$ of the system as an expected value for the given probability distribution:

$$ \langle Q \rangle = \frac{\iint Q(p,r) e^{-\beta H(p,r)} \, dp \, dr}{\iint e^{-\beta H(p,r)} \, dp \, dr} $$

(37)

Relationships between the partition function and some important state functions are given below:

- internal energy: $E = -\frac{d\ln Z}{d\beta}$;
- entropy: $S = -k_B (\ln Z + \beta E)$;
- Helmholtz free energy: $F = -\frac{\ln Z}{\beta}$.

However, analytical formulation of partition function is available only for the simplest systems, while this is generally not possible for large systems with complex interactions. This aggravates calculation of the absolute values of the quantities mentioned above. In order to avoid this issue, often the calculated value corresponds to difference between two states of interest.

Computer simulations have become indispensable tool in modern science, including physics, chemistry and molecular biology. To be able to simulate large molecular systems and their complex properties, it was necessary to construct appropriate theoretical framework. One of the fundamental steps is the definition of the system Hamiltonian and development of the algorithms that are capable of generating statistical ensembles of the systems of interest. This resulted with a number of different approaches to address different types of problems.
As mentioned earlier, most of the biological systems are too large to be treated with quantum mechanics and these systems are rather described with classical mechanics, also known as molecular mechanics. In this approach based on Born-Oppenheimer approximation, the potential energy of the system is given as a function of nuclear coordinates only, while the electron motion is implicit. Definition of Hamiltonian in these “classical” systems relies on the simplified description of bonding and non-bonding interactions between atoms and molecules. The interactions are represented by classical terms and parameterized to reproduce experimental data and/or results of QM calculations, providing a classical description of the potential energy of the system, known as a force field. A rather general functional form of the force fields is given with the following expression:

\[ E_{ff} = \sum_{i=1}^{N} \frac{k_i^b}{2} (l_i - l_{ie})^2 + \sum_{\text{angles}} \frac{k_i^a}{2} (\theta_i - \theta_{ie})^2 + \sum_{\text{torsions}} \frac{V_i}{2} (1 + \cos(n\omega_i - \gamma_i)) + \sum_{i=1}^{N} \sum_{j=1}^{N} \left(4\epsilon_{ij}\left(\frac{\sigma_{ij}}{r_{ij}}\right)^{12} - \left(\frac{\sigma_{ij}}{r_{ij}}\right)^{6}\right) + \sum_{i=1}^{N} q_i q_j \frac{1}{4\pi\varepsilon_0 r_{ij}} \]

Namely, different functional terms describing interactions between atoms and molecules are used in different force fields. Bonds and angles are commonly approximated with harmonic oscillators; the electrostatic interactions are described with Coulomb law, and van der Waals forces with Lennard-Jones potential. These can, however, be replaced with other functions to improve the quality of the potential energy description. This can also be achieved by including additional terms in the force field expression. Force field parameters can be fitted to the experimental or theoretical data, computed with high-level QM methods.

In the present day, different force fields and software packages for modelling various systems are available. The most popular examples of force fields developed for biological systems such as proteins, nucleic acids, sugars and lipids include AMBER, GROMACS, CHARMM and OPLS, with a long list of the available parameters. The mentioned force fields use different functional forms to describe the potential energy, but also different procedures to devise required parameters. These differences complicate the exchange of the parameters between the force fields and the parameters are generally not considered to be transferable between the force fields. In the thesis, we used AMBER force fields (ff99SB, ff03, gaff) implemented in the AMBER software package.
1.3.3 Molecular Dynamics

Once the Hamiltonian has been defined, the appropriate statistical ensemble needs to be generated to extract the desired properties of the system. The traditional simulation methods for many-body systems can be divided basically into two classes, stochastic and deterministic simulations, which are largely represented by the Monte Carlo (MC) method and the molecular dynamics (MD), respectively.

To generate an ensemble of configurations, Monte Carlo simulations explore the configurational space by trial moves of particles, usually within the so-called Metropolis algorithm. In this approach, the energy change between two successive moves is used as a criterion to accept or reject a new configuration. Namely, if a move results with a configuration that is lower in energy than its predecessor, it is automatically accepted, while those with higher energy are accepted with a probability governed by Boltzmann statistics. This algorithm ensures the correct limiting distribution and properties of a given system can be calculated by averaging over all Monte Carlo moves within a given statistical ensemble (where one move means that every degree of freedom is probed once on average).

In contrast to this „static“ approach, molecular dynamics propagates system in time by numerically solving Newton’s equations of motion, resulting with moving particles to new positions and assigning new velocities at these new positions. The generated trajectories provide additional information about system dynamics by probing the entire phase space, not only configurational space as done in MC approach. Both methods are complementary in nature but they lead to the same averages of static quantities, given that the system under consideration is ergodic and the same statistical ensemble is used.

In order to properly simulate the behaviour of the complex systems, such as biological macromolecules, it is important to build a realistic model that is able to reproduce experimental findings, such as distribution functions, but also obey the theoretical constraints imposed onto the system to keep in accordance with the underlying physical laws like energy or momentum conservation. To run a successful molecular dynamics simulation, there are several important steps in the preparation of simulation that one has to account for:

(i) The choice of the appropriate force field for a given system and problem type, which is able to correctly describe the interactions between the particles in the system. AMBER offers parameters developed for proteins, nucleic acids and common sugars.
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(ii) An integration algorithm that will propagate particle positions and velocities from time \( t \) to \( t + \Delta t \). It is a finite difference scheme which propagates trajectories discretely in time. AMBER uses the so-called \textit{leap frog} algorithm for integration. The adequate time step \( \Delta t \) has to be chosen to guarantee stability of the integrator, i.e. there should be no drift in the system’s energy.

(iii) The choice of the statistical ensemble and control methods of the corresponding thermodynamic quantities like pressure, temperature or the number of particles. The natural choice of an ensemble in MD simulations is the microcanonical ensemble (NVE), since the system’s Hamiltonian without external potentials is a conserved quantity. Nevertheless, there are extensions to the Hamiltonian which also allow simulating different statistical ensembles, such as NVT and NPT. In AMBER, there are several available thermostats (Berendsen, Andersen, Langevin), while the pressure is controlled by using weak-coupling scheme.

The steps listed above provide the general framework of an MD simulation. The quality of simulation results will depend on the quality of the force field used to build a model system and accompanying algorithms that control the system behaviour under given constraints. The obtained results should be verified against the available experimental data and theoretical predictions. If there is significant deviation between simulation results and measured properties, the model needs to be improved until satisfactory agreement has been achieved for the properties of interest.

1.3.4 \textbf{Free Energy Calculation}

Free energy is one of the most important state functions in chemistry, as it governs the spontaneity of a process and gives the probability of the system adopting a given state in the canonical ensemble:

\[
P(p, r) = \frac{e^{-\beta H(p, r)}}{\int e^{-\beta H(p, r)} dpdr} = \frac{e^{-\beta E_x}}{Z} = \exp(\beta F - \beta E_x)
\]  

(38)

In cases where Hamiltonian is separable in its variables \( p \) and \( r \), the kinetic contribution can be integrated out and we obtain only the configurational probability density depending on the potential energy \( U(r) \).
Due to the complexity and high-dimensionality of the phase space, it is common to choose a set of variables that play a crucial role in the process of interest, known also as a reaction or generalized coordinate. In this way, we observe the system evolution only as a function of the chosen subset of the coordinates \((\xi)\), instead of the entire phase space. The reduced probability distribution \(P(\xi)\) and corresponding free energy can be expressed as:

\[
P(\xi) = P(r) \delta(\xi - \xi(r)) = \frac{\int e^{-\beta U(r)} \delta(\xi - \xi(r)) dr}{\int e^{-\beta U(r)} dr} = \frac{Z(\xi)}{Z} \tag{40}
\]

\[
F(\xi) = -\frac{\ln Z(\xi)}{\beta} \tag{41}
\]

As mentioned earlier, we are interested in the free energy difference when going from state A to state B:

\[
\Delta F = F_B - F_A = -\frac{1}{\beta} \ln \frac{Z_B}{Z_A} \tag{42}
\]

However, on many occasions it is also important to know the free energy profile of the given process and the barriers between those two states. In that case, the so-called potential of mean force (PMF) is calculated. The origin of this term, first introduced by Kirkwood in 1935, comes from differentiating the free energy with respect to the selected reaction coordinate, e.g. an atomic coordinate \(r_1\):

\[
-\frac{dF}{dr_1} = -\left( \frac{dH}{dr_1} \right)_{r_1} = -\left( \frac{dU}{dr_1} \right)_{r_1} = \langle F_1 \rangle_{r_1} \tag{43}
\]

where \(\langle ... \rangle_{r_1}\) denotes the average computed with the fixed value of \(r_1\). The obtained \(F_1\) is the force acting on the chosen coordinate \(r_1\), averaged over all the other variables. Hence, \(A(r_1)\) can be thought of as the mean potential or PMF for \(r_1\). Since the generalized coordinate \(\xi\) can be any function of atomic positions, \(-dF/d\xi\) is not necessarily a force, but the interpretation remains the same. Specifically, \(-dF/d\xi\) is the mean force exerted on the generalized particle \(\xi\).

\[
\frac{dF}{d\xi} = \left[ \frac{\partial H}{\partial \xi} \right]_{\xi} = \left[ \frac{\partial U}{\partial \xi} - \frac{1}{\beta} \frac{\partial \ln |J|}{\partial \xi} \right]_{\xi} \tag{44}
\]

The term \(|J|\) is the determinant of the Jacobian matrix upon changing from Cartesian to generalized coordinates. It measures the change in the volume element due to change in the coordinates and it is effectively an entropic contribution. Choice of the generalized coordinate is somewhat arbitrary, as it depends greatly on the problem of interest and type of the system.
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It can be a distance, an angle or some other function of the Cartesian coordinates. Definition of the reaction coordinate ranges from the straightforward to more obscure cases, where more effort has to be invested to define the variable that properly describes the given process in terms of free energy.

To get a better insight in the procedures behind the free energy calculations, a simple system of two methane molecules enclosed in a box of water will be used to illustrate the free energy methods presented in this section. The goal is to compute potential of mean force (PMF) between these two molecules as a function of distance.

Figure 1.1 Simple system of two methane molecules in the box of water is taken as an illustrative example for free energy methods presented in this section (panel left). Potential mean force is calculated as a function of distance between these two molecules ($r$). The configurations methanes and solvent molecules that correspond to the minima of the PMF curve obtained for the described system (panel right, originally from Andy Hsu’s thesis).

According to the expressions listed above, it should be possible to estimate the PMF from statistical data sampled along the chosen reaction coordinate during the molecular dynamics simulation. This MD simulation should be long enough to exhibit ergodic behaviour and to allow the system to visit all the configurations of importance in the reduced phase space. In this particular case, that is the distance between two methanes in the interval 3Å – 10 Å and sampling is done in that phase space (Figure 1.1a). The collected data is then binned in a histogram (Figure 1.1b) to obtain the reduced probability distribution $P(\xi)$, from which obtaining PMF is straightforward (Figure 1.1c). However, to obtain the correct PMF (Figure 1.1d) it is necessary to add a term that accounts for changing Jacobian matrix from Cartesian to generalized coordinate.
Figure 1.2 (a) Data collected during the unbiased NVT simulation of two methanes in box of water at 298 K. The chosen reaction coordinate (r) is distance between two methanes. (b) Histogram of distances between 3-10 Å collected from NVT simulation. (c) Probability distribution \( P(r) \) derived from the histogram. (d) Final PMF obtained from probability distribution and corrected for the Jacobian term (\( 2RT\ln(r) \)).

One of the important steps in the free energy calculation regards the generation of configurations that obey desired probability distribution \( P(r) \) for the given system. These configurations are sampled from molecular dynamics. Adequate sampling can be a quite challenging task in case of the complex systems, due to quasi-nonergodic behaviour of the systems. To overcome this issue, various strategies have been developed to efficiently sample configurations along the chosen coordinate and retrieve the free energy information from the sampled data. Very popular approaches in free energy calculation include free energy perturbation, thermodynamic integration, umbrella sampling, steered molecular dynamics etc. Important methods for enhanced sampling used in this thesis and the corresponding PMF estimators from the collected data are described in more detail in the following text. To enable a better familiarity with these methods, they are illustrated with the example of two methane molecules in water and the calculation of the PMF as a function of their separation.
One of the major challenges in free energy calculations is overcoming the inability to visit all important configurations during molecular dynamics simulation and to obtain correct probability distribution for the given system. If proper sampling can be achieved with an unbiased simulation at a given set of conditions, it is possible to count directly the visited states and use histograms to estimate probability distribution for the given reaction coordinate, as shown in the example above.

However, even in very long simulations, some states are rarely visited due to their high energy. Umbrella sampling is a method that uses modified Hamiltonian to improve sampling in those rarely visited regions by introducing suitably chosen biasing potential or umbrella \((V^B)\) as a function of the chosen collective variable \(\xi(r)\):

\[
U^B = U(r) + V^B(\xi(r))
\]

The probability distribution \((P^B)\) for system evolved with this altered potential energy is then given with:

\[
P^B(\xi) = \frac{Z}{Z^B} \exp \left( -\beta \left( V^B(\xi) + A(\xi) \right) \right)
\]

where \(Z^B\) is the canonical partition function for the potential \(U^B\). From this biased probability distribution \(P^B\) it is possible to extract the unbiased free energy according to the following expression:

\[
F(\xi) = -\frac{1}{\beta} \ln \left( P^B(\xi) \right) - V^B(\xi) - f^B
\]

In the equation above, the factor \(f^B\) is a constant independent of \(\xi\):

\[
f^B = \frac{1}{\beta} \ln \left( \frac{Z}{Z^B} \right)
\]

The biased probability distribution is estimated from the as a normalized histogram from \(n\) independent data points collected in the simulations:

\[
P^B(\xi) \sim \frac{1}{n\Delta\xi} \sum_{t=1}^{n} X(\xi_t)
\]

where \(X(\xi_t) = 1\) if \(\xi_t \in [\xi, \xi + \Delta\xi]\) and zero otherwise.\(^{34}\) To reduce the statistical error to minimum, the optimal choice of the biasing potential would equal \(V^B(\xi) = -A(\xi)\). However, this is exactly the quantity that we are trying to determine and it cannot be used in practical
applications. The usual strategy is to divide the coordinate $\xi$ in small intervals, or windows, and sample around a predefined value ($\xi_i$). The common choice of the function that confines the system to sample the values of $\xi$ in the defined window is a harmonic potential centred on successive values of $\xi_i$:

$$V^{(i)}(\xi) = k_i(\xi - \xi_i)^2$$

(50)

This stratification helps to achieve a more efficient configurational sampling in the given region, but each window provides only a fraction of the desired information about PMF along the chosen coordinate.

In the case study of two methanes, a series of umbrella potentials were used to achieve proper sampling along the reaction coordinate. The experiment was taken over from Trzesniek at al. and it was designed to have more closely spaced windows at shorter distances, while the spacing between the windows was increased at larger distances between the methanes.

![Image](image.png)

**Figure 1.3** Umbrella sampling of distances between two methane molecules in a box of waters in an interval $3\text{Å} - 10.5\text{Å}$. The spacing between the windows used in this experiment increases with the increasing distance between two methanes.

The spacing of the windows depends sensitively on the strength of the harmonic potential used to restrain the system in the given window. The usage of a stronger potential usually implies closer spacing of the windows to achieve overlap between distributions from neighbouring windows. The choices of the force constant and window spacing are quite system dependent and rely heavily on a trial-and-error approach. Some general strategy usually involves placing window centres in larger intervals and later additional windows can always be added in the regions where satisfactory sampling or distribution overlap has not been achieved. The unbiased probability distribution obtained from the $i$th window corresponds to:
To obtain the final estimate about PMF for the given coordinate, the overlapping distributions from different windows need to be combined and unbiased. The most popular is weighted histogram analysis method (WHAM), initially introduced by Ferrenberg and Swendsen, and later extended by Kumar et al. The best estimate of the probability distribution \( P(\xi) \) is assumed to be a linear combination of the window specific probability \( P_i(\xi) \) with weights \( \pi_i(\xi) \):

\[
P(\xi) = C \sum_i \pi_i(\xi) P_i(\xi)
\]

These weights are determined by minimizing the expected statistical error on \( P(\xi) \) and result with the final expression for the probability distribution:

\[
P(\xi) = C \frac{\sum \pi_i P_i(\xi)}{\sum \pi_i \exp(-\beta(V_i(\xi) - f_i))}
\]

The constants \( f_i \) in the solution are obtained by solving their defining equation in a self-consistent manner. The uncertainties in the obtained free energy are usually computed by performing a bootstrap error analysis.

Recently, novel estimators have been developed that are considered superior to the WHAM because of their ability to additionally reduce statistical errors. One of these methods is called umbrella integration (UI). This approach combines window sampling technique with thermodynamic integration, which is the limiting case of a strong bias. The method avoids iterations necessary to calculate \( f_i \) by calculating the unbiased derivative of free energy from the biased probability distribution of a window \( i \):

\[
\frac{\partial f_i}{\partial \xi} = \frac{\partial P_i^B}{\partial \xi} - \frac{\partial V_i^B}{\partial \xi} = -\frac{1}{\beta} \frac{\partial \ln P_i^B}{\partial \xi} - \frac{\partial V_i^B}{\partial \xi}
\]

To combine the different windows, the reaction coordinate is divided into bins that span the whole range of \( \xi \) and are independent of the windows. For each bin, centred at \( \xi_{\text{bin}} \), the windows are combined by a weighted average:

\[
\frac{\partial P(\xi)}{\partial \xi} \big|_{\xi_{\text{bin}}} = \sum_{\text{windows}} p_i(\xi_{\text{bin}}) \left( \frac{\partial P_i(\xi)}{\partial \xi} \right)_{\xi_{\text{bin}}}
\]

\[
p_i(\xi) = \frac{N_i P_i(\xi)}{\sum N_i P_i(\xi)}
\]

The \( p_i \) is the normalized weight for \( N_i \) number of steps sampled for window \( i \). Umbrella integration does not require window distributions to overlap, unlike WHAM. This is because
the weights are not calculated from the numerical distribution, which is prone to statistical error, but from the normal distribution for $p^R(\xi)$.

Figure 1.4 (a) Biased probability distributions extracted from the windows constructed to sample distances between two methanes. (b) PMF between two methane molecules in a box of waters obtained by using different estimators (WHAM, UI, MBAR) and same datasets. The curves are compared to the PMF resulting from the unbiased simulation.

Another alternative is given with the most recent method for estimating the PMF from the multiple equilibrium states based on Bennett acceptance ratio. This multistate Bennett acceptance ratio (MBAR) estimator does not require the sampled energy range to be discretized to produce histograms, eliminating bias due to energy binning. It is stated that in the large sample limit, MBAR has the lowest variance of any known estimator for this type of data and provides the uncertainties. In this approach, the dimensionless free energy is estimated for configurations that correspond to Boltzmann distribution $q(\xi) \equiv \exp[-u(\xi)]$ by solving self-consistently the following expression:

$$\tilde{f}_i = -\ln \Sigma_{j=1}^{\mathcal{K}} \Sigma_{n=1}^{N_j} \frac{\exp[-u(\xi_{jn})]}{\Sigma_{k=1}^{\mathcal{K}}N_k \exp[\tilde{f}_k-u(\xi_{jn})]}$$  \hspace{1cm} (57)

The estimated free energies $\tilde{f}_i$ are determined uniquely only up to an additive constant, so only differences $\Delta \tilde{f}_{ij} = \tilde{f}_j - \tilde{f}_i$ will be meaningful. The uncertainty in the estimated free energy difference can be computed from the covariance matrix which is an integral part of this calculation:

$$\delta^2 \Delta \tilde{f}_{ij} \equiv \text{cov}(-\ln \tilde{Z}_j / Z_i, -\ln \tilde{Z}_j / Z_i)$$ \hspace{1cm} (58)

More details about these equations can be found in the original publication of Shirts and Chodera.
Figure 1.4 shows results extracted from the umbrella sampling datasets by the estimators listed in the section – WHAM, UI and MBAR. As it can be seen, all these estimators provide roughly the same answer for the given dataset, although they use the available data in different ways. There is a slight mismatch between PMF obtained from the unbiased simulation by direct counting and the PMF originating from umbrella, but the main features are captured in both cases. This implies that system configurations were properly sampled for a given coordinate, but even for a system as simple as two methanes in water, this is not a trivial task.

1.3.4.2 **Steered Molecular Dynamics**

Steered molecular dynamics is a non-equilibrium method that can be used to compute equilibrium free energies. Namely, the system is driven from the initial to the final state by applying the external force along the chosen coordinate. In the AMBER software package, it is done by restraining a system to sample configurations in region around the centre $\langle \xi_0 \rangle$ of a harmonic potential $V_r(t)$, which is moved in a time-dependent fashion along the coordinate $\xi$ (Figure 1.5):

$$V_r(t) = \frac{1}{2} k (\bar{\xi} - \xi_0(t))^2$$  \hspace{1cm} (59)

![Figure 1.5](image-url) The work invested to drive two methane molecules apart in a box of waters along the chosen reaction coordinate, which has been defined as the distance between the solute molecules (panel left). However, the actual distances sampled during the steered molecular dynamics simulations are distributed around the defined centres along the pathway (panel right).
It can be thought of as a time-dependent umbrella sampling (left panel in Figure 1.5). The estimator of the free energy difference between the initial and final state ($\Delta F$) is provided with the Jarzynski identity:\(^6\)

\[
\langle e^{-\beta W} \rangle = e^{-\beta \Delta F}
\] (60)

The Jarzynski identity relates the work ($W$) invested to bring the system from the initial ($\xi_i$) to the final state ($\xi_f$), averaged over multiple trajectories connecting these two states, to the change in the free energy associated with that process. The work is a functional of the trajectory and it will be different for each realization of the $\xi(t)$. If the transition from $\xi_i$ to $\xi_f$ is done in the infinite time interval, the system is able to remain close to equilibrium conditions and work is equal to the corresponding free energy:

\[
\lim_{t \to \infty} W_t = \Delta F
\] (61)

For these quasi-static processes, the distribution of the measured work values can be described with a delta function with the exact value in $\Delta F$. However, the experiments are done in a finite time, which results with higher average values of the work done for a given process ($\langle W \rangle > \Delta F$), distributed with a finite variance. There is also a possibility that a certain individual realization requires amount of work less than $\Delta F$.

![Figure 1.6](image_url)

**Figure 1.6** The probability distributions of the amount of work required to drive the system from the initial to the final state depend on the switching rate used in the experiment.\(^{42-43}\)

The distribution of the work values obtained from numerous trajectories depends on the transition rate – faster switching shifts the average work toward higher values and increases the variance (Figure 1.6). In other words, there is an increase in the dissipated work ($W_d = \Delta F$).
\( \langle W \rangle - \Delta F \), that is associated with the increase of entropy during an irreversible process. The Jarzynski identity requires a weighted average of these work probability distributions, and the weight factors have the exponential form. The trajectories corresponding to low amounts of total work have the greatest impact on this non-linear average. These trajectories are rare, and with increasing the switching rate, their number is additionally decreased, resulting with convergence problems.

The Jarzynski identity is a special case of a more general Crooks fluctuation theorem for stochastic microscopically reversible dynamics: \(^{44}\)

\[
\frac{P_F(+\omega)}{P_R(-\omega)} = e^{+\omega} \tag{62}
\]

Here \( \omega \) is the entropy production of the driven system measured over sometime interval, \( P_F(+\omega) \) is the probability distribution of this entropy production, and \( P_R(-\omega) \) is the probability distribution of the entropy production when the system is driven in a time-reversed manner. If the entropy production is defined as \( \omega_F = -\beta \Delta F + \beta W = \beta W_d \), the fluctuation theorem can be expressed in terms of the amount of work performed on a system that starts in the equilibrium:

\[
\frac{P_F(+\beta W)}{P_R(-\beta W)} = e^{-\beta \Delta F + \beta W} = e^{+\beta W_d} \tag{63}
\]

Namely, it is possible to extend the Jarzynski identity to a more general class of equalities between the work and the free energy change. Crooks’ path ensemble average relates the forward average of an arbitrary functional \( \mathcal{F} = \mathcal{F}(\Gamma) \) of the phase space trajectory \( \Gamma = \{p(t), r(t)\} \) to its work-weighted average in the reverse process:

\[
\langle \mathcal{F} e^{-\beta W} \rangle_F = \langle \mathcal{F} \rangle_R \tag{64}
\]

If \( f(W) \) is any finite function of the work then the path ensemble average is given with:

\[
e^{-\beta \Delta F} = \frac{\langle f(+W) \rangle_F}{\langle f(-W) e^{-\beta W} \rangle_R} \tag{65}
\]

where \( \langle \cdots \rangle_F \) denotes average over forward trajectories, and \( \langle \cdots \rangle_R \) for time-reversed trajectories. This is important in the context of improving the accuracy and convergence of free energy calculations based on the Jarzynski nonequilibrium work relation, or Crooks theorem in the more general case. The most accurate \( \Delta F \) from a statistical perspective is obtained with Bennett acceptance ratio method. \(^{45}\) Although it has been derived for the instantaneous switching, Bennett’s method can be adjusted for finite switching times. The minimal statistical error is achieved when following expression is used:
If we assume that we have collected $n_F$ measurements of the work from the forward process and $n_R$ from the reverse process, then the optimal choice of the constant $C$ is $-\beta \Delta F + \ln n_F/n_R$ and the equation is iteratively solved. The accuracy of the calculated free energy difference is improved by including the values of work obtained with reverse processes in addition to those obtained from the forward trajectories. Namely, it has been observed that the forward trajectories with the highest influence on the weighted average strongly resemble typical trajectories generated in time-reverse manner. In this way, the estimators of the free energy difference or potential of mean force are optimized.

The estimator for the potential of mean force from driven non-equilibrium processes was firstly developed by Hummer and Szabo for unidirectional experiments, followed by derivation of the estimators that use both forward and reverse trajectories by Minh and Adib. Hummer and Szabo’s method divides data obtained from the repeated pulling experiments into time slices ($t$), which correspond to the intervals of the reaction coordinate similar to “windows” from umbrella sampling. Each trajectory contributes to the appropriate time slice, in which all the data is combined and binned into histograms. The final PMF ($\Delta G_0(x)$) is estimated by using weighted histogram analysis method (WHAM):

$$e^{-\beta \Delta F} = \frac{((1+\exp(+\beta W+C))^{-1})_F}{((1+\exp(+\beta W-C))^{-1})_R}\exp(-C)$$

$$e^{-\beta \Delta G_0(x)} = \frac{\sum_i \delta(z-x_i)e^{-\beta W_F(z_i)} e^{\beta \Delta F_t}}{\sum e^{-\beta \Delta [V(z)-\Delta F_t]}}$$
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**Figure 1.7** Trajectories generated by SMD for separating two methanes in water in a forward and reverse direction along the chosen coordinate (left panel). From each dataset the potential of mean force was obtained by using Hummer and Szabo’s estimator developed for unidirectional experiments, while Minh and Adib’s estimator was used to combine both forward and reverse trajectories into a single curve.
Minh and Adib’s method is an extension of Hummer and Szabo’s approach to bidirectional pullings. In this approach, the obtained trajectories are again divided into time slices, but now data from both forward and reverse processes are used to improve convergence. The trajectories from the reverse process can be included in the forward path ensemble when their density is reweighted by $e^{β(W−ΔF)}$, according to Crooks path ensemble average. Reweighting of the reverse trajectories require knowledge of $ΔF$ (and $ΔF_t$ for each time slice), which is estimated by BAR method. Both datasets are then used to create histograms from time slices and after applying WHAM, the final expression for PMF estimate is given below:

$$e^{−βΔG_0(ζ)} = \frac{\sum t \left( \frac{n_F e^{−βW_F^t} χ(ζ)}{n_F + n_R e^{−β(W−ΔF)}} \right)}{\sum e^{−β(W−ΔF)}}$$

(68)

Figure 1.8 shows all the curves representing PMF between two methane molecules in water calculated with free energy methods listed in this section. Although steered MD is widely regarded as a least accurate method for free energy estimation, it performs quite well in the case study involving two methanes in water. Again, simplicity of the system allows production of enough trajectories in forward and reverse direction to unravel the underlying potential of mean force in a reasonable time.

**Figure 1.8** Comparison of PMF curves computed using different methods: direct counting from the unbiased simulation (green); umbrella sampling approach combined with 3 different estimators – WHAM (black), UI (blue), MBAR (cyan); and finally, PMF obtained from steered MD simulations using the estimator developed by Minh and Adib for bidirectional pulling experiments (indigo).
The main conclusion would be that a proper choice of the generalized coordinate and thorough sampling will lead to the correct answer independent of the method used to estimate PMF. However, when complex systems are explored in a similar fashion, this can become a complicated and cumbersome task.

1.3.4.3 Implicit Solvation

In the implicit solvation model, as its name suggests, the solute is not surrounded by individual solvent molecules; instead, it is immersed in a uniform dielectric medium. This simplified approach aims to capture the mean influence of the solvent molecules on the solute, that is, a statistical mechanical formulation of this concept relies on the potential of mean force (PMF) exerted on a solute. Implicit models significantly reduce the computational costs compared to the explicit solvent treatment. Namely, the latter approach would require averaging over multiple solvent configurations to address the solvent effects exerted on the solute, and this is especially cumbersome for large systems, such as solvated biomacromolecules. There are other difficulties in using explicit solvent in the molecular dynamics simulation that affect free energy calculations, such as truncation of the long range electrostatic or summing them over an infinite periodic array using Ewald techniques. Therefore, it is of practical importance to develop models that incorporate the solvent effect in an implicit manner. The implicit solvation model avoids statistical errors associated with the averages obtained from the simulations with large number of explicit solvent molecules. It allows prediction of the electrostatic properties for these systems, which makes it a convenient method for calculation of the free energies of solvation or binding and other related properties, such as pK\textsubscript{a} shifts, electrostatic potential etc. One of the fundamental approaches to calculate electrostatic interactions within the implicit solvation framework involves the solution of the Poisson-Boltzmann equation:

$$-\nabla \cdot \left( \varepsilon(r) \nabla u(r) \right) + \kappa^2(r) \sinh(u(r)) = \left( \frac{4 \pi e^2}{k_B T} \right) \sum_{i=1}^{N} \sum_{j=1}^{m} \varepsilon_i \delta(r - r_i)$$

where $u(r)$ denotes the dimensionless electrostatic potential at a field position $r$, and $\varepsilon(r)$ is the permittivity that takes the values of the appropriate dielectric constants in the different regions of the model. For example, the value $\varepsilon_m$ in the molecular region, and a second value $\varepsilon_w$ in both the solution region and an ion-exclusion layer surrounding the molecule. The modified Debye-Hückel parameter $\kappa(r)$ is proportional to the ionic strength of the solution and it is
dielectric independent. The molecule is represented by $N_m$ point charges at positions $q_i = z_i e$ at positions $\mathbf{r}_i$. The constants $e$, $k_B$, $T$ represent the electron charge, Boltzmann constant, and the absolute temperature, respectively. This is the nonlinear Poisson-Boltzmann equation, and its solution is usually approximated by solving the linearized form:

$$-\nabla \cdot \left( \epsilon(r) \nabla u(r) \right) + \frac{e^2}{k_B T} \sum_{i=1}^{N_m} z_i \delta(r - \mathbf{r}_i)$$  \hspace{1cm} (70)$$

Analytical solutions to Poisson-Boltzmann equations are available only for a few simple cases. This has resulted in the development of various numerical methods to solve this problem. The algorithms to solve PB equation are implemented in most molecular dynamics software packages or they exist as the independent software. In this thesis, most of the PB calculations were performed with Adaptive Poisson-Boltzmann Solver (APBS).

Determining the free energies within the implicit solvation framework usually requires usage of the free energy cycles. The free energy cycle constructed to calculate free energy of solvation and used by APBS is presented in Figure 1.9:

---

**Figure 1.9** The free energy cycle used by APBS (http://www.poissonboltzmann.org/apbs/) to calculate the solvation energy (step 1). Step 2 indicates charging of the solute in solution (e.g., inhomogeneous dielectric, ions present). Steps 3 and 5 are associated with the attractive solute-solvent dispersive interactions (e.g., an integral of Weeks-Chandler-Andersen interactions over the solvent-accessible volume). Step 4 stands for the introduction of repulsive solute-solvent interaction (e.g., cavity formation). Finally, step 6 represents the charging of the solute in a vacuum or homogeneous dielectric environment in the absence of mobile ions.
The total free energy ($\Delta G_{\text{tot}}$) can be decomposed into polar and nonpolar contributions, which are calculated separately. The polar contribution corresponds to the free energy difference of charging the solute in two different dielectric media, e.g. vacuum and the solvent:

$$\Delta G_p = \Delta G_2 - \Delta G_6$$

This step requires certain caution regarding the so called self-interaction, which the additional energy term resulting from the charge distribution interacting with itself. These self-interaction energies are typically very large and extremely sensitive to the problem discretization, such as the grid parameters used to numerically estimate electrostatic potential. Therefore, it is recommended to use the identical parameters to avoid the errors by cancelling these artefacts.

The nonpolar part consists of the energy necessary to create a cavity in the solution and the energy associated with dispersive interactions between the solute and solvent:

$$\Delta G_{np} = (\Delta G_3 - \Delta G_5) + \Delta G_4$$

A number of methods were developed to estimate nonpolar contribution to the total solvation energy, most of them based on the solvent accessible surface area (SASA)\textsuperscript{56,57}. These methods provide a crude approximation for prediction of the nonpolar free energies of solvation,\textsuperscript{58} often resulting with a severe qualitative offset between numbers obtained with different methods.\textsuperscript{59} However, in many cases, the electrostatic contribution to the free energy of solvation is dominant and the nonpolar part is often neglected for practical purposes. This approximation is even more justified for the free energy cycles where these terms nearly cancel out, because the nonpolar contributions for the same species in different solvent are often quite similar, as they depend mainly on the molecular geometry.
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2. Radical Enzymes

2.1 INTRODUCTION

For many years, free radicals have been regarded as rare species in enzymatic reactions, mostly involving metalloenzymes and the semiquinone/quinine cofactors as the main radical species in the catalysis. The second half of the 20th century marks a significant increase in the number of discovered enzymes that either contain radicals or are able to stabilize radical intermediates. Namely, radicals are high-energy species and are usually short-lived, which makes them difficult to observe and characterize. However, the advances in modern experimental techniques and spectroscopy have made it possible to detect and study these systems in more detail. Another obstacle in studying radical enzymes is their sensitivity to the presence of oxygen, a biradical species that can easily quench the radical formed in the protein environment. This may be the reason why majority of the discovered radical enzymes originates from anaerobic microorganisms, where they catalyze many key steps in their metabolism. Apart from oxygen sensitivity, the radical reactivity could also lead to a number of intramolecular side reactions involving neighbouring residues or by dimerizing. These unwanted pathways are seemingly prevented by the protein architecture. The existence of highly reactive radical species opens the door to new reaction pathways in enzyme catalysis when the low energy processes are not available, but it also requires a controlled environment to avoid possible damage of the cellular structures. In general, radical chemistry is more demanding than classical acid-base catalysis because of the controlled generation, storage, and decomposition that is required for species with unpaired electrons.

The usual classification of the radical enzymes is based on how the radical is generated. The majority of enzymes create their own organic radicals, but there is also a significant number of those that rely on activating enzymes (activases), whose duty is hydrogen abstraction from an amino acid in the catalytic unit. This may result, for example, with the stable glycyl, cysteinyl, tryptophanyl or tyrosinyl radicals. Mechanisms of catalytic free radical generation include photoactivation of cofactors, interaction of molecular oxygen with non-heme binuclear iron, with heme or Cu-tyrosine centres. A very important mechanism involves the homolytic cleavage of the C–Co bond of the cofactor adenosylcobalamin (vitamin B₁₂) into cob(II)alamin and the 5′-deoxyadenosyl radical (DOA•). The same 5′-deoxyadenosyl radical is formed when S-
adenosylmethionine (SAM) undergoes fission of the S−CH₂ bond after reduction of methionine by [4Fe-4S] cluster. An additional classification based on amino acid sequence comparisons is applicable to the SAM-dependent enzymes, giving rise to the now quite large SAM superfamily of radical enzymes. The SAM superfamily and coenzyme B₁₂-dependent enzymes are oxygen independent, although for the latter ones there is no apparent common evolutionary origin. More about adenosyl radical based chemistry can be found in a recent review written by Marsh et al. The SAM superfamily is of special interest for this thesis and will be discussed in more detail in Section 2.2.

A very good illustration for radical initiation possibilities in the catalysis is given with the example of ribonucleotide reductase (RNR). These enzymes catalyze the reduction of ribonucleotides to 2'-deoxyribonucleotides, which are basic elements necessary for DNA synthesis. RNRs are divided into three classes that correspond to three different mechanisms of generating the thiyl radical in the active site. Class I RNR is present both in humans and E. Coli under aerobic conditions and it contains binuclear iron centre that activates oxygen and forms a tyrosyl radical. This was the first stable radical derived from an amino acid to be discovered in an enzyme. In the presence of the substrate, the tyrosyl radical induces the generation of the thiyl radical over a distance of 40 Å by aligning intermediary tyrosine residues. It is assumed that this long distance is a measure of protection of the thiyl radical against oxygen. Class II RNR uses adenosylcobalamin as radical generator, while class III uses S-adenosylmethionine for the same purpose.

In addition to the above mentioned mechanisms, another interesting radical formation in the context of this thesis takes place via photoactivation in the light-dependent DNA photolyases. Radical species in these systems are generated by excitation of the cofactor flavin adenine dinucleotide in the fully reduced state (FADH⁻), followed by the electron transfer to the DNA lesion. Formation of the anionic radical lesion is a key step in the DNA repair mechanism catalyzed by these enzymes. After the successful repair, the electron is transferred back to FAD.

Since the focus of this thesis is set on pyruvate formate-lyase, a member of SAM superfamily, and (6-4) photolyase, the following sections will be devoted to some general features of the families to which these enzymes belong.
2.2 SAM SUPERFAMILY

In 2001, a bioinformatic study was made by Sofia et al.,4 which identified a superfamily of metalloenzymes that catalyze diverse reactions involved in various biological pathways, including biosynthesis of a large number of cofactors and antibiotics, the biosynthesis and repair of DNA, and general bacterial metabolism.14 The initial study predicted around 600 enzymes belonging to this superfamily, but the number has arisen to some 3000 by this date. Many of them are still not identified and structure is solved for a limited number of SAM enzymes. However, discovery of this superfamily has revived the interest for radical enzymology and this research field has received increased attention from the scientific community in the recent years. This interest is additionally confirmed by dedicating entire issue of Biochimica et Biophysica Acta to radical SAM enzymes and radical enzymology (issue 1824, Nov. 2012).

These enzymes are specific in their utilization of the S-adenosylmethionine (SAM) to generate 5’-deoxyadenosyl radical, which subsequently removes hydrogen atom from a target molecule.15 A common feature used to identify the radical SAM superfamily is a sequence motif containing three cysteine residues, CxxxCxxC, which coordinate three iron atoms of a [4Fe–4S] cluster.16 The presence of [4Fe–4S] cluster is essential for catalytic activity for SAM enzymes.17 Namely, it acts as a binding site for SAM, whose methionine moiety coordinate the fourth (unique) iron in the cluster with its amino and carboxylate group (Fig. 2.1).18,19 The other important function of this cluster is reduction of the SAM sulfonium ion, which leads to the cleavage of the C-S bond and results with methionine and 5’-deoxyadenosyl (DOA•) radical.20 The initial oxidation state of the [4Fe–4S] cluster is +1 and changes to +2 after the electron transfer to SAM. There are several modes by which SAM enzymes control the inherent reactivity of the reduced iron–sulfur cluster and the SAM sulfonium, and the resulting radical chemistry. They include reduction potential modifications and structural changes upon substrate modification to avoid SAM cleavage uncoupled from the catalysis and protect the radical environment.21–23 An alternative SAM cleavage pathway was recently suggested for diphthamide biosynthetic

Figure 2.1 Typical coordination of [4Fe–4S] by SAM and three cysteines.
enzyme Dph2 and glycerol dehydratase activating enzyme (GDH-AE) which yields 5'-methylthioadenosine and a 3-amino-3-carboxypropyl radical (ACP•), but further investigation is required to support this interesting possibility.\textsuperscript{23,24}

Figure 2.2. SAM cleavage pathways. The conserved [4Fe-4S]\textsuperscript{+1} cluster provides the electron for reductive SAM cleavage resulting in methionine and a DOA• (A) or less common 5'-methylthioadenosine and an ACP• (B).\textsuperscript{24}

Radical SAM enzymes are divided into three subclasses, based on the further fate of DOA• radical.\textsuperscript{25} The first class share some similarities with B\textsubscript{12}-dependent enzymes and involves catalytic reactions, in which SAM is reversibly cleaved to provide 5'-deoxyadenosyl radical and regenerated in each catalytic cycle. The representatives of this class are lysine 2,3-aminomutase (LAM) and spore photoproduct lyase (SPL). The second subclass uses DOA• radical as a substrate to abstract hydrogen atom from a glycyl residue to activate the substrate enzyme, known as glycyl radical enzymes (GRE). The cleavage of SAM in this case is irreversible. This subclass is called glycyl radical enzyme activases (GRE-AE), including pyruvate formate-lyase activase (PFL-AE), glycerol dehydratase activase (GDH-AE) and many others. Finally, the last subgroup also results with irreversible SAM cleavage and formed DOA• radical is used solely as a co-substrate in various reactions, in which the first step is hydrogen abstraction. The substrate derived radical can then undergo a range of reactions, such as additions, eliminations and different rearrangements.
Figure 2.3. Representative reactions catalyzed by the radical SAM enzymes. Abbreviations used: GRE-AE, glycyl radical activating enzymes such as pyruvate formate-lyase activating enzyme; LAM, lysine 2,3-aminomutase; BioB, biotin synthase; LipA, lipoyl synthase; MoaA, molybdenopterin cofactor biosynthesis enzyme; HemN, oxygen-independent coproporphyrinogen oxidase; SPL, spore photoproduction lyase; MiaB, tRNA methylthiolation enzyme; ThiC and ThiH, enzymes involved in thiamine biosynthesis, TYW1, tRNA modification enzyme; AtsB, formylglycine-generating enzyme. 

Although initially SAM was referred to as “a poor man’s adenosylcobalamin”, a vast diversity of chemical reactions initiated by SAM in comparison to B12 has changed that perspective, changing the metaphor to “a rich man’s adenosylcobalamin”. Available information about radical SAM enzymes indicates that they are of ancient origin, and were among the earliest biological catalysts to function by radical mechanisms. Many functionalities of SAM enzymes still remains unknown, although significant progress has been made in recent years based on the increasing amount of experimental and structural data.
2.2.1 Glycyl Radical Enzymes

The mechanism of pyruvate formate-lyase (PFL) is a major topic of this thesis, and this enzyme belongs to the family of glycyl radical enzymes. Glycyl radical enzymes (GRE) act as substrates to the cognate activases (GRE-AE), specific enzymes containing [4Fe-4S] cluster necessary to generate radical from SAM, which in turn abstracts hydrogen from strictly conserved glycine residue in GREs.\(^\text{29}\) In this way, the radical is stored in the form of the stable glycyl radical.\(^\text{30}\) PFL was the first enzyme discovered to have radical located on the backbone rather than on a protein side chain.\(^\text{31,32}\) During catalysis, the radical is transferred from glycyl to the substrate via a proximal cysteine residue in the active site. The glycyl radical enzymes identified so far catalyze different reactions in microbes under anaerobic conditions.\(^\text{33}\)

![Figure 2.4](image)

**Figure 2.4** Representatives of glycyl radical enzymes with the highlighted common β-barrel motif: (a) pyruvate formate-lyase in complex with substrates pyruvate (red) and coenzyme A (orange); (b) glycerol dehydratase in complex with glycerol (red); (c) anaerobic ribonucleotide reductase in complex with deoxyguanosine triphosphate (red), Mn\(^{2+}\) (yellow) and Zn\(^{2+}\) (orange).

The majority of GREs usually appear as homodimers with subunit size of 80-100 kDa, but they can comprise additional subunits and activases.\(^\text{34}\) Although they differ significantly in sequence, most GREs are structurally homologous, according to the available X-ray structures of the GREs (Figure 2.4). A common motif is a 10-stranded β-barrel core surrounded by α-helices in each monomer, with two finger-like loops protruding into the centre of the β-barrel.\(^\text{35}\) One of the loops contains the radical storing glycine in a conserved hydrophobic stretch (RSVXG) close to the C-terminus of the protein,\(^\text{36}\) while the other carries the conserved cysteine that directly participates in the catalysis.
The glycyl radical is stabilized by delocalization of the unpaired electron to the neighbouring peptide bonds of the protein backbone by means of the so-called captodative effect. However, glycyl radical is very sensitive to the presence of oxygen and the enzymes undergo irreversible cleavage of the polypeptide chain at the radical site. In the case of PFL, a deactivation mechanism that reversibly removes radical from the enzyme has been developed to avoid irreversible inactivation when cell shifts from anaerobic to aerobic regime. Hence, glycyl radical enzymes require strictly anaerobic conditions.

The most studied representatives of GREs include pyruvate formate-lyase (PFL), anaerobic ribonucleotide reductase (ARNR), benzylsuccinate synthase (BSS) and glycerol dehydratase (GDH). PFL was the first GRE discovered and it catalyzes reversible conversion of pyruvate to acetyl-CoA and formate during anaerobic metabolism of microorganisms. It requires activation by its activase (PFL-AE), which belongs to SAM superfamily. PFL-AE uses SAM to generate 5′-deoxyadenosyl radical which in turn abstracts hydrogen from the conserved glycine residue in PFL:

\[
\begin{array}{c}
\text{[NH-CH}_2\text{-CO-]} + \text{SAM} + e^- \rightarrow \text{[NH-CH}_2\text{-CO-]} + 5\text{′-deoxyadenosyl} + \text{methionine}
\end{array}
\]

Upon activation, the radical moves from glycine to the conserved cysteine. There is an additional cysteine residue in the active site to which radical is transferred and it attacks carbonyl group of pyruvate. This attack results with C-C bond cleavage and formation of the acetylated enzyme and formate, followed by transfer of the acetyl group from the enzyme to coenzyme A (CoA):

\[
\begin{align*}
\text{PFL} + \text{pyruvate} & \rightleftharpoons \text{acytely-PFL} + \text{formate} \\
\text{acytely-PFL} + \text{CoA} & \rightleftharpoons \text{PFL} + \text{acytely-CoA}
\end{align*}
\]

The existence of another cysteine residue in the active site is specific for PFL, as is the radical addition to substrate. Namely, GREs mostly rely on hydrogen abstraction as a mean of substrate activation.

Hydrogen abstraction is mechanistic step used in the conversion of ribonucleotides to deoxyribonucleotides, catalyzed by anaerobic ribonucleotide reductase (ARNR or RNR III). Activated ARNR has a radical stored on glycine and then transferred to cysteine, which abstracts 3′-H atom from the ribonucleotide substrate. Elimination of 2′-OH group leads to formation of keto-radical, subsequently reduced with formate. The final product is deoxyribonucleotides, a DNA building block, presenting RNRs as possible links between the
RNA and DNA worlds.\textsuperscript{41} ARNR is an example of GRE which has a dimeric activase as an integral part of the entire enzyme complex.\textsuperscript{42}

Hydrogen abstraction by cysteine residue is also used in the reaction of radical addition of toluene to fumarate, catalyzed by benzylsuccinate synthase (BSS). Formation of benzylsuccinate is the first step in the fermentation of toluene by various sulphate and nitrate-reducing bacteria.\textsuperscript{43}

Glycerol dehydratase (GDH) is glycyl radical enzyme that catalyzes the conversion of glycerol to 3-hydroxypropanal,\textsuperscript{44} but it is interesting to mention in the context of radical enzyme chemistry that there is B\textsubscript{12}-dependent enzyme catalyzing this same reaction.\textsuperscript{45} Another interesting fact is related to its activase (GDH-AE), which seems to use unusual pathway for SAM cleavage yielding 5'-methylthioadenosine and a 3-amino-3-carboxypropyl radical. The latter abstracts hydrogen from the conserved glycine.

\subsection*{2.2.2 \textbf{Spore Photoproduct Lyase}}

Bacterial spores are one of the most resistant and longest-lived cells, developed to survive in the extreme conditions. These extreme conditions include a strong UV irradiation, which can cause damage in DNA molecules, especially in the case of two neighbouring pyrimidine bases. In the B-form of DNA, two adjacent pyrimidines can dimerize upon exposure to UV light, leading to the formation of cyclobutane pyrimidine dimer (CPD) and (6-4) photolesion. However, DNA in the spores is transformed to the A-form\textsuperscript{46} and dimerization of two pyrimidine bases results with a particular lesion characteristic for spores: 5-thyminyl-5,6-dihydrothymine or spore photoproduct (SP).\textsuperscript{47} These lesions accumulate in the dormant spores and the SP content can go up to 8\% of the total thymine in genomic DNA. Such a high content of damaged DNA is fatal for germinated bacteria. Hence, it is of vital importance to repair the DNA before germination.\textsuperscript{48} A general DNA repair pathway found in prokaryotes and eukaryotes, although at different level of complexity, is nucleotide excision repair (NER). However, there is alternative pathway specific for bacteria that rely on the in-situ repair done by spore photoproduct lyase (SPL).\textsuperscript{49} This enzyme repairs the SP lesion exclusively, while the CPD and (6-4) lesion are repaired by DNA photolyases (see Section 2.3).
Two adjacent pyrimidine bases can dimerize upon exposure to UV radiation resulting with the formation of DNA lesions: cyclobutane pyrimidine dimer (CPD), pyrimidine-pyrimidone dimer (6-4 lesion), and spore photoproduct (SP).

SPL belongs to SAM superfamily and contains the characteristic sequence motif CxxxCxxC required for coordination of the [4Fe-4S] cluster. This cluster again is necessary for reductive cleavage of SAM, which binds to the unique iron atom of the cluster in a bidentate fashion. SAM cleavage results with a formation of the reactive 5'-deoxyadenosyl radical (5'-dAdo•) that initiates the repair process. The experiments have shown that SPL uses SAM as a cofactor and it is regenerated in every catalytic cycle, similar to the behaviour observed for lysine 2,3-aminomutase. These two enzymes belong to the first class of SAM superfamily enzymes.

The SPL and its mechanism has been a mystery for a long time, but it has been extensively studied in the last decade and even the crystal structure was solved recently. The SPL appears as a monomer consisting of 340 amino acids. It exhibits the common fold of radical SAM enzymes and forms a partial (α/β)$_6$ triose phosphate isomerase (TIM) barrel, which enables SPL to accept large substrates. At the top of TIM barrel is located a binding site for the single [4Fe-4S] cluster, buried inside of the enzyme. Binding site for the DNA containing the SP lesion contains a region rich in lysine and arginine residues positioned in way that enables interaction with negatively charged phosphates. The lesion is flipped out from the double helix to reach the active site.
Figure 2.6 A crystal structure of spore photoproduct lyase with [4Fe-4S] centre and SAM (PDB entry: 4FHC). The currently accepted mechanism is shown on the right, but recent studies suggest that the hydrogen in the final step is donated by a protein residue, possibly Cys141, instead of SAM.\(^\text{52}\)

Despite the increase of the biochemical and structural data, the exact mechanism of DNA repair by SPL is not yet fully explained. The latest studies indicate that upon reductive cleavage of SAM, the resulting DOA• radical abstracts hydrogen from the substrate to yield a radical on C6 atom.\(^\text{53}\) The methylene bridge in this radical species then undergoes a homolytic cleavage to produce a thymine methyl radical. The initial assumption was that thymine allyl radical abstracts hydrogen from 5'-dAdo, but experiments do not support this theory. As an alternative, it was suggested that hydrogen is taken from a protein residue, supposedly from the conserved Cys141 (residue numbering according to SPL extracted from \textit{B. subtilis}).\(^\text{54}\) This assumption was further verified in the mutation experiments in which Cys141 was replaced with alanine and this mutant is characterized with a significant drop in the activity compared to the wild type.\(^\text{55}\) However, certain aspects of SPL mechanism are still a puzzle, especially the SAM regeneration step, and clarification of the mechanistic details of this interesting enzyme is ongoing work.
2.3 DNA PHOTOLYASES

Exposure to UV radiation (280-320 nm) can cause damage in DNA molecules by inducing dimerization of two adjacent pyrimidine bases. The most common DNA lesions are cyclobutane pyrimidine dimer (CPD) and pyrimidine-pyrimidone photoproduct, called (6-4) lesion. CPD lesion is formed by [2+2] cycloaddition of the C5=C6 double bonds of the neighbouring pyrimidines, while (6-4) lesion is product of Paterno-Büchi reaction between C5=C6 and C4=O/N bonds. The (6-4) lesion can also form Dewar isomers. Successful repair of these lesions is essential for cell survival because of their high mutagenic and carcinogenic potential. The enzymes capable of repairing DNA and restoring the initial monomers by photoreactivation are known as DNA photolyases. These enzymes share significant similarity in sequence (15-70%) and some common mechanistic features; however, each enzyme repairs only one lesion. They are usually referred to as CPD photolyase and (6-4) photolyase, which repair CPD and (6-4) lesion, respectively. These light-dependent enzymes are absent in many species, including placental mammals. DNA photolyases exhibit great sequence homology to another interesting protein found in plants, animals, and some bacteria, known as cryptochromes. These enzymes show no photolyase activity, but instead they regulate some of the blue-light responses in plants such as growth and development and synchronize circadian rhythms with the daily light-dark cycles in animals.\(^5\)\(^6\)

DNA photolyases are monomeric proteins consisting of 450-550 amino acids and two noncovalently bound chromophores, one of which is always flavin adenine dinucleotide (FAD). FAD is a mandatory cofactor for successful catalysis, as it both affects specific binding of DNA and because it directly participates in the repair.\(^5\)\(^7\)-\(^9\) It has to be in the fully reduced anionic state (FADH\(^-\)) to be catalytically active.\(^6\)\(^0\)-\(^6\)\(^1\) The presence of the other cofactor is not obligatory for catalysis and it serves as a light harvester. Usually this cofactor is methylenetetrahydrofolate (MTHF), or less often 8-hydroxy-7,8-dimethyl-5-deazariboflavin (8-HDF). The second cofactor increases the repair rate 10-100-fold under conditions of limiting light due to a higher extinction coefficient and an absorption maximum at longer wavelengths in comparison to FAD. FAD is bound to the photolyase in an unusual U-shaped form with the isoalloxazine and adenine rings in close proximity. Its binding site involves 14 amino acids, most of which are conserved in the photolyase/cryptochrome family.\(^6\)\(^2\) If the enzyme is found in an inactive state with FAD in the form of neutral semiquinone radical (FADH\(^+\)) or fully oxidized (FAD), photolyases can photoreduce the cofactor to FADH\(^-\) state via reversible electron transfer (ET) from certain amino acid residues. In E. coli CPD photolyase, this process involves a chain of
tryptophan residues (Trp382, 359, 306), while in (6-4) photolyase a tyrosine residue was identified as a final electron donor.

Photolyase is a structure-specific DNA binding protein whose specificity is determined by the backbone structure of DNA at the binding site in contrast to the sequence-specific DNA binding proteins which rely on hydrogen-bond donors and acceptors in the grooves of the duplex. The surface of the binding pocket of DNA is conveniently enriched with positively charged residues to strengthen interaction with the negative phosphate backbone of DNA. DNA binding includes flipping of the dimerized bases into the active site to make stable enzyme-substrate complex.

Figure 2.7 Crystal structures of CPD photolyase (left) and (6-4) photolyase (right) with the DNA lesions flipped into the active site and FAD cofactors.

Catalysis is initiated by the absorption of the near-UV/blue light either directly by the reduced FADH⁻ or by the system photoantenna, followed by excitation energy transfer to the flavin via dipole-dipole interaction. The next step includes electron transfer from the excited FADH⁺⁺ to the lesion, which turns into radical anion, while FADH⁻ remains in the form of stable neutral semiquinone radical. In the case of CPD lesion, a ketyl radical is formed at C₄ next to a cyclobutane ring. The ketyl radical acts as a nucleophile, which leads to bond scission in the cyclobutane and formation of a resonance-stabilized ketyl radical and a restored thymine base. To fully restore the other monomer, the electron is back-transferred to FADH⁻ and CPD photolyase is again ready for new catalytic cycle. CPD photolyase has been studied in great detail and the currently accepted mechanism has been verified both experimentally and theoretically.
However, this is not the case with (6-4) photolyase, whose crystal structure was only recently solved for *D. melanogaster*. There are several suggested mechanisms, but none of them is yet widely accepted by the scientific community (Scheme 2-1). (6-4) photolyase is also capable of repairing Dewar isomers of (6-4) lesions. One of the early and long-living proposals included the reversal of the formation of (6-4) lesion, which proceeds via oxetane (or azetidine) intermediate. It was suggested that this intermediate is formed in the „dark“ step, catalyzed by these two histidines which acted as a general acid-base pair. This intermediate would then undergo reaction similar to that of the CPD lesion; after the electron transfer from FADH• it would cleave back to the initial monomers.

\[ \text{Scheme 2-1 (6-4) photolyase repair mechanisms proposed by (a) Hitomi et al.;}^{11} \text{ (b) Maul et al.;}^{16} \text{ (c) Sadeghian et al.}^{19} \text{ Protons are donated or accepted by the active site histidines, but the residues are omitted for clarity.} \]

However, after the crystal structure was solved, that mechanism was discarded as unlikely. Several alternative nonoxetane mechanisms were suggested since, presented in Scheme 2-1 and most of them involve acid-base chemistry provided by the active-site histidines. In the mechanism proposed by Maul *et al.* (Scheme 2-1b), one of the histidines protonates the migrating hydroxyl group, making it a better leaving group after electron injection from FADH•. The water molecule subsequently attacks the acylimine to form a radical intermediate, followed by rapid dissociation into the original pyrimidine bases. The catalytic cycle is closed by the electron transfer back to FADH• coupled with a loss of the proton. An
interesting alternative was provided in the computational study of the radical anionic T6-4T lesion carried out by Domratcheva et al., where a direct hydroxyde transfer via non-adiabatic pathway was suggested.\textsuperscript{76} Another computational study performed by Sadeghian et al. (Scheme 2-1c) suggests that (6-4) catalysis is actually a two-photon process, where the energy of the first photon is used to form the oxetane intermediate, catalyted by protonated histidine, while the second one is required for cleavage of that cyclic intermediate.\textsuperscript{77} However, none of these mechanisms is able to provide a model entirely consistent with the experimental observations and still leaving some open questions. One of those questions is the assignment of the correct protonation states to the active-site histidines, which are of crucial importance for the catalysis, and this is the problem tackled in this thesis.
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3. Pyruvate Formate-Lyase

3.1 Introduction

Pyruvate formate-lyase (PFL) is a key enzyme in the anaerobic glucose metabolism of *E. coli* and other microorganisms, where it catalyzes reversible cleavage of pyruvate to formate and acetyl-coenzyme A in a so called ping-pong reaction:

\[
PFL + \text{pyruvate} \rightleftharpoons \text{acetyl-PFL} + \text{formate}
\]
\[
\text{acetyl-PFL} + \text{CoA} \rightleftharpoons PFL + \text{acetyl-CoA}
\]

The generation of acetyl-CoA and CO\(_2\) from pyruvate under aerobic conditions is catalyzed by pyruvate dehydrogenase complex with the participation of thiamine diphosphate as the common coenzyme. Another system that can be used to generate acetyl CoA is pyruvate:ferredoxin/flavodoxin oxidoreductase. PFL is expressed under both aerobic and anaerobic conditions in facultative anaerobes, such as *E. coli*, but its expression increases significantly in a low oxygen environment. Namely, PFL is very sensitive to oxygen because of the radical chemistry used in its catalysis. PFL is the first discovered glycyl radical enzymes (see Chapter 2), a class of enzymes that store radical on C\(\alpha\) atom of glycine in the polypeptide chain. The glycyl radical in proteins exhibit great stability due to delocalization of the unpaired electron to the neighbouring peptide bonds of the protein backbone. The glycyl radical in *E. coli* PFL can survive for several days at 273 K and a few hours at 303 K in strictly anaerobic environment. The expression of PFL and its activating enzyme is tightly coupled to the level of oxygen and the subtleties of this fascinating control mechanism are still under investigation.

3.1.1 Structure and Activation of PFL

PFL is a homodimer comprised of two identical subunits, each having 759 residues in their protein chain (85 kDa). The crystal structure of the inactive form of PFL is available, but also as a complex with its substrate pyruvate and the inhibitor oxamate in the presence of the coenzyme A. Substrate binding is achieved through the formation of the salt bridge between
the pyruvate’s carboxylate group and Arg435 and with hydrogen bonding of pyruvate carbonyl with Arg 176. In addition to these electrostatic interactions, this almost planar substrate finds itself in a “sandwich” between two hydrophobic residues; Trp333 and Phe432 (Figure 3.1c).

Figure 3.1 The crystal structure of PFL (a) with a closer view of the binding sites of coenzyme A (b) and pyruvate (c).

The binding site of the other substrate, coenzyme A, has been located close to the interface between two subunits in a dimer, and one CoA binds to the surface of each subunit (Figure 3.1b). The binding site comprises of a short α-helix that includes strictly conserved Asn145, Gln146 and Phe149. The latter one makes stacking interactions with imidazole ring of adenine moiety, while Asn145 and Gln 146 further strengthen binding through the formation of hydrogen bonds with the adenine amino group. Additional interaction between CoA and PFL is provided by a salt bridge between the 3’ and 5’ phosphates and Lys161. According to the crystallographic data, there is a density peak near the phosphate, which was interpreted as Mg$^{2+}$. Bound CoA adopts unusual syn conformation in respect to the N-glycosidic bond, although the anti is the preferred conformation of the free CoA in solution. In this syn
conformation, the thiol group on pantothenate chain is located at the predominantly hydrophobic pocket formed by the side chains of residues Phe200, His227, Leu197, and Ala224 of the opposing monomer. This form of binding places CoA 30 Å away from both active sites. According to biochemical data, binding of oxamate has no effect on CoA affinity for PFL. It also seems that CoA is not required during the first half-reaction of pyruvate cleavage, but if it is present, it has a spectator role. This implies that certain conformational changes are necessary to allow CoA to reach the active site and undergo acetylation. It has been suggested that ribose and pantothenate moiety might rotate around N-glycosidic bond and change from syn to anti conformation, which would enable CoA to reach the active site. This transition is expected to be energetically favourable, but how this change occurs is unknown. According to this assumption, this changed binding site would allow binding of the free CoA from the solution in the anti form upon the completion of the first half reaction. The exact mechanism of CoA acetylation remains obscure.

The active site of PFL contains glycyl radical (Gly734), which serves as a radical storage, and two neighbouring cysteines involved in catalysis, Cys418 and Cys419. The experiments based on mutagenesis and inhibitor testing showed that both cysteines play a crucial role in the enzyme catalysis. However, their mutation has no effect on the enzyme activation, i.e. glycyl radical is formed independent of the cysteine residues. From the results of electronic paramagnetic resonance (EPR) experiments it was noticed that glycyl radical exchanges α-hydrogen atoms with solvent faster than expected and that mutation of Cys419 affects the equilibrium of this process, but mutation of Cys418 has no such effect. This information suggests that Cys419 catalyzes this rapid exchange, which implied close spatial proximity of Gly734 and Cys419. This conclusion was later verified when crystal structure was solved. Additional experimental result supporting this conclusion came with studying of the inactivation of PFL in the presence of oxygen, when sulfynyl (RSO-) i peroxyl (ROO-) protein radicals are formed upon contact with oxygen, located on Cys419 i Gly734, respectively. An interesting observation related to the cleavage of polypeptide chain caused by the oxygen has been made after discovery of Yfd protein (14 kDa). Namely, Yfd protein associates with cleaved PFL chains to restore its activity by introducing a new glycyl radical centre, instead of the one lost in the oxygen inactivation process. Basically, it serves as a spare part for PFL glycyl radical domain in cells that have experienced oxidative stress.

To become fully active, PFL undergoes posttranslational modification in which glycyl radical is introduced into system. This process is catalyzed by PFL activating enzyme (PFL-AE), a monomeric protein (28 kDa) which contains [4Fe-4S] centre and belongs to SAM superfamily.
Namely, this reaction requires S-adenosylmethionine (SAM or AdoMet) and reduced flavodoxin as co-substrates:

\[
\begin{align*}
\text{-NH-CH}_2\text{-CO-} + \text{SAM} + e^- & \rightarrow \text{-NH-CH-} + 5'-\text{deoxyadenosyl} + \text{Met} \\
\end{align*}
\]

The side products of this reaction are 5'-deoxyadenosine and methionine. General mechanism involves formation of transient 5'-deoxyadenosyl radical, followed by hydrogen abstraction from Gly734 in E.coli PFL. The [4Fe-4S] cluster needs to be reduced prior to SAM cleavage. The activation of PFL requires an allosteric effector molecule, pyruvate or oxamate, although it is unclear how these compounds affect activation process. Apparently, oxamate has no affinity for the catalytic site of the activated PFL or to site which modulates its activity. Only one active site per dimer is activated.

Recent years were marked with significant advances toward general better understanding of SAM radical enzymes, including PFL-AE. It was the first activase for which the crystal structure was solved, providing a better insight in this powerful radical machinery. Considering the fact that Gly734 is buried 8 Å under protein surface, it was a long standing question how 5'-deoxyadenosyl is able to selectively abstract hydrogen from that atom. It has been suggested that PFL undergoes significant conformational changes for this reaction to take place. Recent study shows that PFL has two possible conformation states in the equilibrium; a closed state with buried Gly734 found in the crystal structures, which is believed to be the resting state of the enzyme. This is the state of the catalytically active PFL, where Gly734 radical is close to the active site and protected from the solvent. The second conformation of PFL is an open state, in which the loop carrying Gly734 is solvent exposed and available to interact with PFL-AE. It seems that these two states are in equilibrium, in which the closed state is favoured. However,
presence of PFL-AE shifts that equilibrium toward open state.

When it comes to deactivation of PFL, a long-standing hypothesis was that a special protein AdhE was responsible for quenching glycylic radical in PFL when cell switches back to aerobic metabolism. In this way, PFL remains intact and can be potentially become re-activated again under anaerobic conditions. However, later study has shown that AdhE is not PFL deactivating enzyme, while small molecules such as mercaptoethanol and dithiothreitol proved as efficient deactivators of PFL under given reaction conditions. Larger thiols, such as cysteine or glutathione, show no detectable deactivation. The results suggest that thiols must access the active site glycylic radical directly in order to efficiently promote inactivation, since the smallest thiols provide the most efficient inactivation. Non-thiollic reductants, such as dithionite and ascorbic acid, also inactivate PFL, with dithionite showing a rate similar to that of DTT and ascorbate being significantly slower.

### 3.1.2 Suggested Mechanisms of Catalysis

Upon activation, PFL catalysis proceeds in two steps and it is fully reversible ($K_{eq}=750$). The turnover number in the forward direction is $k_{cat}=770 \text{ s}^{-1}$, while the reverse reaction is less efficient with $k_{cat}=260 \text{ s}^{-1}$. In the first step pyruvate is cleaved into formate and acetyl group ($K_{eq}=50$), which remains bound to the enzyme until transfer to coenzyme A in the second half-reaction ($K_{eq}=15$):

\[
PFL + \text{pyruvate} \rightleftharpoons \text{acetyl-PFL} + \text{formate}
\]

\[
\text{acetyl-PFL} + \text{CoA} \rightleftharpoons \text{PFL} + \text{acetyl-CoA}
\]

The presence of CoA is not mandatory for the first half-reaction to take place, but it can be bound to the enzyme in a spectator mode. This type of catalysis is known as ping-pong mechanism. This mechanism involves more than one substrate and covalent or non-covalent modification of the enzyme (acetyl-PFL) as result of the reaction with the first substrate (pyruvate), followed by the reaction with the second substrate (CoA) and restoration of the initial state of the enzyme (PFL).

In the first step, it is assumed that a cysteine residue attacks carbonyl carbon after radical transfer from Gly734, which results with C-C bond cleavage. It has been established that besides Gly734, two cysteines are crucial for catalysis – Cys418 and Cys419. Radical is
transferred from Gly734 to Cys419 due to their spatial proximity, but it was a long-standing puzzle which cysteine is the site of acetylation. Now, it has been widely accepted that Cys418 is the carrier of the acetyl group. Evidence supporting this hypothesis comes from the mutagenesis experiments, which reveal that exchange of acetyl group is hindered when Cys418 is mutated to serine, while the same mutation of Cys419 has no effect on the mentioned exchange. This indicates that Cys418 is the primary reactant in the thioester exchange with CoA. Another important observation is related to the hydrogen exchange rate on glycyl radical, which remains unchanged upon enzyme acylation, implying that Cys419 should be available to catalyze this process. Experiments involving inactivation of PFL by hypophosphite, a close analogue of formate, have shown that the analogue reacts with E-acetyl radical intermediate to produce 1-hydroxyethyl phosphonate, covalently bound to Cys418. Finally, according to the crystallographic data, the distance between Sγ atom of Cys418 and carbonyl carbon (C2) is 2.6 Å. The angle of 103° with the carbonyl group of pyruvate (O-C2-S), which is close to the optimal angle of 109° for the radical attack on sp2 hybridized carbonyl carbon. Based on these findings, Cys418 has been identified as the preferred site of acetylation.

For the second half-reaction was initially thought to proceed via non-radical mechanism, but it has been established that the radical content has a dramatic influence on the acetyl exchange rates. Namely, rates of acetylation and deacetylation by acetyl-CoA/CoA via non-radical pathway are about 10^5 slower than its radical counterpart. There are several hypotheses regarding the mechanism of acetyl transfer to CoA, but none of them has been yet corroborated, leaving some open questions. The most important one involves the conformational changes that PFL should undergo in order to allow CoA to reach the active site and take over the acetyl group. What exactly triggers this change and what kind of structural modifications are required remains unclear.

Of course, over the years several different mechanisms of PFL were suggested, adapting to the new information gathered during investigation of this interesting enzyme. The first mechanism was proposed by Knappe and co-workers (Scheme 3-1). In this mechanism, Cys419 attacks pyruvate, forming thiohemiketal and the radical is transferred to Cys418. The Cys418 thiol radical forms an adduct with the thiohemiketal carboxyl group, followed by a hydrogen shift to yield the alkoxy-radical intermediate that undergoes the homolytic C-C bond cleavage. The products of this reaction are the acetylated Cys419 and formate-radical adduct on Cys418. The latter dissociates to form free formate, followed by the restoration of Gly734 radical. The final transfer of acetyl to CoA uses Cys418 as relay.
An alternative mechanism was proposed by Kozarich et al. and the first step of that mechanism involves hydrogen transfer from Cys419 to Gly734, followed by addition of thiol radical onto substrate to form tetrahedral oxy-radical intermediate. This intermediate subsequently dissociates to acetylated Cys419 and formyl radical. The latter abstracts hydrogen from Gly734, regenerating the glycyl radical. The acetyl moiety shifts from Cys419 to Cys418 via irreversible transesterification, and finally to CoA (Scheme 3-2).

In 1998, Himo and Eriksson made a theoretical study of this mechanism using small model systems to describe the important reactants, which confirmed the plausibility of the homolytic radical reaction pathway. In their study, cysteine residues were represented with methylthiol...
and pyruvate was in the neutral form. The important modification of the suggested mechanism was introduced by suggesting that acetyl transfer from the active site cysteine to CoA proceeds via radical mechanism. The study showed that the thiol radical attack on thioacetate is energetically more favourable than its thiol or thiolate counterparts, indicating that the previously considered heterolytic acetyl transfer is less likely possibility. The lack of general acid-base catalyst in the active site supports the hypothesis of homolytic acetyl transfer.

Kozarich et al. did not consider the possibility of the direct attack of Cys418 on pyruvate in their mechanism, which was assumed to be buried deeply in the protein interior. However, the structural data obtained from crystallographic experiments shed a new light on the roles played by two cysteines in the active site. It was shown that direct addition of Cys418 to pyruvate is entirely consistent with the structural parameters, as described above. Based on this fact and other structural and biochemical experiments, including theoretical studies, a new mechanism of PFL catalysis was proposed by Knappe et al. in 1999. This mechanism starts with substrate binding in the active site, triggering radical generation at Gly734 by the activase. The radical is then transferred to Cys418, using Cys419 as a relay. The Cys418 thiol attacks carbonyl carbon of substrate to yield tetrahedron oxy-radical intermediate that dissociates to thioacetate and formyl. The formyl radical regenerates thiol radical on Cys419 by hydrogen abstraction. The second half-reaction was suggested to proceed via hydrogen transfer between CoA and Cys419, resulting with thiol radical on CoA. After transacetylation, radical on Cys418 is restored and ready to enter new catalytic cycle (Scheme 3-3).

Scheme 3-3. The mechanism proposed by Knappe et al. in 1999.
Another theoretical study of the mechanism described above was made by Lucas et al. in 2003. In this study, small model systems representing the active site were again used to describe the PFL catalysis, but the neutral species used in previous study were replaced with negatively charged substrate and products. The protein surrounding was described with polarizable continuum model. The putative tetrahedron intermediate was not found on the reaction pathway, but a quasi-planar transition state and concerted mechanism was suggested with formyl radical as leaving group. Another interesting observation was made regarding hydrogen abstraction from Cys419 by formyl radical, which proceeds seemingly without a barrier. Hydrogen abstraction from Cys410 is also stereochemically more favourable than the same reaction involving Gly734. The overall reaction was characterized as exothermic (-5.8 kcal mol⁻¹).

In 2004, Himo and Guo revisited the PFL mechanism in a computational study using large models of the active site up to 75 atoms that were based on the available crystal structure containing pyruvate. In addition to negatively charged pyruvate, this model includes two positively charged arginine side chains (Arg176 and Arg435) that play important role in the substrate binding (salt bridge formation and hydrogen bonding), and catalytic triad (Gly734, Cys418, Cys419). Moreover, Asp661 forming a salt bridge with Arg176 is also included and represented with acetate. In this so-called frame model, certain atoms are kept frozen to their X-ray position, usually those where truncation was made. A new perspective to the investigated mechanism was provided by introducing an alternative step in which formyl radical abstracts hydrogen directly from CoA, rendering acetyl transfer from Cys418 to CoA energetically feasible (Scheme 3-4).

**Scheme 3-4.** Reaction mechanism for PFL modified by Himo and Guo in 2004.
3.1.3 Inhibition of PFL by Substrate Analogues

One of the commonly used PFL inhibitors is oxamate, an isosteric and chemically inert analogue of natural substrate pyruvate. It binds to the active site in a mode very similar to that of pyruvate, except the oxamate experiences slight rotation (6°) in comparison to pyruvate and it is 0.4 Å further away from Cys418. It acts as a competitive inhibitor with rather weak binding affinity $K_I > 20 \text{ mmol dm}^{-3}$, while value of $K_M \sim 2 \text{ mmol dm}^{-3}$ was measured for pyruvate at 30°C. Activation of PFL requires presence of either oxamate or pyruvate due to their effector activity, which is the main reason for frequent usage of oxamate in experiments involving PFL. However, oxamate undergoes no further reaction once it occupies the active site and one of the aims of this thesis is to provide an explanation for such behaviour.

Another pyruvate analogue used in the experiments is methacrylic acid, for which $K_I=0.42 \text{ mmol dm}^{-3}$ was determined. In contrast to oxamate, PFL undergoes a suicide reaction with methacrylate that results with 2-carboxy-propyl substituted Cys418 residue. This is the additional argument supporting the hypothesis about Cys418 as a site of acetylation during the catalysis.

Formate is the substrate for PFL in the reverse reaction and its analogue hypophosphite was also used in a set of biochemical experiments. Hypophosphite reacts with the acetylated enzyme to form 1-hydroxyethylphosphonate with a thioester linkage to the Cys-418, which is characterized as a dead-end product.
3.1.4 References

3.2 A SMALL-MODEL APPROACH IN MODELLING PFL CATALYSIS: FIRST HALF-REACTION

Computational chemistry has proven itself to be a valuable tool for studying chemical reactions and their mechanisms. Particularly important in recent years has been the application of these tools to problems of biological importance, such as enzymatic catalysis. Such systems are, however, inherently large and their treatment necessarily requires some kind of approximation. One solution has involved treating the entire system semi-empirically using, for example, the divide-and-conquer approach to facilitate the computation. Alternatively, one may divide the system into different regions, each treated with a different theoretical approach. Examples of this type include the QM/MM methodology or, more generally, a multi-layered ONIOM approach. Finally, the system can be simply truncated to a size amenable to the target theoretical treatment, while attempting to keep the salient features of the biological system under study. Despite its apparent shortcomings, this latter approach has enjoyed many successful applications, revealing fundamental mechanistic aspects while, in particular, allowing the retention of high accuracy in the calculations.

A fundamental issue associated with the construction of a small model system is how to assign the protonation state of titratable groups, and hence determine the charge of the model itself. Even though this problem also exists for layered and even semi-empirical treatments, it is more prominent in the field of small models. Perhaps the most common approach for small models is to use neutral systems in as far as it is possible. The argument underlying this choice is that the interior of proteins is predominately associated with low polarity and therefore significant charge separation is not to be expected. This logic has been extended to the relatively widespread treatment of the protein environment as a homogeneous medium with a low dielectric constant, usually \( \varepsilon \approx 4 \). Nevertheless, many important conclusions have arisen from the use of charged models, even for the systems which had appeared to be exemplary for the neutral model approach.

Charged species are naturally able to undergo strong interactions with other charged and polar residues in the protein. A common example is a charged carboxylate group, which is often found participating in hydrogen bonds (ionic or salt bridges) with positively charged amino-acid side chains, such as those of arginine and lysine. Even though these interactions are associated with charge separation, they do serve to partially neutralize the substrate's charge, thus serving as a potential alternative justification for the use of neutral models.
It is the aim of this paper to investigate, by means of a case study, the mechanistic effect of choosing different protonation states for a substrate carboxylate group that is involved in a salt bridge with an arginine residue. By comparing the different treatments with results that explicitly include the salt bridge we hope to derive a sound recommendation for the best choice of protonation state, under these circumstances, in small-model treatments.

We have chosen the substrate mechanism of Pyruvate Formate-Lyase (PFL) to serve as our case study for this investigation. The reason underlying this choice is that it is a relatively well-studied system, whose mechanism has already been computationally investigated using a number of different small-model approaches.\textsuperscript{23-25}

PFL is a key enzyme of anaerobic glucose metabolism in \textit{E.coli} and other microorganisms, catalyzing the CoA-dependent reversible cleavage of pyruvate into acetyl-CoA and formate:\textsuperscript{26}

\[
\text{ES-H + pyruvate} \rightleftharpoons \text{ES-acetyl + formate} \\
\text{ES-acetyl + CoA} \rightleftharpoons \text{ES-H + acetyl-CoA}
\]

\textbf{Scheme 3-5} Substrate transformation catalyzed by PFL.

In its active form PFL is a glycy1 radical enzyme in which an unpaired electron is located on the C\textalpha atom of Gly734.\textsuperscript{27} This radical is generated through the action of PFL-activase, a specific activating enzyme. Besides Gly734,\textsuperscript{28} it has been established that two neighboring cysteines, namely Cys418 and Cys419, are required for the catalysis.\textsuperscript{29} In addition, two arginine residues, Arg176 and Arg435, serve to bind and position the substrate, by forming salt bridges with the carboxylate group of pyruvate (Figure 3.3).\textsuperscript{30}

\textbf{Figure 3.3} (a) Crystallographic structure of the PFL monomer in complex with pyruvate and CoA; (b) structure of the PFL's active site.\textsuperscript{30}
The currently accepted mechanism of PFL, shown in Scheme 3-6, was proposed by Knappe et al. in 1999. According to this mechanism, hydrogen is shuttled from Cys418 through Cys419 onto the glycyl radical. The resulting cysteinyl radical at position 418 subsequently attacks the carbonyl carbon of pyruvate forming a putative tetrahedral intermediate. Fragmentation of this intermediate into formyl radical and acetylated Cys418 is followed by the formation of formate and eventual acetylation of CoA. The exact details of the latter stages of the mechanism have not yet been established. They are, however, beyond the scope of the present contribution.

Scheme 3-6 Currently accepted PFL mechanism proposed by Knappe et al. in 1999.

Instead we focus here on the transformation of the substrate itself (the first half reaction), which involves the radical addition and fragmentation steps, as shown in Scheme 3-7.

Scheme 3-7 Fragmentation of pyruvate into acetylated enzyme and formyl radical, catalyzed by PFL.

Prior to the suggestion of the mechanism shown in Scheme 3-6, Eriksson and Himo completed the first small-model computational study of the PFL mechanism. Therein, the methyl thyl radical was used as a model for the protein-bound cysteinyl radical, a choice justified on the basis of the relevant S-H bond strengths. The substrate was represented by neutral pyruvic acid (protonated pyruvate). Their calculations showed, for the first time, that a
homolytic addition/elimination mechanism (as shown in Scheme 3-6 and Scheme 3-7) was energetically feasible. Specifically, they located a single tetrahedral intermediate (b, in Scheme 3-7) connected to states (a) and (c) in Scheme 3-7 by two separate transition structures. This study, using the B3LYP/6-311+G(2d,2p), was instrumental in construction of what is now the generally accepted mechanism.

Following the solution of the X-ray structure of PFL, Lucas et al. published a new small-model computational study of the substrate mechanism using the B3LYP/6-311++(3df,3pd) methodology. On this occasion, however, the substrate was represented by the anionic pyruvate (deprotonated pyruvic acid), a choice justified by the crystal structure as well as the known $pK_a$ of pyruvic acid. The anionic substrate model predicts a concerted mechanism for the addition-elimination process, proceeding directly from state (a) to state (c) with no evidence for an intermediate corresponding to state (b).

In a more recent study, Himo and Guo employed an extended (but still truncated) model, consisting of an anionic representation of the substrate (pyruvate) and (charged) models for those amino acids considered crucial for catalysis, including Arg176 and Arg435 (Figure 3.3b). During the calculations, selected atoms of the protein residues used for building the model were kept fixed at their X-ray positions (the so-called frame-model). In this study, which employed the B3LYP/6-311+G(2d,2p) level of theory, two intermediates were located along the reaction coordinate, as were three corresponding transition structures. Both intermediates (lying between states (a) and (c) in Scheme 3-7) were found to lie in shallow minima on the potential energy surface.

These three different small-model studies clearly show how the choice of model strongly affects even the qualitative appearance of the potential energy surface. It is in this context that we wish to directly compare, on an equal footing, the results of a neutral (carboxylic acid) model, an anionic (carboxylate) model, and an extended model incorporating a single salt bridge between the side chain of an arginine residue and the substrate carboxylate group. We wish to use these comparisons to recommend the most appropriate model for treating arginine-bound carboxylates in the context of truncated small models. In a related matter, by performing high-level molecular orbital calculations on these same systems, we wish to determine the reliability of the DFT approach on model systems of this type.
3.2.1 **Computational Details**

All geometry optimizations and frequency calculations employed the B3LYP/6-31+G(d) approach. Improved relative energies were obtained with the B3LYP/G3MP2Large level of theory and by using the composite G3(MP2)-RAD method. This method was developed by Radom and co-workers\(^3\) (based on G3(MP2)) to give more reliable predictions of the energies of radical species. The relative energy of two species using the G3(MP2)-RAD procedure is given by:

\[
\Delta E = \Delta E^{[\text{RHF} - \text{UCCSD(T)}/6 - 31G(d)]} + \Delta E^{[\text{ROMP2/G3MP2Large}]} - \Delta E^{[\text{ROMP2/6 - 31G(d)]]} + \Delta E^{(\text{ZPVE})}
\]

All energies presented were calculated at 0 K and include an unscaled zero-point vibrational energy (ZPVE) correction obtained from the calculated Hessians. All computations were performed using methods implemented in the Gaussian03 program package,\(^3\) except for the RHF-UCCSD(T) calculations,\(^3\) which were obtained with Molpro (Version 2006.1).\(^3\)

The connectivities of the potential energy surfaces presented were verified by following the intrinsic reaction coordinate (IRC) from each transition structure. In the case of the reactant and product complexes, the final geometries were obtained by optimizing the end-points of the relevant IRCs. These complexes were not, however, subjected to exhaustive conformational searches. Our rationale for this approach is simply that the relevance of the complexes to the enzymatic reaction is already somewhat questionable. Such relevance would only be further diminished by locating the lowest-energy bi- or ter-molecular complex in each case.
3.2.2 RESULTS AND DISCUSSION

3.2.2.1 NEUTRAL MODEL

Our neutral model, shown in Figure 3.4, is virtually identical to the previously discussed model of Eriksson and Himo. The only significant difference is that we elected to use the \textit{syn} conformation of the carboxylic group as opposed to the lower energy \textit{anti} orientation used previously.

![Figure 3.4](image)

\textbf{Figure 3.4} The neutral model consists of pyruvic acid (1a) and methylthiy radical (1) instead of cysteine.

Our reasoning for using the less stable orientation (1a) is that we are attempting to mimic an arginine-bound carboxylate with our neutral model. The X-ray crystal structure, as well as a simple geometric argument, places the arginine residue on the side of the molecule opposite to the acetyl group. In addition, we deem the formation of an intramolecular hydrogen bond in the substrate to be unlikely at the active site of the enzyme.

The reaction profile for the addition of the methyl thiy radical to pyruvic acid (in the conformation corresponding to 1a) is shown in Figure 3.5. The first obvious difference between this figure and the results of Eriksson and Himo is the appearance of two shallow minima, corresponding to intermediates, as opposed to just one (such as state (b) in Scheme 3-7). Closer inspection of these two intermediates reveals that they are similar in nature to those found with the somewhat larger model employed by Himo and Guo, with the first (3a) having a slightly extended C-S bond while the second (4a) is characterized by a longer than normal C-C bond.

In agreement with the initial neutral model study, we find that the rate limiting step corresponds to C-C bond cleavage, with \textbf{TS:4a→5a} being the highest stationary point on the potential surface. The mechanism resembles ascending a ladder, starting with the formation of the S-C bond (\textbf{TS:2a→3a}), followed by the transition between the two intermediates.
(TS:3a→4a) and finally the cleavage of the C-C bond (TS:4a→5a). Both of the intermediates lie in shallow minima on the PES, but the second intermediate (4a) lies approximately 20 kJ/mol higher than the first one (3a). After the C-C bond is broken, the reaction proceeds downhill towards the separated products (6+6a), passing through a minimum corresponding to a gas-phase product complex (5a).

![Energy diagram](image)

**Figure 3.5 Neutral model.** Addition of methylthiy radical to carbonyl the carbonyl group of pyruvic acid at 0K (geometries presented were optimized at B3LYP/6-31+G(d)).

It is interesting that a minor alteration in the carboxylic proton orientation is sufficient to introduce a second intermediate on the pathway. Indeed in some ways, this difference causes the pathway in Figure 3.5 to resemble more closely that in reference 25 (with two intermediates) than reference 23 (with a single intermediate).

Several previous studies have found that hybrid DFT methods such as B3LYP tend to underestimate reaction barriers. Interestingly, we find exactly the contrary result here. That is, in comparison to G3(MP2)-RAD, B3LYP/6-31+G(d) tends to overestimate the energetics of the reaction in Figure 3.5 by between approximately 10 and 20 kJ mol⁻¹. B3LYP/G3MP2Large performs generally better but its discrepancies also tend towards overestimation of the barriers with respect to the more reliable treatment. There is, however, a relatively large discrepancy
between G3(MP2)-RAD and the large basis set DFT treatment concerning the overall endothermicity of the reaction. Another interesting observation can also be made in case of the reactant complex (2a). Both DFT treatments predict the complex to be very weakly bound (less than approximately 5 kJ mol\(^{-1}\)), whereas the G3-based methodology predicts a binding energy of almost 20 kJ mol\(^{-1}\). This would tend to suggest that the binding energy of this complex is dominated by dispersion interactions, which are poorly handled by DFT.

### 3.2.2.2 Anionic Model

The presence of charge in a small model system can have a significant influence on the resulting mechanism of the modelled chemical reaction. Nevertheless, charge is sometimes a fact of life and it is important to know its impact. This is particularly true in the case of PFL because, as pointed out by Lucas et al.\(^{24}\), the pK\(_a\) of pyruvic acid is 2.5 and so it should be expected to be found as a charged species under physiological conditions. Our anionic model, shown in Figure 3.6, is identical to the simplest one employed by Lucas et al.\(^{24}\).

**Figure 3.6** The anionic model consists of a negatively charged pyruvate (1b) and thiyl radical (1) instead of cysteine.

The results for the addition of the methylthiyl radical to the negatively charged pyruvate are shown in Figure 3.6. To keep the comparisons with the neutral model on an equal footing, the reaction profile is shown relative to the isolated products. Naturally, one consequence of this is the significantly stronger complexation energies of the reactant and product complexes due to charge-dipole type interactions.

In agreement with Lucas et al.\(^{24}\), we find the mechanism to be concerted, with no intermediate to be found between the putative states (a) and (c) shown in Scheme 3-7. Also in agreement with Lucas et al., we find the transformation of 2b to 3b to be endothermic using B3LYP/6-31+G(d). However, with both B3LYP/G3MP2Large and G3(MP2)-RAD, this transformation is actually exothermic, making the structure 3b the lowest stationary point on
the potential energy surface. As discussed by Lucas et al.\textsuperscript{24} the C-C bond in this complex is not completely broken. In this sense it is a loose analogue of the second intermediate (4a) in Figure 3.5 (see also the subsequent Section 3.2.2.3 and reference 25 for a discussion of this point). However, in stark contrast to intermediate 4a, there is no benefit associated with further dissociation of intermediate 3b. This implies that the anionic mechanism would have no particular reason to progress beyond this point.

![Figure 3.7 Anionic model: Addition of methylthiol radical to carbonyl group of pyruvate at O K (geometries presented were optimized at B3LYP/6-31+G(d)).](image)

The above result is actually important in the context of a potential QM/MM study of the PFL substrate transformation. More specifically, it could prove convenient to select the atoms shown in Figure 3.6 and Figure 3.7 as the QM region of the QM/MM Hamiltonian. If electrostatic embedding were employed such that the charges of the MM region were able to polarize the QM wave function, this should present no real problem. However, if a mechanical embedding approach were chosen, even if only for geometry optimizations,\textsuperscript{11} one would expect the reaction profile to strongly resemble to the one shown in Figure 3.7, because the QM calculations in that case would not differ significantly from those presented here.
In a manner similar to that found in the neutral systems, the small basis set DFT results tend to overestimate the energies of the transition structure and intermediates when compared to the G3(MP2)-RAD results, particularly seriously so for the intermediate 3b. The large basis set DFT calculations give much more satisfactory agreement with the higher level treatment, except for the overall exothermicity of the reaction.

3.2.2.3 Extended Model

As stated earlier, the principle aim of the work presented here is to compare, on an equal footing, the results from previously studied neutral and anionic systems to those obtained from one in which an anionic carboxylate is bound by an arginine residue. In the interest of continuing to obtain accurate results (G3(MP2)-RAD), we have chosen to truncate our model and represent the arginine with a methylguanidinium ion. Indeed, this simplification has already been successfully implemented in previous studies on salt bridges.38-41

Figure 3.8 The extended model consists of pyruvate in a complex with protonated methylguanidinium and methylthiyl radical.

Three different tautomeric states can be envisioned for the resulting complex (1c), which is shown in Figure 3.8. Two such states are neutral while the third (pictured in Figure 3.8) is zwitterionic. The zwitterionic tautomer is calculated to be lower in energy than either of the neutral alternatives by all three theoretical methodologies used herein. In contrast, previous computational studies of carboxylate-methylguanidinium interactions, whose carboxylate group was provided by acetic acid, showed the neutral hydrogen-bonded complex to be slightly more stable in the gas phase.38-40 This discrepancy is due to the fact that, the gas phase proton affinity of pyruvate (1395 kJ mol\(^{-1}\))\(^{42}\) is around 55 kJ mol\(^{-1}\) lower than that of the acetate (1450 kJ mol\(^{-1}\)).\(^{43-44}\) The other example where zwitterionic form is favored is for the complex of 2,5-dihydroxybenzoic acid and methylguanidinium.\(^{41}\) It is important to note that the charge
separation leading to the zwitterionic state takes place already in the gas phase. Even a weakly polar environment would be expected to enhance this preference.

**Figure 3.9 Extended model.** Addition of methylthiyl radical to carbonyl group of pyruvate complexed with methylguanidinium at 0K (geometries presented were optimized at B3LYP/6-31+G(d) level of theory).

The potential energy surface obtained for the addition of methylthiyl radical to the complex between pyruvate and the methylguanidinium is shown in Figure 3.9. Following the complex formation, the reaction takes place in three steps. Firstly, the S-C bond is formed (TS:2c→3c). Subsequently, a transition between the two intermediates (TS:3c→4c) takes place and finally the C-C bond is cleaved (TS:4c→5c). In this respect, the potential energy surface in Figure 3.9 much more closely resembles that calculated in the context of the neutral model (Figure 3.5) than that obtained from the anionic model (Figure 3.7). Interestingly, the transformation shown in Figure 3.9 also coincides surprisingly well with that obtained by Guo and Himo with their significantly larger model. In particular the C-C bond cleavage from intermediate 4c is predicted to be very facile so that it is the transition structure between the two intermediates.
(TS:3c→4c) that becomes the highest energy stationary point on the potential energy surface (in the present study this stationary point, like all others, was fully optimized). The facile C-C bond cleavage is likely due to the stabilization of the leaving formylate radical by the arginine model. This is also reflected in the fact that the product complex (5c) is predicted to be lower in energy than the reactant complex (3c) as well as in the reduced overall endothermicity with respect to the neutral model.

As alluded to earlier, the intermediate 4c of the extended model corresponds closely to the product 3b of the anionic model, with an extended C-C bond and delocalized spin distribution (the analogy here is stronger than between 4a and 3b). However, the presence of the methylguanidinium implies that, in contrast to the anionic pathway, there is an energetic gain to be made from fully breaking the C-C bond.

In a manner similar to that observed in the neutral and anionic systems, the small basis set DFT treatment overestimates the energies of the intermediates and transition structures with respect to G3(MP2)-RAD. The large basis set DFT methodology offers some improvement but discrepancies between this and the higher level treatment are, nevertheless, found to be as large as 20 kJ mol⁻¹.

Finally, it is interesting to compare the overall energetic demands calculated in each of the three models, using the G3(MP2)-RAD results. If one takes the separated products as the reference value (as in Figure 3.5, Figure 3.7 and Figure 3.9), the highest energy barriers to be overcome are 65.0, -3.0, and 35.0 kJ mol⁻¹, in the neutral, anionic, and extended models respectively. If, as some authors prefer, one takes the reactant complexes as the reference values, the barriers for the neutral, anionic and extended models correspond to 83.0, 32.0, and 65.0, kJ mol⁻¹, respectively.
3.2.3 Conclusion

Small model computational studies of the PFL substrate transformation, both from the literature and presented herein, show that the appearance of the potential energy surface and hence the qualitative description of the mechanism are quite sensitive to the model choice. In particular, the question arises as to how best to treat the protonation state of the carboxylic acid substituent. Indeed, this question is by no means unique to the PFL system and frequently arises in small model computational studies on biological systems. In order to address this question, we chose to use the well-studied PFL example as a case in point. In particular, we wished to establish the most realistic approach by which to truncate a system that contains an arginine-bound carboxylate motif.

Our calculations on the relevant salt-bridged system for PFL show that the radical addition/elimination mechanism proceeds through two intermediates requiring steps best described as C-S bond formation, isomerization, and C-C bond cleavage. Interestingly, the reaction profile for this idealized carboxylate-guanidinium complex is very similar to that calculated by Guo and Himo in their larger model. Calculations on the truncated neutral carboxylic acid system (with the syn orientation of the carboxylic proton) give a very similar picture. That is, the reaction proceeds through two intermediates associated with three transition structures, with a reaction profile that is qualitatively very similar to the salt-bridged system. In contrast, truncating the salt-bridge motif to a bare carboxylate anion gives an altogether different qualitative picture. That is, no intermediates are found on the reaction pathway and the C-S bond formation, the isomerization, and the C-C bond cleavage are predicted to occur simultaneously in a single concerted step. In addition, the anionic pathway would be predicted to stop at an intermediate structure with an extended, but not fully cleaved, C-C bond. Both the extended and neutral models disagree with this aspect and predict further energetic benefit is to be derived from completely dissociating this bond.

Based on the reasons outlined above, as well as the quantitative energetics, we would certainly recommend that the neutral carboxylic acid constitutes a much better truncation of an arginine-bound carboxylate than does a bare carboxylate. This conclusion, however, is not based on assuming reduced charge separation in the protein’s interior. Rather it stems from a direct comparison with a charge separated state.
The question naturally arises as to whether a truncation is at all necessary. The answer to this question is connected to the performance of DFT on this and related systems. The comparisons provided for each of the systems show that the small basis set DFT results repeatedly deviate from the higher level calculation by 20 kJ mol$^{-1}$ or more. The larger basis set DFT calculations certainly reduce this discrepancy and may even be classified as a good approximation to the G3(MP2)-RAD results. Nevertheless, there are certain quantities (e.g. the TS for C-S bond formation and the overall heat of reaction) where the B3LYP/G3MP2Large results also deviate significantly from the higher-level calculations. As it is not always obvious when these deviations will arise, there is an argument for the continued use of high-level calculations. With this argument, however, comes the need for some kind of truncation.

As many authors have noted, an attractive form of truncation is the use of a layered energy function such as a QM/MM treatment. In this respect, it would be of interest to know whether treating the methylguanidinium fragment molecular mechanically provides a satisfactory solution to the truncation problem. As pointed out, this would need to be done with electrostatic embedding to provide meaningful answers and we are indeed pursuing such solutions. However, in cases where a layered treatment proves inconvenient or impractical, we would recommend that a neutral carboxylic acid (with a syn orientation of the carboxylic proton) constitutes a much better truncation of an arginine-bound carboxylate motif than does a bare carboxylate anion.
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3.3 A Compound QM/MM Procedure: Comparative Performance on the PFL System

Beginning with the seminal paper from Warshel and Levitt,1 the concept of combining a quantum mechanical treatment with a molecular mechanical description (QM/MM) has continued to grow in importance.2 The idea itself is conceptually simple but the details of the implementation are, however, complex, with many issues needing to be addressed.3 While the QM/MM methodology was conceived to take the best aspects from both the QM and MM worlds, the practical complexity involved has led to the oft heard comment that one is actually left with the worst of both worlds, requiring sound knowledge and experience with both QM and MM techniques, and beyond, to ensure the generation of meaningful results.

The difficulties with hybrid QM/MM methods are numerous and include aspects like the boundary problem, which involves having to chose between using single link atoms,4 double link atoms,5 connection atoms,6 pseudobonds,7 quantum capping potentials,8 strongly localized MOs,9,10 extremely localized MOs,11 or generalized hybrid orbitals.12 One should also contend with issues such as which type of embedding to use,13 how to cope with the MM charges close to the region boundary,14 and whether to include a polarizable MM region.15

One issue that has received less attention in the QM/MM field is the adequacy of the QM description itself. Because of the sampling problem involved in the treatment of large systems, recent trends have moved towards what might normally be considered inaccurate QM methods. Examples include the semi-empirical,16,17 empirical valence bond,18 and self-consistent charge density functional tight-binding (SCC-DFTB)19 approaches. Traditional density functional theory continues to prove a popular choice for the QM treatment in QM/MM models.20,21 While all of these methods certainly have their place, it is well-known in the ab initio community that none of them are reliable enough able to supply chemical accuracy for reaction energetics. As recently outlined in an important contribution from the groups of Mullholand, Thiel, Shütz, and Werner22 there is, in the current climate,23 a clear need for higher accuracy QM methods in the QM/MM context.24

One of the most widespread and successful approaches for achieving chemical accuracy in the non-biological literature has been the Gaussian-\(n\) (G\(n\)) series of model chemistries, with \(n\) recently reaching a value of 4.25 The predecessor G\(3\) series of methods have proven to be quite successful26 with the G\(3\)X model chemistry, in particular, displaying a MAD from experiment of 1.01 kcal mol\(^{-1}\) when applied to the G\(3\)/05 test set comprising 454 energies.27 For comparison,
the MAD from experiment of the B3LYP methodology, for the same test set, was 4.14 kcal/mol.\cite{27}

On the other hand, one of the most widespread and successful hybrid treatments has been the multilayered ONIOM method of Morokuma and co-workers.\cite{28} Although often used to combine different QM layers,\cite{29} the QM/MM variant has also proven a powerful tool.\cite{30} In particular, the recent incorporation of electrostatic embedding\cite{31} has rendered the formalism competitive with any of the alternatives. Importantly, due to its inherent flexibility, the ONIOM approach is well-suited for the incorporation of compound methods. Indeed, the combination of \textit{G}n style methods in the ONIOM(QM:QM) context, such as IMOMO-G2MS,\cite{32} ONIOM-G3B3,\cite{33} and variants of ONIOM(G3:MP2) and ONIOM(G3:DFT)\cite{34} have proven to be convenient methods for achieving chemical accuracy in medium-sized systems.

Indeed the ONIOM(G3:B3LYP) method has been found to be an acceptable method for achieving chemical accuracy in medium-sized systems.

We have therefore chosen to combine the \textit{G}3 and ONIOM(QM:MM) methodologies as a transparent and convenient way of incorporating a chemical accuracy QM treatment into the QM/MM context. The specific variant presented here combines the \textit{G}3(MP2)-RAD model chemistry\cite{35} with the AMBER\cite{36} molecular mechanics force field, and is thus denoted ONIOM(G3(MP2)-RAD:AMBER). Our choice of the \textit{G}3(MP2)-RAD method stems from the fact that it has been designed specifically to perform well for radical-containing systems and our primary interest is in radical enzymes. For closed-shell systems, the method is very similar to the \textit{G}3(MP2) and \textit{G}3X(MP2) models.\cite{37} Naturally, the ONIOM method is sufficiently flexible that employing any \textit{G}n variant in an ONIOM(Gn:AMBER) calculations is readily achievable.

As the method is designed to be applied to biological reaction mechanisms, we have decided to validate it in that context. Due to the sometimes ambiguous interpretation of experimental values for such applications, we have chosen to perform the initial validation on a small model system, where it is possible to obtain benchmarks with a full QM treatment. For that purpose we have chosen the substrate transformation Pyruvate Formate-Lyase.

Pyruvate formate-lyase (PFL) is a key enzyme of anaerobic glucose metabolism in \textit{E.coli} and other microorganisms, catalyzing the CoA-dependant reversible cleavage of pyruvate into acetyl-CoA and formate:\cite{38}

\[
\begin{align*}
\text{ES-H + pyruvate} & \quad \leftrightarrow \quad \text{ES-acetyl + formate} \\
\text{ES-acetyl + CoA} & \quad \leftrightarrow \quad \text{ES-H + acetyl-CoA}
\end{align*}
\]
In its active form, PFL stores an unpaired electron spin on the Cα atom of glycine 734.39,40 The radical is generated through the action of a specific activating enzyme (PFL-activase), after the active site of PFL has been occupied.41

Several X-Ray crystal structures of the catalytic subunit (non-radical form) of PFL have been determined. In addition to those obtained with the substrate pyruvate,42 two structures have been solved with oxamate in the active site.43
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**Figure 3.10** Crystallographic structure of the active site with bound pyruvate (a) and oxamate (b).

Oxamate is an isosteric and chemically inert analogue of the substrate pyruvate and binds to active site in a mode largely similar to that of pyruvate (Figure 3.10). Binding of oxamate triggers generation of the glycy1 radical, but oxamate undergoes no further turnover. The apparent binding affinity of oxamate to the non-radical form of PFL around $K_D=2\text{mM}$ is somewhat smaller than that measured for pyruvate of $K_D=0.1\text{mM}$.42 For the substrate turnover catalyzed by the radical form of the enzyme, a $K_M$ value of 2 $\text{mM}$ has been measured for pyruvate, while oxamate appears to be a competitive inhibitor with relatively weak binding affinity ($K_I > 2\text{mM}$).38

The currently accepted mechanism (Scheme 3-8), proposed by Knappe and co-workers in 1999,42 was derived with the help of theoretical calculations44 based on an earlier mechanism proposed by Kozarich et al.45
According to this proposal (Scheme 3-8), following activation, the radical centre is shuttled from Gly734, via Cys419, to Cys418. The subsequent addition of the ideally positioned (Figure 3.10) thyl radical thus formed to C2 of the substrate results in the formation of a tetrahedral intermediate, which collapses into the formyl radical and acetylated Cys418. The later stages of the mechanism involve the quenching of the formyl radical and eventual acetyl transfer to CoA. For our current purposes, we are concerned only with the initial transformation of the substrate (shown in Scheme 3-9 with R=CH₃).

Scheme 3.9 Transformation of pyruvate/oxamate into acetylated enzyme and formyl radical, catalyzed by PFL.

In order to investigate the origin of the inhibitory effect of oxamate, as well as to have an additional system with which to calibrate the ONIOM(G3(MP2)-RAD:AMBER) method, we have chosen to determine the energetics of the consensus mechanism for this compound as well (R=NH₂, Scheme 3-9).
Using a similar motivation, we have also added the characterization of an alternative mechanism, for both the substrate and the inhibitor, to our validation set. The alternative mechanism involves initial H-atom abstraction from the substrate (or inhibitor). Although this mechanism is not known to play any role in the PFL catalyzed substrate reaction, it is of interest in the wider picture of SAM-dependent glycolytic enzymes. Interestingly, PFL serves as a paradigmatic example of the glycolytic enzymes, and, indirectly, of the radical-SAM super-family as well. However, the majority of the other known enzymes in these classes activate their substrates precisely by abstracting a hydrogen atom from a C–H bond. Examples include class III ribonucleotide-reductase (RNR), benzylsuccinate-synthase (BSS) and the coenzyme-B$_{12}$-independent glycerol dehydratase (GDH). The uniqueness of the radical addition mechanism of PFL, combined with the considerable structural homology existing between PFL and the catalytically active subunits of both class III RNR and GDH warrants the consideration of H-abstraction in the context of PFL. In particular, it is interesting to ask how facile the potential H-abstraction is and, furthermore, if such an activation process can actually facilitate the cleavage of the C–C bond of the substrate (or inhibitor, Scheme 3-10).

\[
\begin{align*}
\text{ES}^- & + \text{OCC} - \text{H} \quad \leftrightarrow \quad \text{H}_3\text{CS} - \text{H} + \text{OCC} - \text{R}^- \\
\text{OCC} - \text{R}^- & \quad \leftrightarrow \quad \text{OCC} - \text{R}^- + \text{C} - \text{R}^\bullet
\end{align*}
\]

\[R = \text{CH}_2, \text{NH}\]

**Scheme 3-10** Removal of hydrogen from the substrate by the cysteinyl radical and subsequent C–C bond cleavage.

Consideration of both mechanistic alternatives, for the substrate pyruvate and the inhibitor oxamate, implies the characterization of four different mechanisms. As mentioned earlier, we have evaluated these, in the first place, on small model systems where we are able to compare the ONIOM(G$_3$(MP2)-RAD:AMBER) results directly with the pure QM G$_3$(MP2)-RAD ones. The actual model system chosen is shown below in Scheme 3-11 and consists of the methylthiyl radical reacting with a complex between pyruvate (oxamate) and the methylguanidinium ion. The latter moiety is intended to model a nearby arginine residue.
Other small-model computational studies have also proven useful in understanding the mechanism of PFL,\textsuperscript{44,54-55} an aspect which we have discussed in detail in a recent publication.\textsuperscript{56} In that work, we used the model system shown in Scheme 3-11 to determine the best truncation of an arginine-bound carboxylate motif. As we present a treatment here in which the methylguanidinium is represented as an MM fragment, a further utility of our results is to test the resulting QM/MM approach for treating this common enzymatic binding motif.

![Scheme 3-11](image)

**Scheme 3-11** The model consists of pyruvate (a) and oxamate (b) in complex with protonated methylguanidinium and thiyl radical instead of cysteine.

### 3.3.1 Computational Details

For the pure QM calculations, each stationary point was fully optimized and its Hessian evaluated at the B3LYP/6-31+G(d) level of theory. The vibrational frequencies obtained from the latter calculations were used to calculate an unscaled zero-point vibrational energy correction (ZPVE). In order to verify the connectivity of each potential energy surface, the intrinsic reaction coordinate (IRC) was followed (in both directions) from every transition structure described. The reactant and product complexes in each case were obtained by rigorous optimization of the end point from the relevant IRC. These complexes were not, however, subjected to exhaustive conformational searches to locate the lowest energy complex.\textsuperscript{56}

Improved relative energies were obtained using the $G_3$(MP2)-RAD methodology. This method, based on $G_3$(MP2),\textsuperscript{37} was developed to obtain more reliable predictions in energy for
radical species. For reaction mechanisms such as those currently under investigation, the relevant quantity is the relative energy of two species:

$$\Delta E[G_3(MP2) - \text{RAD}] = E[RHF-UCCSD(T)/6-31G(d)] + E[\text{ROP2/G3MP2Large}] - E[\text{ROP2/6-31G(d)}] + \Delta(ZPVE)$$

The QM/MM approach is almost exactly analogous to that described above. The difference is that the methylguanidinium fragment was treated molecular mechanically within the framework of the AMBER force field (see below for details). Geometries were thus obtained with the ONIOM(B3-LYP/6-31+G(d):AMBER) hybrid method. Due to the link-atom implementation in ONIOM, it is possible to calculate a full Hessian with 3N-6 vibrational degrees of freedom. This allows the normal calculation of vibrational frequencies, ZPVEs and IRCs (at least for small models), which we performed with the ONIOM(B3LYP/6-31+G(d):AMBER) hybrid for all relevant stationary points.

Improved QM/MM relative energies were obtained with the ONIOM(G3(MP2)-RAD:AMBER) combination. The relevant relative energy is defined as:

$$\Delta E[\text{ONIOM}(G_3(MP2) - \text{RAD}:\text{AMBER})] = E[\text{ONIOM}(\text{RHF-UCCSD(T)/6-31G(d):AMBER})] + E[\text{ONIOM}(\text{ROP2/G3MP2Large:AMBER})] - E[\text{ONIOM}(\text{ROP2/6-31G(d):AMBER})] + \Delta(ZPVE)$$

All computations were performed using Gaussian03 except for the RHF-UCCSD(T) calculations, which were carried out with Molpro (Version 2006.1). As all ONIOM(QM:MM) calculations were performed with electrostatic embedding, the ONIOM(RHF-UCCSD(T)/6-31G(d):AMBER) results included RHF-UCCSD(T) values polarized by the appropriate lattice of point charges.

The point charges for use in both the Molpro and Gaussian were obtained using RESP (restrained electrostatic potential) fitting of the HF/6-31G(d) ESP of the methylguanidinium fragment. MM atom types for this fragment were assigned on the basis of the AMBER94 force field. The Van der Waals (VdW) parameters for the QM atoms were assigned values specifically adjusted for the B3LYP-6-31+G(d):AMBER combination. Our tests revealed, however, a negligible impact on the potential energy surfaces, when compared to the use of the standard AMBER94 VdW parameters.

All energies presented are calculated at temperature of 0 K. The spin densities were obtained by Mulliken population analysis at the level of theory used for geometry optimization.
3.3.2 RESULTS AND DISCUSSION

3.3.2.1 RADICAL ADDITION TO PYRUVATE

The reaction profile for the addition of the methyl thiy radical is shown in Figure 3.11. On the potential energy surface for this reaction two intermediates have been found and with three corresponding transition structures interconnecting them.\textsuperscript{56}
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**Figure 3.11** A comparison of QM and ONIOM results for addition of methylthiyl radical to carbonyl group of oxamate at 0K (geometries presented were optimized at B3LYP/6-31+G(d) level of theory).

The highest energy barrier is associated with the formation of the S-C bond (TS:2A→3A), which results with formation of the first intermediate 3A. A transition from one shallow minimum (3A) to the other (4A) goes over low energy barrier (TS:3A→4A). Once the state 4A has been reached, C1-C2 bond is easily broken. The spin density over the course of the reaction changes as expected in that the radical character is transferred from sulphur to the carboxyl
group as the fragmentation proceeds. Minor delocalization of the spin density to methylguanidinium is present, especially in case of the formylate radical.

Comparison of the results obtained in previous studies of PFL mechanism has shown that having two intermediates in the reaction pathway is very likely to be the right reaction mechanism for this addition-elimination process.\textsuperscript{56}

The relative energies shown in Figure 3.11 are obtained by geometry optimization at B3LYP/6-31+G(d) level of theory, where improved energies are calculated using G3(MP2)-RAD method. Black curve represents pure QM methods and grey curves are results of QM/MM (ONIOM) approach. The Figure 3.11 clearly shows that ONIOM method has the ability of reproducing the potential energy surface calculated with QM methods. The geometries optimized using ONIOM methods have properties very similar to analogous DFT optimized geometries. The most notable discrepancy has been found for distance between carboxylate group and methylguanidinium in salt bridge, where ONIOM values are in average 0.2 Å longer than DFT counterparts. The distribution of the spin density is very much alike the one calculated with pure DFT methods, only without the possibility of spin delocalization onto MM part of the system, i.e. methylguanidinium.

Comparison of the energies calculated with pure QM methods and combined ONIOM techniques shows that the biggest disagreement is associated with complexes of reactants and products. In other points, the agreement is rather reasonable for the energies calculated at given level of theory.

### 3.3.2.2 Radical Addition to Oxamate

For the analogous reaction with oxamate, on the calculated potential energy surface (Figure 3.12) no stable intermediates have been found, unlike for the reaction with pyruvate.

According to the calculations, this reaction is concerted and the S-C bond is formed and C1-C2 bond is broken in a concerted fashion. The energy barrier for that transformation has a value almost twice as high as the one required for the fragmentation of pyruvate. The addition of methylthiyl radical to oxamate is around 25 kJ mol\textsuperscript{-1} more endothermic than the same reaction with pyruvate. This information points to the conclusion that the main reason for inhibitory effect of oxamate lies in reaction pathway that goes over high-energy transition state, together with higher reaction endothermicity compared to reaction with pyruvate.
Almost half of the spin density in transition structure located on carboxyl group, while the other half is almost equally distributed between sulphur and carbonyl oxygen. Certain amount of spin density is transferred to methylguanidinium, as already established in case of pyruvate.

When it comes to energetics, ONIOM results (grey) follow pure QM results (black), except ONIOM tends to give lower relative energies than QM methods (Figure 3.12). This difference is the most obvious for complexes of the reactants and products.

As in a case of pyruvate fragmentation, geometries optimized with ONIOM are almost identical to those optimized with pure DFT method, except for the complex of the products. ONIOM geometry is slightly more bent than its DFT counterpart. ONIOM Mulliken spin analysis closely resembles to the spin density distribution provided by DFT analysis, with restriction of spin location only on the QM part of the system.

**Figure 3.12** A comparison of QM and ONIOM results for addition of methylthiyl radical to carbonyl group of oxamate at 0K (geometries presented were optimized at B3LYP/6-31+G(d) level of theory).
3.3.2.3 **HYDROGEN ABSTRACTION FROM PYRUVATE**

As mentioned earlier, in mechanisms commonly employed by the gylcycl radical enzymes (or radical enzymes in general) substrate is usually activated by abstracting hydrogen from it. In order to understand the reason of unusual behaviour of PFL in that context, this alternative mechanism has been studied for both pyruvate and oxamate (Scheme 3-10).

The first step in this mechanism is hydrogen abstraction from pyruvate (Figure 3.13). This single-step reaction goes over transition structure that lies about 60 kJ mol$^{-1}$ higher in energy than free reactants. In this endothermic reaction the final product is the pyruvylate radical, which, as expected, is stabilized by the partial delocalization of the unpaired electron from C3 ($\rho_{\alpha}(C3)=0.77$) into neighbouring carbonyl group ($\rho_{\alpha}(O3)=0.23$).

![Figure 3.13](image.png)

**Figure 3.13** A comparison of QM and ONIOM results for hydrogen abstraction from pyruvate by thiyl radical at 0 K (geometries presented were optimized at B3LYP/6-31+G(d) level of theory).

The removal of hydrogen from pyruvate by thiyl radical described with ONIOM results with locating the equivalent stationary points as with QM methods, but ONIOM gives lower
energies than analogous QM methods, as observed in previous examples. Again, the biggest disagreement is associated with complexes.

The reactants and products in complexes optimized with ONIOM are slightly closer to each other than in corresponding DFT structures (7A, 8A). The Mulliken analysis results with similar spin density distribution at both levels of theory, except that the spin density is restricted only to QM part in ONIOM calculations.

Compared to the addition-elimination reaction of pyruvate, hydrogen abstraction has a higher energy barrier (about 10 kJ mol$^{-1}$) and more positive reaction enthalpy by 30 kJ mol$^{-1}$. Although the hydrogen abstraction is energetically less favourable than the addition of the thyl radical to pyruvate, this energy difference is not so drastic to justify PFL’s preference of the addition over the abstraction, at least in the gas phase where these reactions were modelled. When substrate is modelled with pyruvic acid only, calculations done on such a model show that the energy barriers heights for both the addition-elimination process and hydrogen abstraction have similar values. When complexed model is used, the reaction pathway for the addition reaction is lowered in energy, but the same effect hasn’t been observed for the reaction of hydrogen abstraction. This observation leads towards the conclusion that the interactions of substrate with its environment prefer the addition reaction by stabilizing the reaction pathway, while this stabilization doesn’t happen for hydrogen abstraction. Except this stabilizing effect, the protein environment has another important role in governing the possible pathways by imposing sterical conditions. Namely, cysteinyl residue is positioned almost ideally for radical attack on carbonyl group of the substrate.

The next step in the alternative mechanism is fragmentation of the radical formed by hydrogen abstraction from substrate (Scheme 3-10). From the reaction profile of conversion of pyruvylate radical into formylate and ketene (Figure 3.14) it can be seen that this step is highly endothermic. In addition, this process goes over the high-energy transition state.

As it is visible from Figure 3.14, ONIOM method successfully reproduces the potential energy surface, but the difference in QM and ONIOM energies is unusually high for the transition state, when compared to the reactions described earlier. This discrepancy is probably due to difference in C1-C2 bond length observed between DFT and ONIOM optimized geometries for TS: 9A→10A. It seems that C1-C2 bond in the ONIOM geometry is 0.24 Å longer than the same bond in the DFT analogue. This leads to the conclusion that the ONIOM geometry is a late transition structure, leaned more to the products side than the DFT optimized TS. The result is significant difference in energy of the structures compared.
While the step of pyruvylate formation still has reasonable chances to take place, fragmentation of radical formed requires high energy input to proceed. When both steps are summed together, the overall reaction mechanism is not likely to occur, both from kinetic and thermodynamic point of view.

### 3.3.2.4 Hydrogen Abstraction from Oxamate

The calculated potential energy surface for the abstraction of hydrogen atom from amino group of oxamate is shown in Figure 3.15. This reaction is energetically the least favourable of all of the examined processes.

A generation of oxaminylate radical has an energy barrier height similar to the one found for the addition-elimination process, but it is markedly more endothermic reaction. As stated earlier, high energy barrier is the most probable cause of inhibitory behaviour of oxamate.
formation of the oxaminylate radical is process unfavourable from both kinetic and thermodynamic point of view.
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**Figure 3.15** A comparison of QM and ONIOM results for hydrogen abstraction from oxamate by thiyl radical at 0K (geometries presented were optimized at B3LYP/6-31+G(d) level of theory).

For hydrogen abstraction from oxamate ONIOM results give the same shape of the potential energy surface. Geometries optimized with ONIOM deviate only slightly from structures optimized at DFT level of theory. Hydrogen bond lengths present in the salt bridge are longer for ONIOM geometries than in their DFT counterparts, as observed for each geometry obtained in this study. Approximately, ONIOM bond lengths are 0.2 Å longer, most likely because the boundary that separates QM and MM part of the system intersects these bonds.

Interesting observation has been made about C1-C2 bond length. An elongation of C1-C2 bond in TS:7B→8B (1.655 Å) occurs, compared to the bond length in reactant oxamate (1.562 Å). This bond length is even longer in final product 9B, where it reaches the value of 1.729 Å. The elongation of this bond can be explained in terms of the delocalization of the unpaired
electron, depicted with the resonance structures in Scheme 3-12, where the resonance structure (b) is being preferentially favoured by the presence of the methylguanidinium.

\[ \text{Scheme 3-12} \text{ The resonance structures with the significant contribution to the overall structure of oxaminylate.} \]

Calculated spin density distribution and bond lengths are in a good agreement with given explanation. In TS:7B→8B the significant percentage of the spin density is located on carboxylate group (0.27) and the rest is distributed between S, N and carbonyl O atoms. The electron delocalization is due to orbital overlap between amino and carbonyl group.\textsuperscript{64,65} As these results show, the abstraction of hydrogen from the amino group of oxamate can activate process of C1-C2 bond breaking to some extent. A certain C1-C2 bond elongation occurs in pyruvylate, but this elongation is negligible (0.02 Å) compared to oxaminylate.

The next step of the alternative mechanism is fragmentation of the radical formed in the first step. The energy barrier that has to be crossed for fragmentation of oxaminylate radical to occur almost doesn’t exist, according to both ONIOM and DFT results (Figure 3.16). The reaction enthalpy shows the largest discrepancy between the methods used.

The fragmentation of the oxaminylate radical is significantly facilitated by the elongation of the C1-C2 bond, discussed above. Once the radical is formed, the barrier for the breaking of the C1-C2 bond is negligible and exothermicity notable.

When this reaction is modelled using neutral model, the reaction goes over higher energy barrier, but it is also more exothermic compared to the energies calculated with the complexed model. Although the fragmentation of the oxaminylate radical is spontaneous and probably occurs immediately after the radical has been formed, the removal of hydrogen from the amino group is energetically expensive step. Additionally, this reaction should take place inside of an enzyme, where the position of the reactants is relatively rigid. In this case, stereochemical conditions imposed by the active site prefer the addition of the cysteinyi radical to substrate.
Figure 3.16 Comparison of DFT and ONIOM results for fragmentation of oxaminylate radical at 0K (geometries presented were optimized at B3LYP/6-31+G(d) level of theory).

Note to be incorporated, HF charges in the gas phase are overpolarized to an extent and this is probably partially responsible for (or is mainly manifested in) the complexation energy problem. Notably, G3 handles this much better than B3LYP.
3.3.3 Conclusion

The results presented in this study show the ONIOM(G3(MP2)-RAD:AMBER) hybrid to be a viable means for incorporating a QM method of chemical accuracy into a QM/MM treatment. The agreement between the pure QM G3(MP2)-RAD treatment and the QM/MM approximation is impressive and, in most cases, exceeds that obtained from an all QM B3LYP/6-31+G(d) approach. This result suggests that such an approach may even be useful for small models, where a full DFT treatment might nevertheless be feasible. This final point is relevant to our previous study concerning the most appropriate treatment for the arginine-bound carboxylate motif. When using an all QM truncation, we found that the neutral form of the carboxylic acid would be the most satisfactory.\textsuperscript{56} The results presented in the current study show that a high-level treatment of the substrate combined with an MM treatment of the arginine fragment would provide an even better result at a comparable cost.

We have validated the method on four different reaction sequences relevant to the substrate transformation catalyzed by PFL. In addition to serving for this purpose, these calculations reveal some interesting facts about the mechanism. The reaction barrier and endothermicity for sulfur radical addition to oxamate appear too high for such a pathway to prove viable in the enzyme. This result provides an explanation for the lack of observed turnover with oxamate, despite this inhibitor being ideally positioned to react.

We also considered H-atom abstraction as an alternative initial step in the PFL mechanism. If this mechanism were to occur, it would seemingly result in unwanted products. Interestingly, with neutral pyruvic acid as the substrate, the S-addition and H-abstraction barriers are very similar. When the salt-bridge model is used, the barrier for S-addition is reduced while that for H-abstraction remains virtually unaffected. On this basis it is tempting to speculate that PFL uses the active site arginine residues to avoid the unwanted H-abstraction pathway both by lowering the barrier for S-addition and by binding the substrate in a position where the methyl group is unable to approach the reactive thiyl radical.\textsuperscript{66}

Naturally, the strength of the ONIOM(G3(MP2)-RAD:AMBER) method is its potential applicability to systems much larger than those presented in this study and such applications are indeed underway. Nevertheless, the validation of the approach on systems where high-level QM benchmark calculations are possible is an important step to establishing the viability of the technique for informed future use.
3.3.4 References

3. Pyruvate Formate-Lyase


24 A related issue is the accurate prediction of spectroscopic properties, which also requires sophisticated QM treatments. See, for example: Kirchner, B.; Wennmohs, F.; Ye, S.; Neese, F. *Curr. Opin. Chem. Biol.* **2007**, *11* (2), 134.


3.4 Molecular Dynamics Study of PFL Catalysis: Second Half-Reaction

Once pyruvate formate-lyase has been activated (see Section 3.1.1), it catalyzes decarboxylation of pyruvate under anaerobic conditions in many microorganisms, where the final products are formate and acetyl-coenzyme A. This reaction proceeds in two steps:

\[
PFL + \text{pyruvate} \rightleftharpoons \text{acetyl-PFL} + \text{formate} \\
\text{acetyl-PFL} + \text{CoA} \rightleftharpoons \text{PFL} + \text{acetyl-CoA}
\]

In the first step, the C-C bond in pyruvate is cleaved upon the attack of thiyl radical located on Cys418, producing formate radical and acetylated Cys418. A detailed dissection of this half-reaction is provided in Sections 3.2 and 3.3, where small model systems were used together with very accurate QM methods to describe properly the chemistry taking place in the active site of PFL. The resulting energy profiles strongly support the currently accepted mechanism of the first half-reaction. However, some open questions remain when it comes to the mechanism of the second step in which CoA undergoes acetylation. Several hypotheses were suggested in order to explain a possible reaction mechanism of the transacetylation process (see Section 3.1.2), but none of them were corroborated experimentally or theoretically. The initial hypothesis did not assume a radical involvement in the second half-reaction at all; it was rather regarded as a common acetyl exchange between sulfhydryls. The proposal that the second half-reaction also has a radical character came later, suggesting that the CoA reacts with acetylated Cys418 via radical mechanism. This mechanism involves hydrogen abstraction step from CoA thiyl group by a radical species in the PFL active site, followed by acetyl transfer and restoration of radical centre at Cys418. It remains vague, though, which radical species should abstract hydrogen from CoA in this scenario. Of course, all these events take place under the assumption that CoA has already reached the active site. This brings us to the other unresolved piece of the PFL mechanistic puzzle – how does CoA reach the buried active site in the first place, when its known binding site is located at the protein surface 30 Å away? It is clear that certain conformational changes are necessary, but what triggers those changes and how are they manifested are the questions of interest tackled in this section. The aim of the section is getting a better insight into these complex processes in the protein environment by utilizing the unrestrained molecular dynamics simulations and selected free energy methods.
As mentioned, in the early PFL studies it was assumed that only the first half-reaction involved radical species, while their participation in the second step was regarded as unlikely, since it was believed to be a common acetyl exchange between sulfhydryls. However, subsequently was observed that S-acetyl transfer depends on the radical state of the enzyme, proven by $[^{14}\text{C}]\text{CoASH/acyt}l\text{-CoA}$ isotope exchange experiment.\textsuperscript{1} This feature was attributed to conformational requirements for protein functionality. The effect of radical presence on acetyl transfer was additionally confirmed in the following experiments, where a $\sim10^{5}$-fold rate increase of S-acetyl transfer with the radical form of PFL was measured.\textsuperscript{2} Despite these observations, the idea of non-radical (heterolytic) mechanism of transacetylation between active-site cysteine and CoA remained and dominated for a long period of time, until Himo and Eriksson suggested a homolytic acetyl transfer in their theoretical study.\textsuperscript{3} In this study, it was suggested that the formyl radical created from cleaving C-C bond in pyruvate abstracts a hydrogen atom from Cys419, which would in turn generate a radical on thyl group of CoA. This would facilitate the transfer of acetyl group from Cys418 to radical CoA and restore radical at Cys418 for a new catalytic cycle. Calculations performed in the study showed that these mechanistic steps are energetically feasible. In the following computational study performed by Guo and Himo, an alternative approach in which formyl radical abstracts hydrogen directly from CoA was introduced.\textsuperscript{4} The third option might involve storing the radical at Gly734 between two half-reactions until CoA reaches the active site, but this scenario was not examined theoretically. It is probably less likely option due to the higher number of mechanistic steps required in the process, but it cannot be excluded. All three possibilities remain at a speculative level, leaving the question of how the acetyl group is transferred from protein to CoA without a firm answer.

\textbf{Figure 3.17} The building blocks of coenzyme-A.
This mechanistic issue is tightly coupled to the problem that arises from the fact that CoA binding site is located at the protein surface 30 Å away from the active site. The binding site was identified by solving the crystal structure of protein in complex with pyruvate (or oxamate) and CoA and it lies in the proximity of the interface between two constituent monomers. As described in the introductory Section 3.1.1, the amino group of CoA adenine moiety is hydrogen bonded to Asn145 and Gln146, while the imidazole ring makes stacking interaction with the neighbouring Phe149 (Figure 3.18). Additional stabilisation is achieved through salt bridge interaction formed between 3’ and 5’ phosphates and positively charged Lys161. Also, in the crystal structures containing CoA a density peak was detected next to the phosphates that was later interpreted as Mg\(^{2+}\), although no divalent cations were included in the crystallization buffer, according to the authors.

![Figure 3.18](image)

**Figure 3.18** (a) Binding site of CoA in the PFL dimer spans two subunits and it is approximately 30 Å away from the active site; (b) Detailed view of the interactions between CoA and the protein residues in the binding site, with Mg\(^{2+}\) shown as a green sphere.

Namely, the buffers used in the crystallization process contained sodium and potassium ions, while CoA was added in the mixture in the form of lithium salt. Seven sodium ions with approximately 1300 water molecules per monomer were identified based on the crystallographic data, according to the available PDB files of the PFL crystal structures (1h16, 1H17). Bearing in mind that often is quite difficult to distinguish between metal ions based on the electron density maps, it is quite understandable that sometimes these ambiguous peaks are misinterpreted. This is especially the case among isoelectronic species such as Mg\(^{2+}\) and Na\(^+\) (and even water, which is almost isoelectronic). Basically, identification of the metal ion
relied on the coordination number and distances between the ion and the surrounding ligands. A reliable interpretation is available only at high resolution (< 1.5 Å) and high occupancy. For example, if the ligand is water, then metal-water distance is what distinguishes Na⁺ from Mg²⁺.

For PFL, the available data do not provide a straightforward and unambiguous discrimination between the two. Although Mg²⁺ ions are very common in biological systems, the reason for opening a discussion about validity of this interpretation is the possible strong influence of the Mg²⁺ ion and its charge on the conformational space of CoA. A proper exploration of the phase space available to CoA and the protein is a key aspect of this research, which makes the identity of that peak an important question for this topic.

In that context, the observation that CoA adopts unusual syn conformation in respect to the N-glycosidic bond when bound to PFL becomes even more interesting. Namely, the preferred conformation of free CoA in solution is anti, but this syn conformation allows the thiol group on pantothenate chain to settle in an aromatic “sandwich” formed by the side chains of Phe200 and His227 of the opposing monomer. Therefore, it is obvious that changes of CoA and protein conformations are necessary in order to bring CoA to the active site. But, what is the event that sets these changes in motion?

The available experimental information about the second catalytic step is rather scarce, since most of the experiments were oriented toward clarification of the first half-reaction and how glycyln radical is generated in the first place. It has been established that the presence of CoA is not obligatory during the first half-reaction, primarily due to the observation that ³¹C exchange between formate and pyruvate-carboxyl group is CoA-independent. If CoA is present, it is bound to PFL in a stand-by mode, as suggested by the authors who solved the crystal structure of PFL in complex with CoA. This implies that the system should undergo some conformational changes to allow CoA to reach the active site and pick up the acetyl. It has been suggested that ribose and pantothenate moiety might rotate around N-glycosidic bond and change from syn to anti conformation, which would enable CoA to reach the active site. This transition is expected to be energetically favourable and this changed binding site would also allow binding of the free CoA from the solution in the anti form upon the completion of the first half-reaction. However, it is not clear what triggers this conformational change and which residues are involved in this motion. Finding the possible answers to these questions was the main aim of the research presented in this section. The research was conducted using molecular dynamics simulations, which are a powerful computational tool for addressing the problems of the molecular processes that are sometimes difficult to access by standard biochemical experimental procedures.
As a part of the efforts to unravel the series of events that bring CoA to the active site, the potential coupling of chemical changes taking place in the active site and large-scale protein motions was more closely examined. To capture this coupling, if present, the modern free energy methods were used to calculate potentials of mean force for the process of CoA entering the active site before and after the pyruvate cleavage. The comparison of the two free energy profiles corresponding to the two different points on the catalytic pathway might give a hint whether the cleavage of pyruvate has any influence on the accommodation of CoA in the active site. Certain complications arise in this approach from the unresolved mechanistic issues of the second half-reaction, described earlier in the text. Namely, the unknown location of the radical between two half-reactions complicates the choice of the molecular topology after the pyruvate cleavage. Three possible scenarios were covered earlier in the text, where radical was located either on the newly formed formate or it was transferred to Cys419 or even Gly734 as temporary radical storages. For the purposes of the study presented in this thesis, it was decided to follow the mechanism proposed by Guo and Himo and to leave the unpaired electron on formate, which was demonstrated as an energetically plausible mechanistic solution.

In summary, an extensive computational study of the PFL system was carried out in order to provide a better insight in the protein behaviour and conformational changes required for the accommodation of the second substrate CoA in the active site. The models representing the PFL system before and after the first half-reaction with pyruvate were used to examine the possible effect that acetylation of the enzyme has on the necessary conformational changes. This was achieved by estimating potential of mean force for the entrance of CoA into the active site before and after pyruvate cleavage using state-of-the-art methods for free energy calculation.
3.4.1  COMPUTATIONAL DETAILS

3.4.1.1  STRUCTURAL MODELS

All the structural models were derived from a single crystal structure containing PFL in a complex with pyruvate and CoA (PDB entry: 1H16). Before further processing, the original PDB file was adjusted by removing duplicate entries and assigning the protonation states of histidines by running reduce algorithm implemented in AmberTools software package. Assignments made by reduce were additionally verified and confirmed by visualizing the structure in VMD and inspecting the local environments of the histidines. All the ions and water molecules crystallized with the protein and listed in the PDB file were retained.

Figure 3.19 Models representing the active site of PFL before (a) and after (b) the first half-reaction of catalysis. Both models also contain CoA occupying its binding site at the protein surface.

Building the appropriate models of the system under investigation is one of the essential steps in every computational study. In this case, we are interested in the PFL system before and after the first half-reaction, during which C-C bond in pyruvate is cleaved and Cys418 undergoes acetylation. The model representing the system before reaction (PFL) contains the protein in the complex with CoA and pyruvate bound in the active site, while Cys418 is the radical carrier (Figure 3.19a). The crystal structure used for model building is solved for a non-radical form of the protein and the authors argue that the obtained crystal structure is a suggestive snapshot of that point in which radical transfer between Gly734 and cysteines has...
already occurred, leaving Gly734 Cα as an sp³ carbon. Basically, this model describes the system just in the moment before the Cys418 thyl radical attacks pyruvate. The second structural model represents the point on the reaction pathway where the C-C bond in pyruvate is broken, resulting with acetylated protein at Cys418 and formyl radical still bound to Arg172 and Arg432 (AcPFL). This model is denoted as AcPFL (Figure 3.19). Both models contain CoA bound at the protein surface according to the crystal structure data.

A set of models was built using only a single monomer, while an additional set of models was derived from a full homodimer. Namely, the preliminary calculations were performed using smaller systems based only on a single subunit, but dimeric models were subsequently introduced to ensure that possible modulation of the important conformational changes by the other subunit is taken into account (Figure 3.20). In addition, the binding site of CoA spans both subunits so that the adenine and sugar moiety interacts with one monomer, while the thiol group is placed between a histidine and phenylalanine residue of the opposing monomer. Having that in mind, it was concluded that dimer is a more complete model of the PFL system. All dimeric models have only one active site activated in accordance with the experimental findings showing half-site radical occupancy. Dimeric models will be denoted by d (dPFL and dAcPFL) and monomeric by m (mPFL and mAcPFL).

**Figure 3.20** Crystal structure of the homodimeric form of PFL in complex with CoA and pyruvate bound in the active site (left) used for model building. A single subunit (right) was also used as a PFL model in molecular dynamics simulations to obtain preliminary results at lower computational costs.
3.4.1.2 Parameter Assignment

The parameters assigned to standard amino-acid residues in PFL were taken from AMBER03 (ff03.r1) force field developed by Duan et al.,¹⁰ available within AMBER11 and AMBER12 software package. For the non-standard residues, the missing parameters were derived in a fashion consistent with the procedure used for parameterization of ff03.r1 using Antechamber suite implemented in the AMBER11 package.¹¹ These non-standard residues include radical cysteine (Cys·), acetylated cysteine (AcCys), and enzyme substrates – pyruvate, formate and CoA. Specifically, it was necessary to provide the missing charges for these residues, which were obtained by following the standard RESP procedure.¹³ Charges used in ff03.r1 force field were derived from quantum mechanical calculations at B3LYP/cc-pVTZ//HF/6-31G(d,p) level of theory combined with an IEFPCM (ε = 4.335) continuum dielectric model mimicking solvent polarization. The same approach was used to derive charges for substrates and modified cysteines. The anionic form of pyruvate was used in parameterization, and formate was parameterised as a radical (COO·) and closed-shell species (HCOO⁻). In CoA, all the phosphate groups were fully charged. The procedure of charge derivation for non-standard amino-acid residues involves fitting charges to the electrostatic potential of two conformers, corresponding to α-helix and extended conformations. During the geometry optimizations of radical and acetylated cysteine residues, the dihedral angles (φ,Ψ) were fixed at (−60°, −40°) and (−120°, 140°) for the α-helix and the extended conformations, respectively. All the QM calculations were performed using the Gaussian 03 software package.¹⁴ The other bonding and non-bonding parameters required to build full libraries for these molecules were taken from generalized Amber force field (GAFF).¹⁵

The topology files describing PFL system before and after pyruvate cleavage were built using the LEaP module of AMBER11 and all the necessary parameters were taken from the standard ff03.r1 force field and custom-built libraries. Furthermore, each system was solvated with TIP3P waters in a truncated octahedron box. The edge length of the resulting box of solvent was ~95 Å for systems containing a monomer and ~137 Å for systems containing dimers. As mentioned earlier, all crystal water molecules and seven sodium ions per monomer present in the PDB file were retained, including the magnesium ion located close to the phosphates of CoA. An additional 8 sodium ions per monomer were required to neutralize the system. The number of waters added to monomeric systems was approximately ~ 21400 molecules, while dimers were surrounded by ~ 55600 solvent molecules.
As discussed in the introductory part, there is no strong evidence to support the interpretation of density peak close to CoA as an Mg$^{2+}$ ion. To examine the possible effect of this ion on the conformational changes of CoA bound to a dimer, a new set of topology files were built in the same fashion as described above, except that the Mg$^{2+}$ ion was removed and replaced by two Na$^+$ ions (to keep the system neutral). The number of added solvent molecules is approximately 62 000.

Table 3-1. A summarized overview of the built model systems and the associated notation that will be used throughout the text. The notation is intended to encompass all the important information about the system at glance – a clear difference between topologies describing the system before (PFL) and after pyruvate cleavage (AcPFL). Models derived from a single subunit carry the prefix m, while those built from a full dimer are denoted by the prefix d. Dimeric systems are additionally divided into two subgroups based on the presence or absence of Mg$^{2+}$ ion, with the latter systems carrying the suffix X.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Monomer</th>
<th>Dimer</th>
</tr>
</thead>
<tbody>
<tr>
<td>PFL</td>
<td>mPFL</td>
<td>dPFL</td>
</tr>
<tr>
<td>AcPFL</td>
<td>mAcPFL</td>
<td>dAcPFL</td>
</tr>
<tr>
<td></td>
<td>without Mg$^{2+}$</td>
<td>dPFLX</td>
</tr>
<tr>
<td></td>
<td>with Mg$^{2+}$</td>
<td>dAcPFLX</td>
</tr>
</tbody>
</table>

3.4.1.3 Molecular Dynamics Simulations

All the systems (Table 3-1) were treated within periodic boundary conditions. Long range electrostatic interactions were calculated with Particle-Mesh Ewald (PME) technique with the default non-bonded cut-off of 8.0 Å to limit the direct space sum. The temperature in all simulations was controlled by coupling the system with the Berendsen or Langevin thermostat with collision frequency set to 3 ps$^{-1}$. An integration time step of 2 fs was used and the SHAKE algorithm was employed to constrain bonds involving hydrogen atoms during dynamics.

Equilibration. Equilibration of the system was carried out in several steps: (i) Steepest descent minimization was applied to the protein-substrates complex (solute) with harmonic positional restraints on solvent molecules (5 kcal/mol Å$^2$). (ii) Minimization was repeated with restraints on the solute (5 kcal/mol Å$^2$) and no restraints on the solvent. (iii) Heating dynamics was performed with continued solute restraints at constant volume (NVT). Thereby, the
temperature was increased from 0 K to 300 K over 60 ps and kept at that value for another 400 ps. (iv) Minimization was carried out with reduced solute restraints (2.5 kcal/mole Å²). (v) The system was again heated, as described above, with reduced solute restraints (2.5 kcal/mole Å²).

(vi) For monomeric systems 150 ps of constant pressure (NPT) dynamics at 300 K was performed, with isotropic position scaling at pressure of 1 bar and a pressure relaxation time of 0.2 ps. The analogous step for dimeric systems was extended to 300 ps. Harmonic restraints in this run were applied only to the CoA and Mg²⁺ in the system were Mg was present (2.5 kcal/mole Å²) at 300 K. (vii) Finally, an unrestrained NPT simulation at 300 K and 1 bar was performed for a duration of 150 ps for monomeric systems and 500 ps for dimers.

**Free molecular dynamics.** The equilibrated systems were subjected to long unrestrained MD production runs for minimally 50 ns at constant volume and temperature (300 K), saving the snapshots every 5 ps. Simulations of the monomeric systems were carried out using the GPU code of pmemd algorithm available in AMBER 11 and the temperature was controlled by the Berendsen thermostat. The systems containing the dimer were simulated using both GPU and CPU versions of pmemd as provided in AMBER 12. In these simulations, the temperature was controlled by Langevinin thermostat. All the data obtained from the molecular dynamics simulations were subsequently processed and analyzed using the ptraj module of the AMBER12 program package.

**Steered molecular dynamics.** Steered MD simulations at constant volume and temperature (300 K) were used to generate trajectories that correspond to the process of CoA entering the active site. These trajectories can follow different pathways resulting with lower or higher amounts of work required to bring CoA from surface to protein interior. From the data collected by running a series of pulling experiments, it is possible to estimate PMF for a given process. The pulling was unidirectional for all the systems under observation and no reverse trajectories were computed, which implies usage of Hummer and Szabo estimator to obtain PMF from the resulting data. This was achieved by employing a collection of MATLAB procedures written by D. Minh for analyzing biased molecular dynamics simulations and experiments and readily available at www.simtk.org. A more detailed description of this method and theory behind it can be found in Section 1.3.4.2.

A reaction coordinate along which CoA was pulled into the active site was defined as a distance between the centres of mass of two groups of atoms; one group is formed by 4 backbone atoms connecting Cys418 and Cys419 (CA, N, C, CA), while the other group is made of 6 heavy atoms at the thiol end of CoA. Four atoms belong to cysteamine (S, C, C, N) and two
atoms come from pantothenate (C, O) moiety (Figure 3.17). The latter group is often referred to as “CoA tail” in this thesis. This distance was not always the same, depending on the choice of the initial set of conformations. The force constant of the harmonic potential used to drive the system along the points of the chosen coordinate was set to 5 kcal/mol Å². Duration of each pulling was 500 ps for monomeric systems. An additional set of trajectories with a slower pulling speed in duration of 2 ns was computed for mAcPFL system to make comparison between distributions of work values obtained with different switching speeds. There is a significant increase in size when a complete dimeric protein is used instead of just a single subunit, which reflects on the pulling speed. To reach comparable switching speeds to those achieved in monomeric systems, the pulling in the dimeric systems was done during 4 or 5 ns simulation.

The starting ensemble of conformations for the pulling experiments were mostly generated by running restrained MD dynamics during which the system was kept fixed to the chosen value of the reaction coordinate by harmonic potential (5 kcal/mol Å²). These restrained simulations were started from an adequate snapshot taken from free dynamics, which had the most promising conformations of protein and CoA that would lead to low-lying trajectories. In case of dimeric systems, in addition to the restrained dynamics, it was also possible to sample the initial set of coordinates by taking snapshots directly from the free dynamics that possessed desired properties, i.e. the desired value of generalized coordinate. Usual duration of the restrained dynamics carried out with monomeric systems was 2.5 ns and snapshots were taken every 50 ps, while dimeric simulations lasted on average 5 ns and snapshots were collected every 100 ps.

Umbrella sampling. The umbrella sampling procedure was performed for monomeric systems only due to the large computational costs associated with this approach. The reaction coordinate remained identical to the one defined for steered dynamics simulations. In the AMBER implementation of this approach, sampling in the importance regions is achieved by placing centres of harmonic potential along the chosen coordinate to ensure sampling in the specified interval or “window” (see Section 1.3.4.1). Each window is characterized by the force constant and value of the generalized coordinate defined as a centre of the imposed restraint (Table 3-2). Starting conformations for all the window simulations were taken from the lowest-lying SMD trajectory and subjected to biased NVT simulation in duration of 2.5 ns. Data points were collected every 2 ps. The first 0.5 ns of the simulation were taken as equilibration period and data collected in this interval was discarded in data analysis. All the simulations were carried out in the AMBER 11 package.
Table 3-2. The placement of the umbrella potentials along the reaction coordinate, which is defined as a distance between two groups of atoms (four heavy backbone atoms connecting Cys418 and Cys419 and six heavy atoms of CoA thiol tail, see Figure 3.17), starting from 35.0 Å and decreasing to 7.2 Å. The table contains the force constants of the harmonic potentials imposed on the system and centered at the position given in the middle column. The third column provides the range of the reaction coordinate in which these force constants were applied.

<table>
<thead>
<tr>
<th>Force constant (kcal/mol Å²)</th>
<th>Window spacing (Å)</th>
<th>Reaction coordinate interval r(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>1.0</td>
<td>35.0-29.0</td>
</tr>
<tr>
<td>4.0</td>
<td>0.7</td>
<td>29.0-26.0</td>
</tr>
<tr>
<td>6.0</td>
<td>0.5</td>
<td>26.0-18.0</td>
</tr>
<tr>
<td>10.0</td>
<td>0.3</td>
<td>18.0-7.2</td>
</tr>
</tbody>
</table>

To compute PMF for the process of CoA entering the active site, the applied bias needs to be removed from the probability distributions obtained from each window. The unbiased distributions from all the windows are combined to retrieve the underlying PMF. There are several estimators that are able to perform this task and weighted histogram analysis method (WHAM) is by far the most popular.\textsuperscript{22} A convenient code to analyze data obtained from AMBER simulation software was developed by A. Grossfield,\textsuperscript{23} and it was used in this research. Umbrella integration (UI) is another unbiasing method used for PMF estimation, originally developed by Kästner and Thiel and Fortran script is available upon request.\textsuperscript{24} Finally, the most recent method to estimate PMF from umbrella sampling approach is called multistate Bennet’s acceptance ratio method (MBAR), developed by Shirts and Chodera.\textsuperscript{25} Python implementation of this method can be found on www.simtk.org.\textsuperscript{26} More about these methods and their theoretical background can be found in Section 1.3.4.1.
3.4.2 RESULTS AND DISCUSSION

PFL catalyzes the break down of pyruvate into formate and the acetyl group upon the addition of a thyl radical located at Cys418. The radical is initially stored at Gly734 is shuttled to Cys418 via Cys419. The addition of radical Cys418-S’ to pyruvate leads to C-C bond dissociation, resulting with formation of formyl radical and acetyl-Cys418. The latter species acts as a temporary acetyl carrier and a reactant in the subsequent half-reaction with the second substrate CoA to produce acetyl-CoA. Formation of acetyl-Coa, the final product, closes the catalytic cycle of PFL.

The investigated aspect of this mechanism concerns the process that allows CoA to enter the active site, which is a prerequisite for the second half-reaction. The problem with this step is that the binding site of CoA is located at the protein surface, while the active site is buried in the protein interior. In search for possible solutions to this problem, the PFL system was subjected to long unrestrained molecular dynamics simulations, followed by the free energy calculations used to estimate potential of mean force for the process of CoA approaching the active site while the pyruvate is still intact (PFL) and after it has been cleaved (AcPFL).

![Figure 3.21](attachment:image.png) (a) The reaction coordinate (RC) used in the free energy calculations was defined as a distance between centers of mass of two atom groups – one group comprises of 6 heavy atoms in the CoA tail, while the other contains 4 backbone atoms connecting Cys418 and Cys419 (circled); (b) A possible channel that might accommodate CoA while approaching the active site along the chosen reaction coordinate (shown in mAcPFL system).
To undertake free energy calculations, one must choose an adequate reaction coordinate \( (r) \) that would be capable of capturing the key features of the process of interest in the free energy landscape. Definition of the suitable reaction coordinate is far from trivial and often there is a hidden variable that has a significant control over the process, but it is not easily recognized. In the free energy calculations done on the PFL system, it was necessary to find a suitable reaction coordinate to describe the pathway CoA follows from the protein surface to the buried active site in terms of free energy. A reasonable choice of this coordinate for the given problem was the distance between cysteamine moiety of CoA, which contains the reacting thiol group, and protein backbone atoms connecting catalytic residues Cys418 and Cys419 (Figure 3.21a). The choice was made based upon the expectation that this would be the variable that changes the most during the process in which the thiol group of CoA approaches the catalytic cysteines. This variable was used as a reaction coordinate in all the free energy calculations carried out in this study.

The models used in the simulations were built by using a single protein subunit, but also a full dimer. Two sets of dimeric models were created; one set contains sodium ions and a putative magnesium ion, while the other set contains sodium ions only (Table 3-1). The results obtained from the molecular dynamics simulations are divided into sections based on the models used in the simulations.

### 3.4.2.1 Monomeric Models

The results presented in this section come from the simulations carried out with models derived from a single monomer of otherwise dimeric PFL protein. Namely, PFL consists of two identical subunits interacting through the salt bridges formed at the interface, but only one of them becomes activated upon reaction with PFL-activase. The monomeric models could potentially provide an adequate approximation to the PFL system, while significantly reducing the concomitant computational costs of the free energy calculations. Basically, they were built as test models to obtain some preliminary results from free energy calculations before engaging into computationally demanding calculations based on dimeric models. The PMF for the process of CoA approaching the active site while bound to the protein surface was calculated using steered molecular dynamics and umbrella sampling technique, preceded by the extensive free dynamics simulations at constant volume and temperature (NVT).
**Free dynamics.** After equilibration, a 50 ns production run was performed for each of two monomeric models representing the PFL system before (PFL) and after (mAcPFL) the first half-reaction. In that period, none of the models displayed major structural changes compared to the crystal structure. The RMS deviations of the entire protein from the crystal structure during simulations are given in Figure 3.22, which clearly shows that during 50 ns of simulations no large movements of the protein domains in the examined model systems took place. The most pronounced fluctuations can be assigned to the sequences that form loops exposed to the solvent, but this is a typical feature of the more flexible units and the effect on the overall protein structure is almost negligible.
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**Figure 3.22** The RMS deviations of the selected items from the crystal structure. These items might play a role in the process under investigation, which is could bring the CoA initially bound to the protein surface into the active site buried in the protein interior. The possible channel is determined by 8 residues (Gly167, Tyr172, Arg176, Tyr323, Leu326, Phe327, Phe432, Arg435), while the CoA binding site by 4 residues (Asn145, Gln146, Phe149, Lys161).

The RMSD for movement of CoA and its binding site is also given in Figure 3.22 to monitor the behavior of the key residues for the investigated process during simulations. The RMSD values of CoA look quite similar for mPFL and mAcPFL, but the difference is visible in the motion of the binding site. The large deviations occurring after 30 ns of the mPFL simulation correspond to the process of CoA unbinding, which by the end of the simulation interacts only with Lys161.
via 3’ phosphate (Figure 3.24). The substrates in the active site, pyruvate and formate, are tightly bound during entire simulation.

Another parameter was chosen and plotted to provide an insight in the motion of the residues that form the most plausible channel for the entrance of CoA considering its binding mode (Figure 3.22). This channel is defined by three residues that participate in substrate binding – Arg176, Phe432 and Arg435; and five more residues placed above the active site, which form sort of a gateway: Gly167, Tyr172, Tyr323, Leu326, and Phe327. There are three residues with aromatic sidechains stacked together and forming a sort of spiral lid that covers the active site (Figure 3.23), while Gly167 and Leu326 are sitting at the top of two opposing loops, which keep the channel closed. These loops are part of two longer sequences that enclose this channel, ranging from residue 166-176 and 321-333. The “gate” is positioned approximately 15 Å above the catalytic cysteines.

![Figure 3.23](image)

**Figure 3.23** The “gateway” (Gly167, Tyr172, Tyr323, Leu326, Phe327 - green) and the binding residues (Arg176, Phe432, Arg435 - violet) that protect the active site keeping the prospective channel closed viewed sideways (a) and from top (b).

Based on the MD simulations, it seems that more pronounced movement of the residues takes place in mPFL system than mAcPFL, but the difference is not so extravagant. The most notable difference between the two systems is the unbinding of CoA that took place in the mPFL system, but not in the mAcPFL. A snapshot of the simulation endpoint is given in Figure 3.24, where the change in the binding of CoA in mPFL can be seen from a perspective looking
down the prospective “channel”. The channel, however, remains closed in both model systems and the forming residues display only moderate deviation from their original positions in the crystal structure. The same conclusion can be basically applied to the motion of the entire protein. The lack of the expected structural changes can be attributed to several reasons, including the choice of the model system and the too short time scales represented by the performed simulation. Nevertheless, the free energy calculations were carried out to examine if there is any difference between free energy profiles resulting from driving the CoA down the prospective channel before and after the first half-reaction.

![Figure 3.24](image.png)

**Figure 3.24** A view down the possible entrance channel after 50 ns free MD simulations from the protein surface: (a) mPFL model; (b) mAcPFL model.

**Steered molecular dynamics.** The theory underlying the steered molecular dynamics (SMD) is based on the Jarzyinski equality that relates the free energy difference ($\Delta F$) between two equilibrium states with the amount of work ($W$) necessary to drive the system from the initial to the final state during a non-equilibrium process. The switching process must be repeated many times and the exponential average of the work values obtained from numerous trajectories should approximate the free energy difference. The average is closer to the exact $\Delta F$ if a large number of switching experiments (trajectories) is available for statistical reasons, but also if the switching is done at lower rates (Figure 1.6).
A set of 25 trajectories for each topology, mPFL (a) and mAcPFL (b), was obtained by running SMD simulations, in which CoA was pulled toward the active site cysteines during 500 ps. The smooth lines represent the amount of work as a function of the predefined values of the reaction coordinate ($r$) for each run, while the ragged lines depict work as a function of the actual values of the chosen variable ($x$) during the pulling experiments.

In this set of simulations, the cysteamine group of CoA was pulled from the protein surface closer to the active site in 25 pulling simulations for each monomeric system representing PFL system before and after pyruvate cleavage – mPFL and mAcPFL, respectively. CoA was pulled along the reaction coordinate in total length of 30 Å, starting from the initial distance at 35 Å to the final value of 5 Å, during 500 ps run. The initial ensemble of configurations was generated by running restrained dynamics, where restraint was given in the form of harmonic potential to keep system in a close region of the given initial value of reaction coordinate. The system was driven from the initial to the final state by applying a harmonic restraint (5 kcal/mol Å$^2$), which forces the system to explore the phase space around the chosen reaction coordinate. This restraint moves along the reaction coordinate in a time-dependent fashion, where each point on the reaction coordinate act as a centre of this harmonic potential. This allows to each pulling experiment to take a different transition pathway from the initial to the final state, resulting each time with a different amount of work required for that process. The trajectories obtained for mPFL and mAcPFL are shown in Figure 3.25, where the amount of work was plotted both as a function of the predefined points of the reaction coordinate ($r$) and the actual values of the chosen variable at that point ($x$). The plots show how the actual values of the variable are dissipated around the desired value, as the system explores the available neighbouring space as much the imposed restraint allows. Of course, a larger deviation from the targeted value corresponds to an increase in the amount of irreversible work invested to drive the system along the chosen path. By closer inspection of these plots, it can be noticed...
that both systems stop at 6 Å of the reaction coordinate, unable to come closer. Basically, at this point the thiol group of CoA is already too close to Cys418 and Cys419 and there are sterical problems associated with closer approach. A better choice of the end point of reaction coordinate would probably be between 8-10 Å, where the thiol group is aligned with the substrate in the active site.

**Figure 3.26** Trajectories obtained from the SMD simulations in which CoA is pulled toward the active site before and after pyruvate cleavage (a) overlapped by the estimated PMF. The final PMF was estimated by using Hummer and Szabo expression (b).

From the presented trajectories, it is visible that larger amounts of work are required to drive the CoA from the protein surface closer to the catalytic cysteines in the mPFL model that corresponds to the PFL system before the first half-reaction takes place in the active site and the pyruvate is still intact. In general, the trajectories obtained from SMD simulations with mAcPFL model are lying lower than those obtained with mPFL model. This is even more obvious when both sets of trajectories are overlapped, as in Figure 3.26a. The PMF for each topology was extracted from the given trajectories by using Hummer and Szabo’s estimator for unidirectional pullings. Comparison of two curves clearly shows that bringing CoA into the active site is easier for mAcPFL topology, although no significant conformational changes were observed in any of the model systems during the free dynamics simulations that might assist that process. However, the difference between the conformations of CoA in mPFL and mAcPFL exists, despite the choice of the similar conformations for both topologies as starting points for restrained dynamics simulations. During the restrained simulations, in the mAcPFL system CoA adopted more extended conformation, while in mPFL system it was found in a partially bundled form. This form allows self-interaction between different parts of CoA when the molecule is pulled toward the active site, which in turn increases the amount of the required work. The extended form of CoA in mAcPFL system also had interactions with the
neighbouring protein residues, but those were easier to overcome by pulling. The difference in the starting conformations is reflected the most in the initial portion of PMF between 35-25 Å of the reaction coordinate, where more energy is required to pull the CoA tail from a bundled conformation in mPFL compared to the extended form found in mAcPFL. In the region between 20-25 Å, the CoA takes up a similar U-shaped form in both topologies, resulting with two curves that end with similar, but not entirely parallel slopes.

The presence of this moderate divergence between two curves indicates that there is also a difference between the systems once the CoA enters the channel which approximately corresponds to a distance of 20 Å distance along the reaction coordinate, hinted by a small minimum on mAcPFL curve. Namely, around that point, the thiol group of CoA starts to interact with the “gate” residues, while the carbonyl group of pantothenate moiety usually makes a hydrogen bond with Arg160. A second hint of minimum on mAcPFL curve corresponds to the interaction of thiol group with the aromatic sidechains of the “gate” residues. A possible explanation of these two minima and the overall lower free energy profile obtained from mAcPFL could be found in the additional flexibility introduced in the active site after the first half-reaction, in which the rigid C-C bond in pyruvate is replaced by a looser configuration involving a small formyl radical and acetylated cysteine. The new arrangement should allow the residues that participate in the substrate binding more flexibility, but possibly also facilitate the accommodation of CoA in the entrance channel and the active site. However, the channel was closed in both model systems, resulting with the uphill profiles as the CoA had to penetrate through the hindering residues. This result is also interesting in light of the free dynamics, where mPFL system displayed mildly larger deviations from the initial structure compared to mAcPFL system.

Not only that the profiles are uphill, the quantification of the free energy associated with the process of CoA approaching the active site also provides quite high values under the given conditions. The large amounts of work required to drive the described process in both model systems are to a certain extent a consequence of the switching rate used in the simulations. The decrease in the amount of work related to the process under examination can be attained by decreasing the switching rate, as shown in Figure 3.27. In this figure is presented the outcome of the SMD simulations in duration of 500 ps and 2 ns, performed on mAcPFL system. The histograms on the right panel right clearly show that the longer simulations decrease the average value of the total work for approximately 35 kcal/mol under given simulation conditions. The slower switching rate also allows better sampling of the phase.
space around the chosen reaction coordinate, but the price of these improvements is paid in a form of the increased computational costs to obtain the same number of trajectories.

A free dynamics simulation was performed for both topologies starting from the end point of the SMD pullings in duration of 4 ns to examine the stability of the system state with CoA inside the channel. It seems that CoA is able to stay inside of the protein during entire simulation if the pyruvate is cleaved, while the presence of the intact pyruvate leads to withdrawal of CoA back to surface after 3 ns (Figure 3.28). This is additional support to the claims that mAcPFL constitutes a more favourable environment for the entrance of CoA.

Figure 3.27 (a) Comparison of trajectories resulting from SMD simulations in duration of 0.5 ns (left) and 2ns (right); (b) Distribution of the total work required to drive the process from the initial to final state obtained at different switching rates.

Either way, 25 trajectories are far away from being enough to provide an adequate statistical sample and the results presented thus far can only be viewed from a qualitative perspective. From that standpoint, there is a clear difference between two topologies, indicating that the pyruvate cleavage plays a role in the approach of the second substrate to active site.

Figure 3.28 Comparison of the reaction coordinate values during 4 ns of free dynamics of mPFL and mAcPFL system started from an end point of SMD pulling experiment, where CoA was inside the channel.
**Umbrella sampling.** The umbrella sampling approach also uses harmonic potential to restrain the system to explore the desired region of the phase space. In contrast to SMD, the centre of this harmonic potential is not time-dependent and remains fixed during the entire simulation. Each centre is called a “window” and they are adequately placed along the reaction coordinate to achieve overlapping probability distributions of the chosen variable between neighbouring windows (see Section 1.3.4.1). The lowest lying trajectory from each set obtained with SMD simulations for mPFL and mAcPFL systems was used as a source of the initial coordinates for each window used in this experiment. The snapshots corresponding to the selected values were used to initiate a series of the restraint MD simulation in duration of 2 ns (Figure 3.29). The sampled data presented in Figure 3.29 comes from the simulations carried out with mPFL system and almost identical plots are obtained for the mAcPFL model (not shown).
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**Figure 3.29** A set of raw data collected during “window” simulations performed for mPFL system (a), where distances between CoA tail and active site cysteines were sampled in range between 7-35 Å. The resulting histograms from the raw data are given on the panel right (b).

The collected statistics for both model systems, mPFL and mAcPFL, were post processed to extract the potential of mean force. Several methods were used for that purpose and the most popular one is weighted histogram analysis method (WHAM). The underlying assumption of this approach is that the best estimate of the reduced probability distribution of the system would be a linear combination of the adequately weighted probability from each window. Some of more recent and not so widely used estimators include umbrella integration (UI) and multistate Bennett acceptance ratio method (MBAR). More about theoretical background of these estimators can be found in Section 1.3.4.1.
As shown in Figure 3.30, all three estimators give similar results in terms of the final potential of mean force for both topologies and all three agree that mAcoPFL provides a more favourable environment while CoA is approaching the active site. This is in agreement with the general outcome of the SMD simulations, but in comparison, the umbrella sampling method provided a free energy surface with a notable lowering toward more reasonable numbers. The interesting feature easily noticed is how two profiles basically overlap in the region between 17-35 Å, which roughly corresponds to the conformations in which thiol group of CoA still freely moves in the solvent (35-20 Å) or it has just started to interact with protein residues located at the top of the entrance channel (20-17 Å). The observed minimum corresponds to the point at which thiol group of CoA starts to interact with the aromatic sidechains of the “gate” residues. The minimum was spotted for mAcoPFL curve obtained from SMD calculations, but not for mPFL. However, the umbrella sampling approach encompasses thorough sampling along the reaction coordinate compared to the SMD method (only 25 trajectories) and the minimum was captured in both cases. The better sampling also provides an explanation for the overlap of the curves in the mentioned region, surprising only at the first glance. Namely, the system
conformations sampled in this region (35-17 Å) are quite similar for mPFL and mAcPFL models, with free CoA tail and the interactions with the “gate” residues closing the channel. However, once CoA actually penetrates through the interfering gate residues, there is an obvious difference between two systems. Here comes firmer evidence that the reaction with the first substrate (pyruvate) mitigates the approach of the second substrate (CoA). The observed difference is in free energy profiles is not drastic (~ 5 kcal/mol) and considering that the both profiles are uphill, it makes one wonder if there is something else that affects this process, but that is not entirely captured in this setup. This was part of the motivation to engage into simulations employing dimeric models, with an assumption that the presence of the other subunit might influence conformational behaviour of PFL. Of course, conformational changes are of crucial importance for the investigated problem.

### 3.4.2.2 Dimeric Models

Dimeric models were devised to make a better representation of the PFL system. Namely, PFL appears as a homodimer in which two subunits are related by a two-fold symmetry axis, but only one is catalytically active. The two subunits are kept together via electrostatic interactions. In addition to the existing salt bridges formed between the residues close to the interface, an important observation is that the binding site of CoA extends over both subunits, according to the available crystal structure (Figure 3.20).

Namely, the nucleotide moiety is anchored by interaction with Phe149, Asn145, Gln146 and Lys161 residues, while the thiol group rests between Phe220 and His227 sidechains of the opposing monomer. Considering the fact that both subunits participate in the CoA binding and the possibility that the other subunit somehow affects the conformational behaviour of the activated monomer, it seemed reasonable to engage into simulations based on dimeric models.

The models were again built to represent the system before and after the first half-reaction in the same way as for the monomeric models. Two sets of dimeric models were built, differing only in the presence of a putative magnesium ion identified in the proximity of the CoA phosphates. There are several reasons that raise a reasonable doubt regarding the correct assignation of the density peak located nearly to the CoA phosphates. The buffers used in the protein crystallization contained only monovalent cations (Na⁺, K⁺, Li⁺), while Na⁺ and Mg²⁺ are very difficult to distinguish in crystallography. The identification relies on the coordination
number of ligands and the distance between the metal and a ligand, usually water. The Mg\(^{2+}\) ion is typically characterized by octahedral coordination (in 70% cases) and an average Mg\(^{2+}\)...O distance is approximately 2.1 Å, according to the server designed to browse PDB structures for metals and generate statistics.\(^{27,28}\) The coordination of an ion presented in Figure 3.31 can hardly be considered as octahedral. The tetrahedral coordination might be a better description of the given structure, where two ligands are phosphate oxygens and two ligands are water molecules at distance 2.77 and 2.83. On the other hand, the Na\(^{+}\) ions show more diversity in the coordination number, although the most common numbers of ligands are 5 (26%) and 6 (30%). Less common coordination numbers are 2 and 3 (both ~10%) and 4 (17%). The average distance with oxygen atoms is 2.5 Å. In the most cases the ligand is water so the major contribution comes from the distance between metal and water oxygen. There is also quite possible that this is potassium ion, based on this criterion, where preferable coordination numbers of K\(^{+}\) are 4 and 6 and typical K\(^{+}\)...O distance is around 2.7 Å (see Figure 3.31). However, it is reasonable to expect that K\(^{+}\) would be easier to differentiate from Na\(^{+}\) and Mg\(^{2+}\) based on the electron density. In either case, the idea was to replace a highly charged Mg\(^{2+}\) ion with a monovalent cation and it was decided to proceed with Na\(^{+}\), because the rest of the ions present in the PDB file were characterized as Na\(^{+}\) and the same ions were used to neutralize the system in the model building procedure.

This results with one set of the models includes the Mg\(^{2+}\) ion (dPFL and dAcPFL), while the second set (dPFLX and dAcPFLX) contains only sodium ions originating from the PDB file or those added to enforce the system neutrality. All the models were subjected to rather long free dynamics simulations (NVT), followed by a series of steered MD simulations.

### 3.4.2.2.1 PFL Model Set (with Mg\(^{2+}\))

**Free dynamics.** Free dynamics simulation with dimeric models provided some interesting results, especially in case of dAcPFL model, but they also opened a door to some new
difficulties. One of the first observations that can be made by visualizing the resulting trajectories is the conformation of CoA, now deprived of the ability to move as freely as in monomeric models. The loss of motility is a direct consequence of the interactions of CoA thiol group with the aromatic sidechains of Phe220 and His227 belonging to the inactive subunit. This interaction is quite strong under the given conditions and CoA remained bound to this aromatic “sandwich” in all of the free MD simulations carried out with both model systems (dPFL and dAcPFL). Occasionally, CoA would briefly disengage only to become recaptured again between two aromatic rings. This opened a question of how CoA is released from this position, considering the stability of this interaction. Several variables were selected to monitor the system dynamics, usually via RMS deviations from the crystal structure position, which was chosen as reference to keep the values in both systems comparable. The results were plotted for the active and inactive subunit. The inactive monomer was used as a control of the system dynamics, as it provides a correct description of the state in which protein was crystallized and in which no chemical changes took place.
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**Figure 3.32** The RMS deviations of the selected variables in the active and inactive subunit of dAcPFL model during the simulation 1 (40ns) compared to the crystal structure.

The simulations containing dimeric PFL showed to an interesting development in a comparison with their monomeric counterparts. In the 40 ns long simulation (1) carried out on
dAcPFL model, an interesting rearrangement of the sidechains of the “gateway” residues was observed. It is visible in the RMSD plot given in Figure 3.32 that the behaviour of the protein residues is generally alike in the active and inactive subunit. However, the mentioned gate sidechains in the crystal structure are positioned in a way that prevents breach of the unwanted molecules close to the active site. In one of the simulations performed with dAcPFL system, a certain rearrangement of the hydrogen bond network occurred after 10 ns, resulting with new positions of these hindering sidechains (Figure 3.32). This is not, by any means, a dramatic conformational change involving drastic movement of helices, but it may be enough to help in accommodation of CoA on its way in. The average value of RMSD for this parameter in the active subunit is around 2.7 Å, compared to the average value of 1.5 Å resulting from the simulation involving monomeric mAcPFL.

In an attempt to reproduce this phenomenon, two additional independent simulations were initiated and ran for 30 ns and 55 ns – simulations 2 and 3, respectively. The shorter simulation did not result with similar rearrangement, although the dAcPFL system again displayed significant fluctuations of the channel residues (Figure 3.33). However, in the longer simulation 3 an incident leading to the channel widening occurred again, but in somewhat different fashion. Namely, this time the two neighbouring loops that carry Gly167 and Leu328, which belong to “gateway” residues, decoupled for approximately 10 ns before they came back closer again. In that interval, the active site was left more exposed and easier to access. This is visible as a bump between 30 ns and 40 ns in the RMSD plot for the channel residues.

**Figure 3.33** The RMS deviations of the chosen variables in the active and inactive subunits of dAcPFL model during free dynamics simulation 2 (a) and 3 (b), in comparison to the crystal structure.

Another interesting observation concerns the movement of the CoA itself, which considerably changes the binding mode of its nucleotide moiety during the first simulation.
with dAcPFL model. Basically, the Lys161 ends up bound to only 5' phosphate group, while the 3' phosphate starts to interact with another lysine residue, Lys115, which belongs to the neighbouring helix. As a consequence, the adenine base is pulled away from Phe149 and hydrogen bonds with Asn145 and Gln146 are broken, resulting with an S-shaped conformation of CoA (see Figure 3.36). All these changes are reflected in the RMSD plot of CoA, but not so much in the plot of RMSD for the binding residues, which remain in the similar position.

The subtlety of the observed changes makes it quite difficult to find a single parameter that would be able to capture this rearrangement and quantify it in this way. As visible from Figure 3.33, the shorter simulation exhibits greater fluctuations of the channel residues than the longer one, but it is difficult to assign that motion as being related to the channel opening. A similar observation can be made for the results of 55 ns long simulation performed with dPFL, where there exists significant increase in channel residues fluctuations, but there is no channel opening of any kind (Figure 3.34).

![RMS deviations of the chosen variables in the active and inactive subunits of dPFL dimer model during 55 ns (a) and 60 ns (b) of free dynamics simulations, in comparison to the crystal structure.](image)

Actually, the only significant difference between the active and the inactive subunits occurs in the behaviour of the channel, whereas all the other monitored variables display comparable fluctuations. This is even more obvious in the plot obtained from another independent simulation in duration of 60 ns. The latter simulation was performed to verify the results of the first simulation, considering that in the monomeric models mPFL system was more prone to fluctuations than mAcPFL. In the end, all the performed simulations employing dimeric models show that the active subunit of dAcPFL system undergoes stronger structural changes than its counterpart in dPFL.
To further illustrate the channel openings noticed in two independent dAcPFL simulations, additional parameters that changed markedly during the simulations are given in Figure 3.35 and compared to the corresponding values in dPFL system. Both of these additional parameters present a distance between the selected residues that constitute the prospective channel that reflect the observed rearrangements. One of them is distance between Gly167 and Tyr172, which are usually connected via hydrogen bond formed between carboxyl oxygen of Gly167 and the hydroxyl group of Tyr172. That bond is lost during the channel opening in the first simulation and Tyr172 forms a new hydrogen bond with the hydroxyl group of Thr320. The channel opening taking place in the simulation 3 is best characterized by plotting a distance between Gly167 and Leu326. Both of the residues sit on the top of two opposing loops that are part of two longer sequences enclosing the channel (166-176 and 321-333) and the bulkiness of Leu326 sidechain helps in keeping the channel closed. The opening and closing of the channel is quite obvious from depicting this parameter.
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**Figure 3.35** (a) The change in the hydrogen bond distance connecting backbone oxygen of Gly167 and OH group of Tyr172 during channel opening in simulation 1 (40 ns) of the dAcPFL system; (b) The change in the distance between two “gateway” residues, Gly167 and Leu326, where each residues is positioned at the top of two loops that are part of the longer sequences surrounding the defined channel during simulation 3 (55 ns) of dAcPFL model.

The results from the simulations based on dimeric models present a considerable advance compared to the simulations performed with monomeric test models. Two out of three independent simulations with dAcPFL recorded some kind of channel “opening” and the one where the hydrogen bond between Gly167 and Tyr172 is lost seems to be more stable. However, the conspicuous changes involving some larger parts of the protein were not noticed in any of the simulations, reflected by the comparable RMSD values of the protein residues for all the examined systems. These results indicate that only delicate changes and minor rearrangement
of the sidechains in the channel might result in enough space to accommodate CoA, illustrated by Figure 3.36. Another important outcome of the performed simulations is related to the observation that structural changes take place in the PFL system after the reaction with pyruvate. This implies that the successful completion of the first half-reaction might serve as a signal for the necessary structural changes that lead the second substrate into the active site. It might also be important to mention the ostensible influence of the inactive subunit, as none of the changes were spotted in the simulations based on monomeric models. The effect of the second monomer is subtle and it is not entirely clear how the behaviour of the active subunit is affected by its presence.

Figure 3.36 A view down the channel at the end of the free dynamics simulations of dPFL (left) and dAcPFL (right) systems. The dAcPFL system experienced some structural rearrangement of the sidechains in the channel leading to the channel “opening” (simulation 1), whereas dPFL system lingered to the hindered conformation found in the crystal structure.

**Steered molecular dynamics.** The free dynamics simulations were followed by a series of SMD simulations, in which different ensembles of the initial state were used to generate trajectories for pulling CoA inside of the protein. The first representative ensembles for dPFL and dAcPFL systems were generated by taking snapshots from free dynamics simulations after 30 ns that matched the targeted initial value of reaction coordinate (35 Å). The final value of reaction coordinate was 5 Å. The snapshots of dAcPFL system were sampled from the
conformations in which the entrance channel is “open” (simulation 1). Although some changes in the binding mode of CoA occurred during the simulation with dAcPFL described earlier in the text, the common feature of the CoA conformations adopted in both systems is the trapped thiol group between the residues of the inactive subunit. In the SMD simulations, that thiol group of CoA was pulled toward the active site cysteines during 5 ns by applying time-dependent potential (5 kcal/mol Å²), resulting with a set of trajectories for each topology given in Figure 3.37.
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Figure 3.37 A set of 26 trajectories for each topology, dPFL (a) and dAcPFL (b), was obtained by running SMD simulations, in which CoA was pulled toward the active site cysteines during 5 ns. The smooth lines represent the amount of work as a function of the predefined values of the reaction coordinate (r) for each run, while the ragged lines depict work as a function of the actual values of the chosen variable (x) during the pulling experiments.

Again, the resulting free energy profiles computed from the simulated trajectories show that CoA takes a lower energy pathway to active site after the first half-reaction (Figure 3.38). The two curves practically overlap in the first part of the pulling experiment (35-25 Å), where the CoA tail adopts similar conformations in both systems with a trapped CoA thiol. After that point, the CoA enters the channel and two curves clearly diverge. This divergence is most likely a consequence of the channel opening in dAcPFL system, as the pulling runs were started in both systems from practically equal initial conformations of CoA, also confirmed by the overlap, and the first significant change occurs at the point in which CoA starts to interact with the channel. It was expected a stronger difference between two PMFs due to the presence of a more spacious channel in dAcPFL than in dPFL, but the absence of this effect might be due to the insufficient number of trajectories, resulting from insufficient sampling.
The insufficient sampling also leads toward high numerical values of the computed free energies, even higher than the numbers obtained from SMD simulations of monomeric system. This is partly due to the increase of the system size, but there is an additional problem reflecting on the total amount of work and pathways taken down the channel. This problem originates from the conformational deadlock of the CoA thiol group between two aromatic rings. First, an additional amount of work is required to overcome this interaction to release the thiol before proceeding down the channel. Second, as shown by now, there is a strong influence of the initial conformation on the resulting pulling pathway. The captured thiol group is positioned almost exactly over the adenosine moiety, which results with CoA curling into a bundle during the pulling experiment. The side-effect is significant amount of self-interaction before CoA is able to assume an extended form, which is necessary to reach the active site. Similar behaviour was observed in the experiments carried out with the monomeric mPFL, but it is more pronounced in the case of dimeric models. The bundling of CoA then often leads to the choice of less favourable pathways down the channel, which is reflected in the final free energy profiles. Namely, the SMD procedure drives the system along the chosen coordinate in a rather linear fashion, thus providing the shortest, but, not the optimal pathway.

To potentially overcome this limitation, a new set of pulling simulations was performed for both systems, but only to displace CoA thiol group away from its crystallographic position. Once the CoA tail was disentangled, the end point of each pulling simulations was taken as a starting point for free dynamics simulations. There were overall 5 releasing simulations and corresponding free dynamics in duration of 6 ns. From these free runs conformations were
sampled to create a new initial set for pulling CoA to the active site for each topology. The obtained SMD trajectories together with the final free energy profiles are given in Figure 3.39.

From the presented trajectories is visible that the release of CoA had some effect in lowering the overall trajectories in both systems, implying that significant amount of work was spent on overcoming the interactions between CoA and the inactive subunit, but also on the formation of the self-interacting bundle. The latter was not entirely avoided in the case of dAcPFL, while dPFL system was more successful in that sense. Namely, in this setup, dPFL system takes a lower pathway in the beginning of the pulling on average, which is a direct consequence of the starting conformations characterized by freely moving tail of CoA. On the other hand, in dAcPFL system interactions between CoA tail and proximal protein residues are present. This is another illustration of the influence of the initial ensemble of conformations on the final SMD trajectories, but it is an even better example of the influence of the channel opening on the resulting free energy profiles. The computed PMF curves show that once CoA enters the channel, the energy steeply rises for dPFL system where the channel is closed. The slope of the dAcPFL curve is less steep and results with a lower overall free energy change for the given process. This finding supports the statement that breaking the bond in pyruvate facilitates the approach of CoA.

**Figure 3.39** A set of 16 trajectories for each topology, dPFL (a) and dAcPFL (b), was obtained by running SMD simulations, in which CoA was pulled toward the active site cysteines during 5 ns. The smooth lines represent the amount of work as a function of the predefined values of the reaction coordinate \((r)\) for each run, while the ragged lines depict work as a function of the actual values of the chosen variable \((x)\) during the pulling experiments. The final PMF was computed by using Hummer and Szabo’s estimator (c).

A repeated experiment with SMD simulations was performed from the initial conformations generated in the restrained simulations, where CoA tail was kept at a fixed distance from the catalytic cysteines (36 Å). A starting conformation for restrained dynamics was a snapshot containing non-interacting CoA tail for each topology. Although these simulations started from similar points, the imposed restraint still allowed CoA to adopt various conformations
including those that interact with the protein residues. That was the case in dAcPFL, while dPFL system kept a non-interacting form, which resulted with different ensembles for each system. These new ensembles were used to initiate subsequent SMD simulations and the calculated trajectories are given in Figure 3.40. The estimated PMFs closely resemble to those obtained from the previous set of calculations started from the snapshots generated during the free dynamics. This result provides an additional support to the claim that the average value of total work required to drive CoA from protein surface to the interior is lower for dAcPFL than for dPFL.

![Figure 3.40](image)

**Figure 3.40** A set of 20 trajectories for each topology, dPFL (a) and dAcPFL (b), was obtained by running SMD simulations, in which CoA was pulled toward the active site cysteines during 5 ns. The smooth lines represent the amount of work as a function of the predefined values of the reaction coordinate \( r \) for each run, while the ragged lines depict work as a function of the actual values of the chosen variable \( x \) during the pulling experiments. The final PMF was computed by using Hummer and Szabo’s estimator (c).

### 3.4.2.2.2 PFLX Model Set (without Mg\(^{2+}\))

**Free dynamics.** Based on the observation that the thiol group of the CoA was prone to being trapped between aromatic sidechains belonging to the opposing monomer, it was decided to investigate if the presence or absence of the Mg\(^{2+}\) ion might affect the flexibility of the coenzyme and hence the work required to bring it in contact with the substrate. This resulted in the simulations of the dPFLX and dAcPFLX.

The removal of this divalent cation indeed resulted with more flexibility and different behaviour of the CoA compared to all the previous simulations, but again only in the case of CoA bound to the active subunit of dAcPFLX system. Namely, a change in the binding mode occurs after approximately 15-20 ns in a 60 ns simulation, where the 3’ phosphate starts to interact with the highly conserved Arg160. This newly formed salt bridge starts to pull the entire nucleotide part of CoA away from its initial binding site leading toward the loss of the
stacking interaction between adenine and Phe149. This change, in turn, allows formation of an additional salt bridge between 3’ phosphate and neighbouring Lys115 and an indirect interaction with Glu324 via bridging sodium ion. All these changes in binding interactions result with the release of the thiol moiety from the aromatic trap made by the second subunit. After that point, CoA is free to explore the conformational space more thoroughly, occasionally forming interactions with another lysine residue – Lys617.

Figure 3.41 Data collected during two independent simulations (60 ns) carried out with the dAcPFLX system for the following variables in the active and inactive subunit: RMSD of the protein residues; RMSD of the channel residues; distance between adenine moiety of CoA from Phe149; distance between thiol group of CoA and two aromatic residues of the inactive subunit, Phe220 and His227.

The disentanglement of CoA was reproduced in a repeated simulation (60 ns), but after 20 ns the thiol group returned back to the initial position between two Phe220 and His227 of the inactive subunit. In that context, it is important to mention that CoA belonging to the inactive subunit remains bound in a mode similar to that in the beginning of simulation, although it fluctuates more strongly than in presence of Mg²⁺. This CoA is also capable of making a salt bridge with Arg160, but the adenine base remains close to the Phe149 maintaining the stacking interaction. Because of that and the general increase in mobility of CoA, the RMS deviations of the CoA and its binding site proved to be not as informative as they were in the previous presentations of the system dynamics. Instead, these two variables were replaced by potentially better descriptors – the distance between adenine and Phe149, and a distance between thiol group of CoA and residues Phe220 and His227 of the opposing monomer (Figure 3.41). By looking at the distances over the simulation time, it is visible how adenine drifts away from the Phe149 as the binding mode changes and how the CoA tail managed to escape the resting
position between Phe220 and His227. At the same time, the CoA molecule bound to the inactive monomer preserves the stacking interaction with Phe149 and the thiol group remains between the two aromatic residues as found in the crystal structure. Interestingly, the channel opening events that were observed in the dAcPFL system did not occur in the simulations of the dAcPFLX system depicted in Figure 3.41.

![Figure 3.41](image1.png)

**Figure 3.42** Data collected during two independent simulations (60 ns and 45 ns) carried out with the dPFLX system for the following variables in the active and inactive subunit: RMSD of the protein residues; RMSD of the channel residues; distance between adenine moiety of CoA from Phe149; distance between thiol group of CoA and two aromatic residues of the inactive subunit, Phe220 and His227.

The observations made for CoA bound to the inactive subunit of dAcPFLX are very similar to those made for the simulations carried out with dPFLX model, in which both CoA molecules remain close to their initial binding site with certain deviation. For this model two independent simulations providing rather consistent results were also performed, as shown in Figure 3.43 and Figure 3.42. As for dAcPFLX, this system also lacks any notable modifications in the positioning of the channel residues, but CoA exhibits increased flexibility as expected. This is reflected in the loss of the stacking interaction between adenine and Phe149 in the first simulation, while at the end of the second simulation a release of the CoA tail occurred in this system as well. The similar pattern was followed as described in dAcPFLX case, where interaction of 3’-phosphate and Arg160 serves as a trigger for further changes. In general, though, the binding of CoA on the active subunit of dPFLX system is considerably more stable than seen in dAcPFLFX system.
The final snapshot of the simulation performed with dPFLX (left) and dAcPFLX (right) models. In both systems the adenine base is not stacked to Phe149 anymore; it rather makes a new π-π interaction to Arg160. The 3' phosphate is strongly bound to Lys118 in both systems, while in dAcPFLX it makes additional indirect bond to Glu324 via bridging sodium ion (purple).

The free dynamics simulations performed with dPFLX and dAcPFLX system support the assumption that the removal of Mg²⁺ would affect the flexibility of CoA. The increased mobility enables it to escape the trapping interaction with the residues of the opposing monomer. However, the channel opening observed in the simulations carried out with dAcPFL system was not reproduced in the absence of the Mg²⁺. Despite this outcome, the configurations were sampled for the subsequent SMD simulations for both topologies. It is indicative, though, that the acetylated system is again more susceptible to structural changes than the dPFLX model representing the system before the reaction with pyruvate.

**Steered molecular dynamics.** Configurations corresponding to the initial state were sampled from free dynamics simulations performed with dPFLX and dAcPFLX in the interval between 30-50 ns. The snapshots with a suitable value of the reaction coordinate (39 Å) were selected from that interval and used in the SMD simulations in duration of 4 ns. The snapshots taken from dAcPFLX simulations correspond mostly to the conformations in which the CoA tail does not interact with the inactive subunit, in contrast to the dPFLX system, where a binding mode of CoA similar to that in the crystal structure was preserved.
A set of 25 trajectories for each topology, dPFLX (a) and dAcPFLX (b), was obtained by running SMD simulations, in which CoA was pulled toward the active site cysteines during 5 ns. The smooth lines represent the amount of work as a function of the predefined values of the reaction coordinate \( r \) for each run, while the ragged lines depict work as a function of the actual values of the chosen variable \( x \) during the pulling experiments.

Trajectories obtained for both systems are shown in Figure 3.44, where the evident effect of the CoA conformation on the shape of the trajectory is again displayed. Again, there is an obvious difference in the beginning part of the pulling simulations originating from the different CoA conformations in two systems. In dAcPFLX system, where CoA tail is free, the initial part of the trajectories requires a lesser amount of work to drive the process compared to the dPFLX system. The curves obtained for dAcPFLX model resemble to those calculated with dPFL model, which was also represented by an ensemble of conformations with non-interacting CoA tail. On the other hand, dPFLX trajectories resemble more to the dAcPFL counterparts, because in both cases a certain amount of energy was needed to overcome the interactions of CoA tail with the protein residues, resulting with the higher energy pathways for the entering portion of trajectories. However, it seems that it gets almost equally difficult to push CoA tail closer to the catalytic cysteines once it approaches the “gate”. This becomes more evident in Figure 3.45b presenting the estimated potential of mean force for the given process for both topologies, where two curves run almost in parallel from the gate point further on. Here the conformation of CoA does not play such an important role anymore, but rather the protein sidechains hindering the active site.

Nevertheless, the final free energy profiles are consistent with the previous findings that breaking the C-C bond in pyruvate facilitates the entrance of CoA in some way. In the model containing Mg\(^{2+}\) ion (dAcPFL), the approach of CoA was mitigated by moving the sidechains of the residues forming the “channel” away from their initial hindering position. The same
behaviour was not repeated by the dAcPFLX system; instead the help was provided in a form of disentanglement of CoA tail from the interactions with the opposing subunit.

Figure 3.45 Trajectories obtained from the SMD simulations in which CoA is pulled toward the active site before and after pyruvate cleavage (a) overlapped by the estimated PMF. The final PMF was estimated by using Hummer and Szabo expression (b).

Either way, the performed free dynamics simulations resulted with some structural changes in dAcPFL and dAcPFLX systems, which were not observed in dPFL and dPFLX systems. This indicates that the chemical changes taking place in the active site during the first half-reaction play an important role in the regulation of the approach of the second substrate closer to the active site. The free energy calculations further corroborate this finding, in which AcPFL system in all model types consistently provides a lower energy pathway for moving CoA thiol group from protein surface all the way to the catalytic cysteines.
3.4.3 CONCLUSION

A series of extensive molecular dynamics simulations was carried out to investigate possible entrance pathways of CoA to reach the buried active site of PFL from its binding spot at the protein surface. The CoA is the second substrate of PFL and its role is to pick up the acetyl group located temporarily at the Cys418 after the cleavage of the first substrate, pyruvate. Acetyl-CoA and formate are the final products of PFL catalysis. However, the pathway that might bring CoA from the surface into the active site is not obvious from the crystal structures and it is reasonable to assume that the protein should undergo certain structural modifications to accommodate CoA.

The models representing the PFL system before and after the first half-reaction with pyruvate were used to examine the possible effect that acetylation of the enzyme has on the necessary conformational changes. In addition to the NVT free dynamics simulations, a series of free energy calculations was carried out to calculate potential of mean force describing the approach of CoA to the active site before and after the first half-reaction. The PFL protein comes in a homodimeric form and two sets of models were derived from the available crystal structure; one set of models was built using a single subunit (mPFL, mAcPFL), while the other contains the full dimer. The latter set of models was divided into two additional subsets, where one subset contains a putative Mg$^{2+}$ ion (dPFL, dAcPFL), which is removed from the second subset (dPFLX, dAcPFLX) and replaced by two additional sodium ions.

In summary, most of the observed structural changes occurred in the acetylated enzyme (AcPFL), while the enzyme in complex with pyruvate undergoes only minor changes compared to the initial crystal structure. These findings support the hypothesis that the chemical changes in the enzyme probably serve as a trigger for necessary conformational changes and in that way control the approach of the second substrate. Further evidence comes from the free energy calculations, which consistently show that driving CoA from the protein surface down the putative channel is facilitated after the pyruvate cleavage.

However, the resulting free energy profiles may only be interpreted from the qualitative aspect, because the numbers are unreasonably high. The numbers obtained from the umbrella sampling method are significantly lower than those coming from non-equilibrium SMD approach, which is mostly due to the better statistics collected in the umbrella sampling experiments. A rather low number of trajectories generated with SMD was used to estimate the
PMF, which corresponds to insufficient sampling. A larger number of trajectories should certainly help to improve the results and also to avoid the observed problem of strong influence of the initial ensemble on the final trajectories. The latter problem is just a part of the limitations of SMD method in its execution, because the choice of the reaction coordinate and the switching rate also play a very important role in production of a representative set of trajectories for the investigated process. The slower pulling rate would enable the system to explore the phase space around the chosen coordinate more thoroughly by granting it more time to adapt to its new position and relax. That would also help to avoid the observed self-interaction within CoA. The SMD simulations should be significantly extended to achieve some reasonable values of the resulting free energy.

In the context of the proper sampling, it would be important to point out that longer free dynamics simulations may be required to capture the necessary changes. The observed changes with AcPFL system may only be the onset of more serious structural changes that come with further chemical events in the active site, such as radical transfer between formate and Cys419, or further to Gly734. The turnover number of PFL is approximately 1000 s$^{-1}$, meaning that the single catalytic cycle is taking place on the microsecond scale. Therefore, the simulations performed in this research are probably too short to record the key events that eventually lead CoA toward the active site. In any case, a certain progress in that direction has been made and the coupling of the chemical changes in the active site with the structural rearrangements of the protein is largely substantiated by the simulation results.

In the simulations based on the monomeric models, mPFL and mAcPFL, the expected structural rearrangement or any kind of appreciable conformational departure from the initial crystal structure was not observed. The major change was manifested as a partial CoA unbinding in the mPFL system after ~30 ns. However, the free energy calculations demonstrated that the difference between two systems exists when it comes to driving the CoA down the possible channel to reach the active site. This possible channel represents the shortest and the least crowded pathway when the system is driven along the chosen reaction coordinate, which corresponds to the distance between the cysteamine block of CoA and two catalytic cysteines, Cys418 and Cys419. The protein residues forming a sort of a gate inside this channel that protect the active site include Gly167, Tyr172, Tyr323, Leu326 and Phe327. An important role is also played by the binding residues in the active site – Arg176, Phe432 and Arg435. Although the channel is closed in both systems during the free dynamics, the free energy profiles resulting from SMD and umbrella sampling simulations indicate that the CoA
follows a lower energy pathway in mAcPFL system. This implies that scission of the C-C bond in pyruvate facilitates the entrance of CoA to the active site in some extent.

In contrast, the simulations with the dimeric models have introduced more dynamics in the system. Namely, during the free dynamics with dAcPFL system a channel opening in two of three independent simulations was observed. Since this type of structural rearrangement was not captured with the monomeric models and the possible explanation might be that the presence of the inactive monomer has an influence on the dynamics of the active subunit. If present, this influence is rather subtle and quite difficult to quantify, but the effect of the second subunit on CoA and its conformational space is evident. The thiol group of CoA is placed between the sidechains of Phe220 and His227 of the opposing monomer and it basically does not spontaneously disengage from this interaction on the given time scale. The unfavorable initial conformations of CoA affect the resulting trajectories obtained in SMD simulations for both systems, as they usually involve a lot of self-interaction during the pulling. Nevertheless, the free energy profiles extracted from SMD simulations corroborated the previous findings with monomeric models that the acetylated enzyme provides a more favourable environment for the accommodation of CoA inside the protein.

An additional set of calculations using dimeric model, but without the putative Mg$^{2+}$ ion, was carried out to examine the possible effect of this ion on the conformational behaviour of CoA. Indeed, the changes in the binding mode of CoA take place in these simulations which were not observed in the previous runs. The changes in the binding mode lead to the loss of the interaction between CoA thiol and the opposing monomer, but interestingly, this again occurs only in dAcPFLX system. The channel opening was not reproduced in this set of simulations for any of the used topologies. The computed potentials of mean force from SMD simulations again resulted with the lower free energy profile for dAcPFLX compared to dPFLX system, but this lowering in energy can mainly be attributed to the conformational difference of CoA between two systems.

All the presented results support the claim that acetylation of the enzyme serves as a signal that is time for CoA to approach the active site and to finish the catalytic cycle. The importance of this signalling might be closely related to the efforts of the enzyme to preserve its catalytic activity. Namely, the premature presence of CoA might meddle with the first half-reaction by quenching the radical from the catalytic cysteines. It was shown in an experimental study that the small thiol molecules reversibly deactivate PFL, where the larger thiol molecules and non-thiolic compounds are not able to promote inactivation. According to the study, the
smallest thiols are the most efficient inactivators, implying that these molecules have to be able to access the active site to successfully inactivate PFL. As the size of thiol molecules increases, the approach to the active site becomes much harder task, and this includes the second substrate – CoA. By keeping the channel closed during the first half-reaction, the enzyme decreases the risk of futile side reactions with wandering thiols or any other potential quenchers. The acetylation of the enzyme could then be interpreted as a signal that the first half-reaction was successful and that the active site is ready for the entrance of the second substrate. In this context, the observed channel opening in the dimeric dAcPFL system might be on the right track for the solution of the investigated problem. It could be that only minor changes are sufficient to accommodate CoA by creating a rather narrow channel that also shows a certain level of selectivity, preventing other larger thiol molecules to enter the active site and interfere with the catalysis. Namely, there is a large number of positively charged residues surrounding the entrance in the putative channel (Lys118, Lys159, Arg160, Lys615, Lys617) that are able to interact with negatively charged phosphates of CoA and serve as an anchor point for CoA. On the other hand, it has been observed in the performed simulations that the pantothenate and cysteamine blocks of CoA are able to make various hydrogen bonds with the protein residues forming the putative channel. This would allow stable binding of CoA with its thiol group in the active site and a tight fit of the second substrate and the protein at the same time, preventing the access of the non-native substrates to the active site and thus improving the enzyme efficiency. This would be an amazing example of coupling between the chemical and structural changes in an enzyme that acts upon two substrates in consecutive fashion by allowing one substrate in the active site at the time, while preserving the radical necessary for the catalytic activity. The results presented in this thesis are definitely a harbinger of this kind of cooperativity to optimize the system efficiency.
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4. (6-4) Photolyase

4.1 Introduction

Ultraviolet radiation can cause harmful damage to DNA. For example, the exposure of two adjacent pyrimidine bases, such as the thymine-thymine (T-T) pair shown in Scheme 4-1, to UV light (in the 200-300 nm range) may result in dimerization. The most common forms of the corresponding lesions are the cyclobutane pyrimidine dimers (CPD) and pyrimidine(6-4)pyrimidone photoproducts (see, e.g., T6-4T in Scheme 4-1). Because of their high mutagenic and carcinogenic potential, the repair of these lesions is of utmost importance for cell survival. The group of light-dependent enzymes capable of reforming the initial monomers by photoreactivation is known collectively as the DNA photolyases. The formation of the CPD lesion and its repair by CPD photolyase has been well studied over the years, both experimentally and computationally. Much less is known, however, about the mechanism of repair of (6-4) photoproducts by (6-4) photolyase. While both types of enzymes show certain sequence similarities and require reduced FADH\(^{-}\) in their active site for catalysis, their repair mechanisms are believed to differ.

It has been widely accepted that the formation of the (6-4) photoprotein is a result of a Paterno-Büchi cycloaddition reaction of the C5=C6 (5’) and C4=O/NH (3’) double bonds of the two neighbouring pyrimidines (for T-T or T-C), which proceeds through an oxetane (for T6-4T) or an azetidine (for T6-4C) intermediate. The initial proposal of the repair mechanism of the (6-4) photolyase included the thermal formation of this same cyclic intermediate as the first step, catalyzed by two highly conserved histidines in the active site. One histidine was proposed to act as a base, deprotonating the migrating functional group for the nucleophilic...
attack on C4', while the other should act as an acid, donating the proton to the acylimine (Scheme 4-1a). Subsequent electron donation from the excited FAD cofactor should enable the cycloreversion of the radical anion of the oxetane/azetidine, a process which appears feasible on the basis of some experimental and computational studies. The final step involves the return of the electron to FAD. The energy gap between the T6-4T lesion and its oxetane isomer, predicted by theoretical calculations to be between 14.5-16.6 kcal mol$^{-1}$, has usually been identified as a major disadvantage of this mechanism. Similarly, the oxetane intermediate has not thus far been experimentally observed.

**Scheme 4-1** (6-4) photolyase repair mechanisms proposed by (a) Hitomi et al.\textsuperscript{11} (b) Maul et al. (blue arrows); (c) Sadeghian et al.\textsuperscript{19} Protons are donated or accepted by His365 and His369, respectively, but the residues are omitted for clarity. For the same reason the water molecule participating in mechanism (c) is not shown.

The determination of the crystal structure of (6-4) photolyase from *Drosophila melanogaster*, complexed with the T6-4T lesion, was a major step forward in the understanding of the repair. Based on structural and biochemical data, a modified mechanistic proposal lacking the oxetane intermediate has emerged. Oxetane formation requires the protonation of the acylimine, a step that was reportedly not supported by the positions of the histidine residues. Instead, it was suggested that one of the histidines (His365) should protonate the migrating functional group, rather than deprotonating it, thus making it
a better leaving group after the electron injection from FAD (Scheme 4-1b). The resulting water molecule could attack the acylimine to form a radical intermediate, which would then rapidly fragment into the initial pyrimidine bases. In this scenario, the loss of a proton along with electron transfer back to FAD would complete the catalytic cycle.

A subsequent computational study addressed the repair mechanism of the (6-4) photoproduct from an energetic point of view. Using a model system that omitted the enzyme, the study investigated the possible fates of the radical anion of the T6-4T dimer, which is formed after electron capture from the excited FAD cofactor. It was found that pathways on the electronic ground state of the radical anion, either with or without an oxetane intermediate, were associated with high activation energies. The non-oxetane pathway, which involves a direct hydroxide transfer (analogous to the Scheme 4-1b without the addition or removal of a proton), was found to have a low-lying excited state whose relaxation could lead to lesion repair. In order to make productive use of this state, however, the reaction would require either a re-excitation (an additional photon) or, as the authors seemingly prefer, a directed non-adiabatic relaxation of the hot radical-anion state towards the product configuration. This study also highlighted the potential importance of the (non)formation of the intramolecular O5H-N3' hydrogen bond. According to the spectroscopic analysis of the pyrimidine(6-4)pyrimidone photoproduct, the formation of this intramolecular hydrogen bond is responsible for the remarkably low pKₐ value for the N3' atom.

During the preparation of the present article, an additional computational investigation appeared in the literature. In agreement with the previous results, the most recent study failed to identify a low-energy rearrangement mechanism on the ground state surface of the radical anion. Rather, through the extensive use of QM/MM calculations that explicitly included the protein environment, the authors advocate what is essentially a two-photon process. That is, the electron transfer from the FAD to the lesion is proposed to lead to the formation of an oxetane intermediate, which transfers its excess electron back to the cofactor (Scheme 4-1c). The oxetane formation is catalyzed by a protonated His365 and the additional stabilization is gained from a hydrogen bond formed between a water molecule and the hydroxyl group of the lesion. In the second step, another electron transfer from FAD, which presumably needs to be re-excited, is required to split the oxetane intermediate into the original monomers.

Despite the fact that the existing theoretical studies seem to prefer a mechanism involving the excited state of the lesion or a re-excitation of either the lesion or the cofactor,
two independent investigations have recently provided evidence that the repair reaction takes place entirely on the ground state of the reduced lesion. In an experimental study, the repair photocycle of (6-4) photolyase was investigated by means of ultra fast spectroscopy, applied to the wild-type enzyme as well as inactive mutants. The authors report that, according to their results, a proton transfer to the anionic lesion is a key step in the repair pathway. They find that, after this step takes place, the ordinarily rapid back electron transfer (50 ps) from the lesion to the cofactor is completely blocked and the subsequent ground-state repair occurs with 100% efficiency. Indeed, this back electron transfer has been suggested to be the main reason for the low repair efficiency of (6-4) photolyase. In a complementary study, TD-DFT calculations have demonstrated that the initially absorbed photon does not carry sufficient energy to initiate the electron transfer and to simultaneously excite the radical anion of T6-4T. Similarly, using arguments based on the photon flux density of solar radiation at the Earth’s surface in the range where FADH\(^{-}\) and the lesion absorb, the authors argue against the involvement of a second photon in the repair mechanism. These arguments are likely to be more relevant to a mechanism of the type proposed in reference 17, where the intermediate is a short-lived radical anion, than a mechanism like that presented in reference 19, where the intermediate is a relatively stable closed-shell system. Namely, the latter species could have a life-time that is sufficiently long for it to absorb a second, lower-energy photon and thus constitute a viable reaction intermediate.

Despite the success of previous studies, further work is required to reach a consensus as to the repair mechanism of (6-4) photolyase. One of the issues with the computational studies may involve inadequate treatment of the protein environment. That is, even though the most recent study was performed with state of the art QM/MM techniques, it is not entirely clear that the protonation states of the key active-site residues were assigned correctly. Given that all of the proposed mechanisms involve acid-base chemistry of one form or another and that the active site contains two conserved histidine residues, this is clearly an important issue. Indeed, one may argue that its resolution is a prerequisite for further mechanistic studies, especially those employing computational methods.

It is commonly thought that, in the (6-4) photolyase from *D. melanogaster* (see Figure 4.2, prepared with VMD), His365 is protonated while His369 is neutral. This assumption is usually based upon results from an EPR/ENDOR study performed on the (6-4) photolyase from *Xenopus laevis*, which exploited the formation of the FADH\(^{-}\) radical. Based on changes in the principal components and the intensities of the hyperfine couplings of selected FAD protons (H8 and H1'), induced by changing pH values and introducing point mutations, the
authors argued that His354 (corresponding to His365 in *D. melanogaster*) is protonated, while His358 (corresponding to His369 in *D. melanogaster*) is neutral at pH 9.5. It is important to mention that (6-4) photolyase repair activity exhibits strong pH dependence, as shown by the experimental study of Hitomi *et al.* According to their measurements, *X. laevis* (6-4) photolyase reaches its maximum activity at pH 8.5, which decreases significantly upon approaching pH 6. The optimal activity of *D. melanogaster* (6-4) photolyase has been measured at pH 7.8. Another interesting observation in this context comes from Li *et al.*, who also studied the repair dynamics and the steady-state enzyme activity over a pH range of 7 to 9 and did not note any associated changes. At the time of the aforementioned EPR study, however, the (6-4) photolyase crystal structure had not been solved. Given the relative positioning of the cofactor and the active site histidines apparent in the structure from *D. melanogaster*, it is not entirely clear that the hyperfine coupling constants on the hydrogens of the cofactor are the most appropriate probes of the protonation states of the histidine residues.

It is against this background that we present here a systematic investigation of the protonation states of the conserved histidine residues in (6-4) photolyase by means of various computational techniques. An individual histidine residue may adopt one of two neutral tautomers, with a proton on the Nε (HIE) or Nδ (HID) position, as well as one protonated form, with protons on both Nε and Nδ (HIP). With these three possible states for each histidine, there are a total of nine possible ways in which the protons can be distributed among two histidine residues. In the case of (6-4) photolyase, which has a complex H-bonding network connecting the lesion, catalytic residues and the cofactor, it is difficult to definitively discard any of the nine possibilities, purely on the basis of structural or intuitive criteria. With
this in mind, and in the interests of remaining systematic, we have explicitly taken all nine combinations into account.

As the first step in our analysis, we have examined the suitability of using the hyperfine coupling constants of selected hydrogens of the FADH\(^{\ddagger}\) radical as a quantitative indicator for the histidine protonation states. Specifically, using a combined QM/MM approach, we have calculated the relevant hyperfine coupling constants for all nine protonation states and compared them to the measured values. In the next step, we have applied a range of popular methods for estimating the pK\(_a\) values of the histidine residues in an effort to determine if one can arrive at a definitive assignment of the protonation state in this way. For this purpose we have investigated techniques of varying sophistication, ranging from basic web servers to more elaborate methods based on the solution of the Poisson-Boltzmann equation and free-energy cycles. Finally, we have carried out explicit molecular dynamics simulations on all nine possible combinations and monitored their structural evolution with respect to the crystal structure. Indeed, due to the interesting nature of the results of this latter aspect, we have applied an analogous approach to structures of the (6-4) photolyase complexed with variations of the T6-4C lesion\(^{24,25}\) as well as of the repaired T-T product.\(^{16}\) With the combination of these varied approaches, we are aiming to provide more definitive information concerning the protonation states of the conserved histidine residues and, in this manner, pave the way for further mechanistic studies.
4.2 COMPUTATIONAL DETAILS

4.2.1 STRUCTURAL MODELS

Virtually all aspects of our study required the definition of a structural model. The initial configurations were taken from the appropriate crystal structure of (6-4) photolyase in complex with a DNA oligomer and the FAD cofactor. The relevant PDB entries were 3CVU, 3CVY,\textsuperscript{24} 2WB2\textsuperscript{24} and 2WQ7,\textsuperscript{25} which contained the T6-4T lesion, the repaired T-T dimer, the T6-4C lesion, and the methylated mT6-4C lesion, respectively. Before further processing, the original PDB files were slightly modified by removing duplicate entries and assigning the protonation states of histidines, other than His365 and His369, based on their local environments. For each crystal structure, nine alternative versions were prepared according to the nine possible protonation states of His365 and His369 (Scheme 4-2).

For standard nucleic acid residues, we assigned classical force-field parameters according to the AMBER99 (ff99) force field,\textsuperscript{26} supplemented with the refined parmbsc0 parameters (ff99bsc0).\textsuperscript{27,28} For standard amino-acid residues, we employed the AMBER99SB (ff99SB) version of the AMBER protein force field.\textsuperscript{29} For the non-standard residues, such as the DNA lesions and tautomers and the various oxidation states of the FAD cofactor (oxidized FAD, FADH\textsuperscript{+} radical and fully reduced FADH\textsuperscript{-}), missing parameters were derived using the Antechamber\textsuperscript{30} suite and the GAFF force field\textsuperscript{31} available in the AMBER9 program package.\textsuperscript{32}
Initial coordinates for the auxiliary FAD and DNA lesions were extracted from the crystal structures and the geometries, with appropriately added hydrogen atoms, were optimized in the gas phase with Gaussian 03 at the HF/6-31G(d) level of theory (UHF for radical species). The electrostatic potential was determined for the optimum structures at the same level of theory. The final atom-centred point charges were fit to the resulting potential using the RESP procedure.

Although the composite thymine monomers of the (6-4) lesions appear as separate residues in the PDB files, for ease of charge derivation, they were treated together as a single residue. We adopted a similar approach when treating an alternative tautomer of the repaired TT dimer. Accordingly, the ESP charges for the (di)nucleotides were derived such that the 5'-phosphate of the dimer was capped with a methoxy (O-CH$_3$) group, while the terminal O3' of the dimer was capped with a proton. During the RESP fitting, the charges on the capping groups were required to sum to zero and were later excluded from the final library to allow the correct connectivity with the rest of the DNA molecule.

While the use of electrostatic potentials calculated using HF/6-31G(d) could be considered somewhat outdated, we have chosen this approach primarily to arrive at a balanced and consistent treatment of the electrostatic parameters for the protein, the lesions, the DNA fragments and the FAD cofactor. Indeed, the same reasoning lies behind the often employed combination of ff99SB and ff99bsc0 (both based of HF/6-31G(d) RESP charges) for systems that contain both amino and nucleic acids. Force-fields based on more sophisticated electrostatic potentials are available for proteins. For example, AMBER03 uses charges derived from B3LYP/cc-pVTZ calculations in a polarizable continuum, which incidentally correlate quite well with those present in ff99. However, analogous charge sets are not yet available for DNA fragments, where HF/6-31G(d) charges are still widely employed. Thus to avoid mixing different charge-derivation protocols within our system, we have chosen to use charges based on the HF-RESP combination, throughout our study.

Using the standard (ff99SB, ff99bsc0) and custom-built libraries, a topology file containing all necessary parameters for each system was built using the LEaP module of AMBER9. For those systems that were further subjected to molecular dynamics simulations in explicit solvent, each system was solvated with TIP3P waters in a truncated octahedron box, with edge length of ~40 Å. All crystal water molecules present in the PDB file were retained. Sodium ions were added to neutralize the charge. The number of added ions (15-20) varied with the protonation states of the histidine residues, length of DNA strands and the oxidation state of
FAD for each system. Overall, the sizes of the simulated systems ranged from 61862 (3CVY) to 74279 (2WQ7) atoms. Prior to any calculations, hydrogen bonds were oriented so as to produce an optimal (or at least non-clashing) interaction between the residues of interest (His365, His369, Tyr423, FAD, and the 2 nucleotide residues).

### 4.2.3 Calculation of EPR Parameters

Given that the hyperfine couplings (hfc) of selected protons of the FADH\(^{+}\) radical were considered as probes for the protonation states of the nearby histidine residues in the EPR/ENDOR study of the *Xenopus laevis* (6-4) photolyase, we set out to calculate these hfc using, primarily, the Gaussian 03 software package.\(^{33}\)

Previous calculations of hfc relevant to the ribonucleotide-reductase-catalyzed reaction\(^{39}\) had found that the B3LYP/TZVP level of theory provided acceptable accuracy at a reasonable cost. In light of the relatively large systems considered herein, we have chosen this approach as our quantum mechanical benchmark.

We used the isolated FADH\(^{+}\) radical as a simple model for the purpose of method validation. The initial geometry was extracted from crystal structure and hyperfine couplings were calculated directly with B3LYP/6-31G(d). The structure was subsequently optimized at the same level of theory and hfc were again computed with B3LYP/6-31G(d) and B3LYP/TZVP.

The influence of the surrounding protein on the hfc was investigated with a series of QM/MM calculations, carried out within the ONIOM\(^{40}\) formalism available in Gaussian 03\(^{33}\) for the P2 protonation state. Three different sizes of the QM region, which was treated with B3LYP/6-31G(d), were trialled in these calculations. The simplest model (QM1) consisted of only the FADH\(^{+}\) radical. Beyond this, we expanded the high-level model system to include the most important catalytic residues (His365, His369 and Tyr423) in QM2 and, additionally, the T6-4T lesion in QM3 (see Figure 4.3). Only the sidechains of the amino acids, which were terminated between the C\(_\alpha\)-C\(_\beta\) bonds, were retained in the QM region. The connections between the lesion and the DNA chain were introduced by placing link atoms between C4’ and C5’ ribose carbon atoms on both ends of the lesion.

The MM layer of the QM/MM models, whose parameterization was described above, consisted of the entire protein and the DNA duplex molecules surrounded by the 3000 water
molecules closest to FAD. The starting geometry for the P2 state was extracted after the solvated, protonated crystal structure had been allowed to relax (see steps (i) and (ii) in Section 4.2.5). Thereafter, a mobile region, consisting of all residues partially within 15 Å of the Ne atom of His365, as well as all water molecules partially within 12 Å radius of the same atom, was defined. With the remainder of the system frozen, the structure was optimized with mechanical embedding\textsuperscript{40} in combination with the appropriate QM region (QM1-3). Subsequent evaluations of the hfc\textsubscript{r} within the QM/MM framework were carried out within the electrostatic embedding formalism.\textsuperscript{41} After settling on QM3 as the most appropriate QM region, the above protocol was applied to calculate the hfc\textsubscript{r} for all nine protonation states (Scheme 4-2).

\section*{4.2.4 \textbf{Structure-Based }pK\textsubscript{a} \textbf{Calculations}}

The initial estimation of the pK\textsubscript{a} values of His365 and His369 was performed using the PROPKA 2.0 server. Apart from being fully automated and very fast, PROPKA is a structure-based empirical method for the pK\textsubscript{a} prediction of the ionizable residues in the proteins.\textsuperscript{43} pK\textsubscript{a} emerges as a sum of two terms (pK\textsubscript{a} = pK\textsubscript{a,model} + ΔpK\textsubscript{a}). pK\textsubscript{a,model} is associated with the unperturbed value for each residue (6.5 for His), whereas the shift (ΔpK\textsubscript{a}) is treated as an environmental perturbation. Furthermore, for each ionizable group, ΔpK\textsubscript{a} is given as a sum of perturbations due to desolvation, hydrogen bonding and charge-charge interactions (ΔpK\textsubscript{a} = ΔpK\textsubscript{Desolvation} + ΔpK\textsubscript{HB} + ΔpK\textsubscript{ChgChg}).\textsuperscript{43} A pdb file is used as input to the server, which provides pK\textsubscript{a} values in a fully automated fashion.

For comparison, we also used the H++ server.\textsuperscript{44} In addition to pK\textsubscript{a} (strictly pK\textsubscript{1/2}) values for ionizable residues, the server provides an output structure containing the missing hydrogens added according to the results of the pK\textsubscript{a} evaluations.\textsuperscript{45} The automated calculation is based on continuum solvent methodology,\textsuperscript{46} within the framework of either the generalized Born (GB) or linearized Poisson-Boltzmann (PB) models, and accounts for each of the 2\textsuperscript{N} protonation microstates (when N ionizable residues are active).\textsuperscript{47} In our calculations, we used the PB model and kept the default values for ionic strength (0.15 M) and the external dielectric constant (ε\textsubscript{ext} = 80). We used an internal dielectric constant (ε\textsubscript{in}) of 6, while the pH value was set to 7.

In principle, a ligand bound to the protein and its net charge can be included in H++ calculation, which is then parameterized in an automated procedure, although only one ligand can be processed per run. Because of this limitation, and the fact that we did not obtain
satisfactory automatic parameterizations of the lesions or the FAD, we chose to complete our H++ calculations in three sequential steps.

The first step in each calculation involved the application of the recently introduced reduce algorithm, which is used to identify the preferred orientation for ambiguously placed heavy atoms, as well as to differentiate and assign the most probable histidine tautomers. The second step involved the calculation of the pKₐ values and the associated protonation states for all ionizable residues in the resulting structure, in the presence of an approximate parameterization for FAD (oxidized or reduced) but in the absence of the lesion (except for 3CVY where the T-T pair was present). The final refinement step involved re-calculate the pKₐ values for the two residues of interest, in the explicit presence of the properly parameterized FAD (oxidized or reduced) and the lesion.

This final step was achieved with the use of appropriate PQR files, which were prepared according to the previously outlined parameterization (ff99SB, ff99bsc0, etc.), without the crystal waters. Using these files, we evaluated the pKₐs of the two histidines together with all other titratable residues as well as in calculations where only a single target residue was allowed to titrate. Importantly, the relevant neutral tautomers (HID and HIE) for use in the PQR-based calculations were assigned based on the results of the second step above.

A related approach for obtaining protein pKₐ values is the Adaptive Poisson-Boltzmann Solver (APBS). In cases of a single titration event, the estimation of the pKₐ value of the chosen residue is based on a rigorous free energy cycle involving the transfer of the titratable group from solution to the protein. The transfer free energies (∆pKₐ) for protonated and deprotonated species are derived from the numerical solution of the Poisson-Boltzmann equation using the Finite Element ToolKit. The requisite model pKₐ values in water (6.5 for His) were taken from the table provided by the developers.

Using APBS, we have evaluated the transfer free energies associated with all possible single titration events from the states listed in Scheme 4-2, each in the presence the relevant DNA lesion and either oxidized or reduced FAD. We used the PDB2PQR server to generate a template input file for the electrostatic energy calculations with recommended grid parameters for a given system. The PQR files used for APBS were analogous to those used for H++, with the added modifications required to close the free energy cycle. All calculations were carried out at 300K with a solvent dielectric constant of 80, an ionic strength of 0.15 M, and a protein dielectric constant of 6.
In line with standard practice, all pKₐ calculations were performed directly on the crystal structures in the absence of water molecules. According to reference 16, the crystals of T6-4T were grown in a reservoir buffer with a pH of either 7.0 or 8.6, after which they were rinsed in a cryoprotection solution of pH 7.8. In this sense, one could argue that the use of solutions with elevated pH might introduce a bias towards neutral un-protonated states. In our opinion, however, such a bias is likely to be very minor.

### 4.2.5 Classical MD Simulations

The nine fully built systems (Scheme 4-2) were treated within periodic boundary conditions. Long range electrostatic interactions were calculated with Particle-Mesh Ewald (PME) technique with the default nonbonded cutoff of 8.0 Å to limit the direct space sum. The temperature in all simulations was controlled by coupling the system with the Berendsen thermostat. An integration time step of 2 fs was used and the SHAKE algorithm was employed to constrain bonds involving hydrogen atoms during dynamics.

The equilibration of the system was carried out in several steps: (i) Steepest descent minimization was applied to the enzyme-DNA-FAD complex (solute) with harmonic positional restraints on solvent molecules (5 kcal/mol Å²). (ii) Minimization was repeated with restraints on the solute (5 kcal/mol Å²) and no restraints on the solvent. (iii) Heating dynamics was performed with continued solute restraints at constant volume (NVT). Thereby, the temperature was increased from 0 K to 300 K over 60 ps and kept at that value for another 30 ps. (iv) Minimization was carried out with reduced solute restraints (2.5 kcal/mole Å²). (v) The system was again heated, as described above, with reduced solute restraints (2.5 kcal/mole Å²). (vi) 150 ps of constant pressure (NPT) dynamics at 300 K, with isotropic position scaling at pressure of 1 bar and a pressure relaxation time of 0.2 ps was performed. Harmonic restraints in this run were applied only to the DNA duplex (2.5 kcal/mole Å²) at 300 K. (vii) The equilibration was finished with an unrestrained NVT simulation at 300 K (150 ps).

The MD production runs of 2 ns were carried out with constant volume at 300 K, saving the snapshots every 4 ps. All the data obtained through molecular dynamics simulations were subsequently processed and analyzed using the ptraj module of the AMBER9 program package.
4.3 RESULTS AND DISCUSSION

4.3.1 THE EPR HYPERFINE STRUCTURE

Using information obtained from an EPR study of the stable FADH\(^+\) radical in the (6-4) photolyase from *X. laevis* the active-site histidine residues were assigned a protonation state that would correspond to either P7 or P8 (Scheme 4-2) in the *D. melanogaster* enzyme. Specifically, the principal values of the hyperfine couplings of four selected protons (H5, H6, H1', H8\(\alpha\)) were extracted by performing simulation and deconvolution of the pulsed ENDOR spectra to fit the experimental data. The spectra of FADH\(^+\) radical were measured in the wild type enzyme and in the H354A and H358A mutants, in the pH range between 6 and 9.5 and in the absence of substrate. The strongest shifts and intensity changes were observed for the H1' and H8\(\alpha\) signals in the H354A mutant, which was interpreted as being indicative of a change in the protonation state of His358 when going from pH 6 to 9.5. The spectra of H358A mutant resembled those of the wild type more closely at both pH values. Based on these observations, and assuming that both histidines were protonated at pH 6, it was suggested that His354 (corresponding to His365) remains protonated over the measured pH range, while His358 (corresponding to His369) becomes neutral at higher pH values. Indeed, it is at a higher pH value (8.5) that the *X. laevis* (6-4) photolyase shows its maximum activity.

To investigate the connection between the hyperfine couplings (hfcs) of the FADH\(^+\) radical and the protonation states of the nearby histidine residues, we set out to calculate the hfcs from first principles, as described in Section 4.2.3. Interestingly, the hfcs calculated for the isolated FADH\(^+\) radical in the gas phase (Figure 4.3a) show reasonable agreement with the experimental data. The results obtained with B3LYP/6-31G(d) for the geometry extracted directly from the crystal structure (*D. melanogaster*) show the largest deviations from the experimental values, which were obtained from the *X. laevis* enzyme at pH 8. The hfcs resulting from optimizing the geometry at this same level of theory, however, parallel the trends in the experimental data remarkably well. The use of the larger TZVP basis set in conjunction with B3LYP has been previously shown to be a reliable method for this type of calculation.\(^{39}\) The results presented in Figure 4.3a clearly show that, in this instance, the smaller basis set (6-31G(d)) can be safely used without any notable loss of accuracy.
To establish a method that could potentially capture the effect of changing the histidine protonation states on the hfcs, we employed the ONIOM[B3LYP/6-31G(d):AMBER] method and tested it on three models with differing QM regions (QM1-3). The results in Figure 4.3b, which were obtained for protonation state P2 (Scheme 4-2), show that the calculated hfcs are not strongly dependent on the size of the QM region in such a treatment. Thus, while the smaller and more tractable QM1 could be expected to perform satisfactorily, we elected to use the more inclusive QM3 representation for reasons of completeness.

Figure 4.3c shows the hfcs obtained with the QM3/MM model for all nine possible protonation states of His365 and His369. From this figure, it is immediately clear that any of the nine combinations of HID, HIE, and HIP could equally well give rise to hfcs very close to the experimental values. This result indicates that any assignment of the protonation states of the active site histidines in (6-4) photolyase, made on the basis of the hfcs for the FADH• radical, should be treated with some caution.

As outlined in Section 4.2.3, the results shown in Figure 4.3c were obtained for single protein conformations closely resembling the crystal structure. One could consider a more sophisticated comparison on the basis of protein conformations that more accurately represent the true equilibrium structure of each protonation state in solution. Indeed, we find that such an approach slightly improves the already close agreement with the experimental values, for the P2 protonation state (Figure 4.4a). A similar analysis across all nine possibilities (Figure 4.4b) confirms that, even when using relaxed protein structures, the hfcs do not constitute an adequate measure with which to distinguish the different protonation states. An extra level of sophistication, involving the calculation of the hfcs for numerous structures of a given conformational ensemble could also be considered. In the current application, however, we
were primarily focused on comparing the different protonation states on an equal footing. In this sense, we wished to remove the static and dynamic structural variations from the comparison and emphasize the situation where the only difference between the nine examples shown in Figure 4.3c was, indeed, the protonation states of the active-site histidines.

Figure 4.4 Hyperfine couplings calculated for selected protons of FAD cofactor with ONIOM[B3LYP/6-31G(d):AMBER], where QM region corresponds to the FAD cofactor (QM1). The structures for these QM/MM calculations were obtained by extracting the MD snapshot closest to the average structure of the production period of the MD simulations performed on: (a) the P2 state, for different oxidation states of FAD. The QM region (FADH•) was then optimized with mechanical embedding, followed by a single-point calculation of the hfc with in the electrostatic embedding formalism; (b) each Pn state, carried out in the presence of the FADH• form of the cofactor. The hfc were obtained by a subsequent single-point calculation within the electrostatic embedding formalism.

Given the results arising from that analysis, it is rather difficult to assert that one can use the hfc values of the FADH• radical to arrive at any definitive assignment of the protonation states of the histidine residues in the active site of (6-4) photolyase. On this basis, we feel that the investigation of alternative methods for the determination of the likelihood of these states is warranted and it is to this endeavour that we now turn our attention.

4.3.2 The pKₐ Values

The assignment of proton positions for a structure derived from X-ray crystallography is a ubiquitous problem in the modelling community. Standard approaches range from the use of intuition to sophisticated algorithms designed to calculate pKₐ values and automate the proton placement. In this section, we investigate the performance of several such approaches. In
addition to attempting to determine the implications for the active-site histidines in (6-4) photolyase, we also wish to exemplify the typical results, sensitivities, and limitations of these widely used procedures.

### 4.3.2.1 Empirical Approach

One of the fastest means to estimate the pK\textsubscript{a} values of protein residues is through the use of the PROPKA server.

The empirical procedure estimates the pK\textsubscript{a} values for all ionizable sites, on the basis of their environment. Table 4-1 shows the corresponding pK\textsubscript{a} values for His365 and His369, obtained with several different crystal structures of (6-4) photolyase.

**Table 4-1.** Estimated pK\textsubscript{a} values for His365 and His369 in (6-4) photolyase using PROPKA 2.0 server and different crystal structures available at the PDB.

<table>
<thead>
<tr>
<th>PDB code: lesion</th>
<th>No ligands(^a)</th>
<th>Ligands(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>His365</td>
<td>His369</td>
</tr>
<tr>
<td>3CVU:T6-4T</td>
<td>-1.85</td>
<td>1.61</td>
</tr>
<tr>
<td>3CVY:T-T</td>
<td>-3.14</td>
<td>0.50</td>
</tr>
<tr>
<td>2WB2:T6-4C</td>
<td>-1.55</td>
<td>1.75</td>
</tr>
<tr>
<td>2WQ6:T6(dew)4C</td>
<td>-1.77</td>
<td>1.58</td>
</tr>
<tr>
<td>2WQ7:mT6-4C</td>
<td>-1.93</td>
<td>1.53</td>
</tr>
<tr>
<td>3FY4 (A)</td>
<td>-0.84</td>
<td>2.25</td>
</tr>
</tbody>
</table>

\(^a\)The ligands are FAD and the DNA lesion, except for 3CVY:T-T, where FAD is the only ligand.

\(^b\)Problems with determining contribution of the hydrogen bond between His365 and N6A atom of FAD to the pK\textsubscript{a} shift.

In the absence of the FAD and DNA-lesion ligands, the calculated pK\textsubscript{a} values for His369 are uniformly low but positive. For His365, the values are even lower (Table 4-1, columns 2 and 3). Under these circumstances, the PROPKA method clearly predicts neither of the active site histidines to be protonated at a pH of ~ 7. The large deviations from the model pK\textsubscript{a} value of 6.5 are due primarily to the desolvation term, which contributes \(\Delta\text{pK}_{a,\text{Des}} \approx -4.5\) for both residues. The remaining deviation arises from charge-charge interactions and hydrogen bonding, which have a stronger influence on His365 than on His369.

The effect of the FAD and DNA-lesion may be included in the PROPKA procedure, although one cannot distinguish between the oxidized and reduced forms of FAD. The
inclusion of these ligands causes the $pK_a$ values of both monitored residues to shift towards even lower values (Table 4-1, columns 4 and 5). This effect, which is bordering on non-physical, is significantly stronger for His365, which participates in additional charge-charge interactions with the ligands. These additional interactions are not apparent in the case of His369, whose $pK_a$ shift is mainly due to further increased desolvation effects. The relative importance of the DNA residues and the FAD cofactor can be gauged by comparing the results for 3CVY:T-T, where only FAD is considered as a ligand, to the remaining results.

Overall, the PROPKA methodology shows His369 to be more basic than His365. Although the absolute $pK_a$ values are much lower than might be intuitively expected, it is clear that neither residue is predicted to be protonated at physiological pH. This preference for histidine neutrality persists irrespective of the absence or the presence of the DNA and the FAD ligand. While aspects of these results may be instructive, their reliability should be considered against the fact that the FAD charge cannot presently be explicitly accounted for. We therefore compare these findings to results obtained from more sophisticated approaches to obtaining $pK_a$ values. The latter involve explicitly accounting for the electrostatic effects of the environment with the Poisson-Boltzmann equation as provided by the H++ server\(^{44}\) and the APBS approach\(^{49}\) (see Section 4.2.4).

### 4.3.2.2 Histidine Protonation States in the T6-4T Lesion

With its default settings, H++ provides $pK_a$ values of all potentially charged residues in the protein, on the basis of self-consistent solution of the Poisson-Boltzmann equation for the lesion-related pdb structure of the protein. Since only one ligand is permitted in this way, the calculation is performed without the lesion and with an approximate parameterization of the FAD cofactor (Table 4-2, columns 2 and 3). The reduce algorithm,\(^{48}\) can be used to estimate the protonation states of the system (Table 4-2, column 4). For the case of the T6-4T/FAD (3CVU), this yields $pK_a$ values for His365 and His369 of -3.5 and 5.5, respectively. This result, which was obtained with all possible titratable residues active, is in agreement with the PROPKA predictions in that neither histidine is expected to be protonated at pH=7. Consistently, at this pH value, the most likely protonation state is found to be the neutral state P2 (HID-HIE).

Despite the fact that all the crystal structures were resolved with the FAD cofactor in the oxidized state (FAD), it is known that the reduced anionic form (FADH\(^{-}\)) is required for the
enzyme activity. Following the same procedure discussed above and in Section 4.2.4, we have also calculated the pK_a values in the presence of the reduced cofactor. For the T6-4T structure (3CVU) in the absence of the lesion but in the presence of an approximate FADH^- parameterization (Table 4-2, row 2), H^+ yields pK_a values for His365 and His369 of 0.2 and 7.6, respectively. At a pH of 7, this result implies that His369 is likely to experience some degree of protonation and the most likely such state is found to be P3 (HID-HIP).

### Table 4-2. Estimated pK_a values for His365 and His369 in D. melanogaster (6-4) photolyase obtained with H++ server and APBS software package. All the calculations were carried out at 300 K with an internal dielectric constant of 6 and an ionic strength of I=0.15 M.

<table>
<thead>
<tr>
<th>Lesion/FAD</th>
<th>Simultaneous titration of all residues</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H++ (pdb, reduce, no lesion)</td>
</tr>
<tr>
<td></td>
<td>His 365</td>
</tr>
<tr>
<td>T6-4T / FAD</td>
<td>-3.5</td>
</tr>
<tr>
<td>T6-4T / FADH</td>
<td>0.2</td>
</tr>
<tr>
<td>T-T / FAD</td>
<td>-6.6^a</td>
</tr>
<tr>
<td>T-T / FADH</td>
<td>0.1^a</td>
</tr>
<tr>
<td>T6-4C / FAD</td>
<td>-5.5</td>
</tr>
<tr>
<td>T6-4C / FADH</td>
<td>-1.8</td>
</tr>
<tr>
<td>T6-4pC / FAD</td>
<td>-5.5</td>
</tr>
<tr>
<td>T6-4pC / FADH</td>
<td>-1.8</td>
</tr>
<tr>
<td>mT6-4pC / FAD</td>
<td>/</td>
</tr>
<tr>
<td>mT6-4pC/FADH</td>
<td>/</td>
</tr>
</tbody>
</table>

^a with the entire DNA

Once the initial characterization of the protonation states has been achieved, a more rigorous parameterization of FAD (oxidized and reduced) and the lesion can be included and pK_a values of all ionizable residues can be re-calculated. As can be seen from Table 4-2 (columns 5 and 6) this reduces pK_a values of both histidines in the active site, in a similar manner to that observed in Table 4-1. For the oxidized FAD, the reduction in the case of His365 (to -18.6) is more dramatic than that for His369 (to 3.7). The large, and presumably non-physical, negative value obtained for His365 is best interpreted to mean that, under these conditions, this residue is unlikely to be protonated at any accessible pH and that the histidines remain in the P2 state. Inclusion of the more realistic parameterizations of the reduced cofactor FADH^- and the lesion again reduces both pK_a values. While His365 (-14.7)
again appears very unlikely to be protonated, His369 (7.0) is expected to be half-protonated at pH 7. Hence both the P2 and P3 states could be potentially observable.

Another informative measure of acidity is the intrinsic pKₐ for a given residue. This value is obtained by calculating the free energy difference between the protonated and non-protonated forms, under the condition that all other residues remain in their standard protonation states. The intrinsic pKₐ values for His365 and His369, given by H++ (Table 4-2 columns 7 and 8) for the T6-4T lesion (3CVU) in the presence of oxidized FAD and the lesion, are 2.5 and 5.9, respectively. Although these values are higher than those obtained when all ionizable residues are active, they still indicate the (neutral) state P2 to be the most likely at a pH of 7 (or higher). The APBS results for the equivalent system (Table 4-2, last two columns) are systematically lower than the H++ predictions (0.2 and 3.4 for His365 and His369) but concur that neither histidine is likely to be protonated under these conditions.

Calculations with H++ on the level of a single residue in the presence of FADH⁻ give intrinsic pKₐ values of 5.7 and 7.7 for His365 and His369, respectively. These values are again higher than those which account for changes in the other ionizable residues and place the pKₐ of His369 above 7. The equivalent APBS results for the intrinsic pKₐ values (2.7 and 4.6 for His365 and His369), however, are again systematically lower than those obtained from H++. In the case of T6-4T with the reduced lesion, the APBS approach does not find the pKₐ of His369 to be greater than the pH of 7. On this basis, the APBS methodology favours the neutral protonation state P2 over the charged P3 state that is preferred by H++. Irrespective of this fact, the two methods agree that the presence of the cofactor in its reduced state increases the pKₐ values of both residues. The magnitude of this effect is somewhere between 1 and 4 pKₐ units but is uniformly smaller with APBS than with H++.

4.3.2.3 Histidine Protonation States in the T-T Lesion

The results obtained in this case (Table 4-2, rows 3 and 4) largely reproduce the trends discussed for the T6-4T lesion although the effect of including the ligands appears to be somewhat reduced. This is largely due to the fact that the two key thymine residues are already present in the direct analysis of the crystal structure. In the presence of the oxidized FAD cofactor, the neutral protonation state P2 (HID-HIE) is preferred for the T-T dimer and the pKₐ of His369 is below 7 in all cases.
The introduction of the reduced FADH\(^-\) cofactor shows an initial preference for the charged P\(_3\) state (HID-HIP), which persists for all results obtained with H++. The intrinsic pK\(_a\) of His369 obtained with APBS in the presence of FADH\(^-\) (4.4) is, however, below 7 indicating a preference for the P\(_2\) state. Interestingly, the APBS pK\(_a\) for His369 (4.4) is actually lower for T-T than for T6-4T (4.6).

### 4.3.2.4 Protonation of Histidines in the T6-4C Lesions

The structure containing the T6-4C lesion (2WB2) carries with it the added complication that the primary amine group of the lesion may be in the protonated or non-protonated form. This factor does not influence the initial H++ calculations (Table 4-2, columns 2-4), where the P\(_2\) state is predicted to be the most favourable for both forms of the FAD cofactor. Inclusion of realistic ligand parameterizations continues this preference. The only pK\(_a\) value to (marginally) exceed 7 corresponds to the H++ result for the intrinsic pK\(_a\) of His369 (7.3), in the presence of the neutral amine and FADH\(^-\). Protonation of the amine (T6-4pC) significantly suppresses the pK\(_a\) values of both histidines and is associated with a very clear preference for the P\(_2\) state. For the methylated T6-4C lesion (2WQ7), where we only considered the protonated form of the lesion (mT6-4pC), we were unable to obtain a result directly from H++ with the pdb file. The direct inclusion of the lesion and the FAD cofactor, however, produced results very similar to those obtained without the methyl group.

**Perspective of the pK\(_a\) study.** The majority of the results presented in this section point to an overall neutral protonation state of the two histidine residues at a pH of 7. The reduce algorithm finds the P\(_2\) combination to be the most likely such state. Certain circumstances lead the H++ procedure to predict the potential occurrence of the protonated P\(_3\) state at neutral pH. However, it is interesting to reiterate that, in all such cases, the intrinsic pK\(_a\)s from the more rigorous APBS procedure are uniformly below 7. Furthermore, the APBS method systematically produces lower pK\(_a\) values than H++, even when the two are directly comparable.

Despite the apparent semi-definitive nature of these results, several cautionary statements are in order. It is evident from Table 4-2 that the results can vary widely depending on the way in which the calculations are performed. Indeed, certain circumstances can result in disturbingly large negative pK\(_a\) values for His365, the physical meaning of which is difficult to
fathom. There is also a marked sensitivity of the results to input parameters such as the internal dielectric constant and the ionic strength (see, for example, Table 4-3).

Table 4-3  Estimated pKₐ values for His365 and His369 in D. melanogaster (6-4) photolyase obtained with APBS software package. The values were calculated for T6-4T lesion and for all possible combinations for deprotonation of two histidines (HIP365-HIX369 → HIX365-HIP369 and HIX365-HIP369 → HIP365-HIX369, X=D, E, P and Y=D, E). All the calculations were carried out at 300 K with different sets of parameters given by the internal dielectric constant (PDIE) and the ionic strength (I).

<table>
<thead>
<tr>
<th>PDB code:</th>
<th>Cofactor oxidation State</th>
<th>Int. dielectric constant/ Ionic strength</th>
<th>HIP365-HIX369</th>
<th>HIX365-HIP369</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lesion</td>
<td></td>
<td></td>
<td>HID HIE HIP</td>
<td>HID HIE HIP</td>
</tr>
<tr>
<td>3CVU:</td>
<td>FAD</td>
<td>PDIE=6</td>
<td>4.78 0.22 -3.20</td>
<td>1.53 -0.55 -3.13</td>
</tr>
<tr>
<td></td>
<td>FADH</td>
<td>I=0.15M</td>
<td>6.88 2.71 -1.05</td>
<td>5.05 3.21 0.32</td>
</tr>
<tr>
<td>T6-4T</td>
<td>FAD</td>
<td>PDIE=20</td>
<td>9.21 7.68 5.87</td>
<td>7.94 7.23 5.78</td>
</tr>
<tr>
<td></td>
<td>FADH</td>
<td>I=0 M</td>
<td>10.31 8.85 7.00</td>
<td>9.44 8.77 7.28</td>
</tr>
<tr>
<td></td>
<td>FAD</td>
<td>PDIE=20</td>
<td>6.58 5.07 3.54</td>
<td>5.53 4.82 3.62</td>
</tr>
<tr>
<td></td>
<td>FADH</td>
<td>I=0.15M</td>
<td>7.44 6.04 4.47</td>
<td>6.81 6.16 4.92</td>
</tr>
</tbody>
</table>

On this basis, one needs to treat the conclusions derived from such results with some apprehension. It is because of this uncertainty that we have also probed an alternative route to assigning the correct protonation state for the photolyase enzymes. Namely, we have systematically investigated the structural stability of various protonation states with classical molecular dynamics simulations. The associated results are presented in the subsequent section.

4.3.3 Molecular Dynamics Study

In addition to the spectroscopic (EPR) and energetic (pKₐ) criteria discussed above, we have employed a structural criterion to address the question of the most likely protonation states in the (6-4) photolyases. Specifically, we have run classical MD simulations of all 9 possible protonation states and monitored their respective deviations relative to the relevant crystal structures. The rationale behind choosing such a criterion derives from the observation that the (6-4) photolyase enzymes can repair the DNA lesion in their crystalline form, meaning that the conformation of the active site present therein is a productive one. Protonation states
that maintain the crystal structure arrangement throughout unrestrained MD simulations are therefore more likely to be relevant for repair than those that deviate strongly from it. Because the crystal structures were resolved with oxidized FAD, while the reduced form (FADH\(^{\cdot}\)) is required for activity, we have performed simulations in the presence of both cofactor states. For completeness, we have also simulated the radical form (FADH\(^{\cdot}\))

Figure 4.5 shows a summary of the MD simulations that we carried out for systems containing the T6-4T lesion (3CVU), the T6-4C lesion (2WB2), and the N4-methyl T6-4C lesion (2WQ7). For the T6-4C and N4-methyl T6-4C lesions, we performed simulations in which the primary and secondary amino groups were both protonated (T6-4pC, mT6-4pC) and deprotonated (T6-4C, mT6-4C), respectively. Each depicted point in Figure 4.5 represents an average of the RMSD deviation, from the relevant crystal structure, over 2 ns of production dynamics. For selected examples, we elected to extend the simulations to a length of up to 5 ns. The corresponding results show the behaviour over the longer simulation parallels that
observed in the shorter one. This is especially true for those protonation states that remain close to the crystal structure and supports the hypothesis that the results are not artificially biased by short simulation times.

For the systems presented in Figure 4.5 it can be seen that the average RMSD values for the active site (Figure 4.5a, defined as His365, His369, Tyr423, FAD and the lesion) parallel the analogous values for the catalytic triad (Figure 4.5b, His365, His369 and Tyr423) rather well. This implies that the motion of the catalytic residues comprises a major component of the dynamics in the active site and thus serves to highlight the importance of protonation states of the two histidine residues.

In the presence of the neutral form of the cofactor (FAD), the neutral states (P1, P2, P4, and P5) generally exhibit lower deviations from the crystal structures than states involving a protonated histidine (P3, P6-9). Particularly consistent is the state P2. This is in agreement with the pK_a calculations presented above, which indicated a clear preference for neutral over protonated states in the presence of FAD (Figure 4.5a). The introduction of the reduced cofactor (FADH^-) results in an increased stability of the protonated states, which is manifested in slightly less dispersed average RMSD values for the triad (Figure 4.5b). Specifically, the state P3 appears as particularly stable. This observation is also consistent with the calculated pK_a values, including the observed shift towards higher values when FAD is reduced to FADH^-.

Even though the P2 state and, to a lesser extent, the P3 state exhibit the lowest RMSD deviations in general, it is obvious from Figure 4.5 that several other states show low deviations for specific structures. Despite the low RMSD values, however, not all of these states correspond to the preservation of the initial hydrogen bond network. Namely, even though the residues may stay close to their initial crystal-structure positions, they frequently experienced a modified orientation, with a corresponding rearrangement of the hydrogen bonds. This situation occurs, for example, for P7 in combination with FADH^- (Figure 4.5b). On the other hand, the largest RMSD deviations generally (but not exclusively) correspond to the complete fragmentation of the H-bond network in the active site. It has been observed that the hydrogen bond between His369 and Tyr423 is disrupted most frequently. This causes an increased mobility of His369, which, in many cases, results in the loss of the H-bond to His365 and a consequent divergence from the initial geometry. In this context, it is worth mentioning that the P2 state is the only arrangement capable of restoring the original hydrogen bonding once it has been perturbed. This feature was not observed for any other state.
4.3.3.1 Simulations with the Repaired DNA

In addition to the results on the lesions presented in Figure 4.5, we have also carried out a series of simulations on the repaired T-T dimer (3CVY, Figure 4.6) in the presence of FADH'. Since keto-enol tautomerization of 3' base is likely to be the last step of the repair (see, e.g., Scheme 4-1), we have performed simulations with both the enol and keto form of the repaired 3' thymine. The upper panels of Figure 4.6 show the corresponding average RMSD deviations of the active site and catalytic triad, respectively.

![Figure 4.6 RMS deviations from the crystal structure positions during 2 ns simulations for: (a) active site for keto and enol forms of the repaired T-T dimer; (b) catalytic triad (His365, His369, Tyr423); (c) the lesion or the repaired T-T dimer.](image)

In contrast to the results for the lesions in Figure 4.5, it is clear that the variations in the catalytic triad do not correlate exceedingly well with the overall active-site behaviour. Instead, the overall active-site deviations are much more closely related to the variations of the T-T dimer (lower panel Figure 4.6). Indeed, those variations can be seen to be stronger for the repaired T-T bases than for any of the lesions shown in Figure 4.5.

The deviation of the catalytic triad from its crystal structure position is seen to be relatively insensitive to the protonation state of the histidine residues (upper left panel in Figure 4.6),
with all but three states (P1, P8 and P9) remaining comparatively close to their original positions. The DNA bases show a stronger dependence on the protonation states (lower panel Figure 4.6). Once again, the P2 and P3 states stand out as being able to maintain the closest resemblance to the crystal structure conformations.

Even though both the keto and enol forms of the repaired thymine dimer show stronger deviations than the lesions, the effect is definitely more pronounced for the keto form (lower panel Figure 4.6). The variations of the enol form, on the other hand, are of the same order as those of the lesions. The reduced mobility of the enol form, relative to the keto, appears to be due to its ability to engage in hydrogen bonds, through the hydroxyl group, in a similar manner as the lesions. The larger amplitude of the DNA motion, especially in the case of the keto form, leads towards the loss of the hydrogen bonds between the 3'-thymine and the histidine residues, allowing for a greater flexibility of the active site.

The greater flexibility observed for the repaired DNA is of interest from the perspective of the product release. Generally, the binding of the DNA strands to the repair enzyme is achieved by flipping the lesion out of the double helix and into the active site. Thus there is a need to restore the helical structure after the repair is complete. The results presented in Figure 4.6 indicate that the final enol-keto tautomerization, and the resulting hydrogen bond losses, could provide the trigger that reduces the strength of the binding to the enzyme and allows this restoration to take place. We see evidence of this in the behaviour of the DNA backbone in the simulations. The bend in the backbone, which is caused by the presence of the lesion, tends to flatten out in the repaired DNA. This effect is considerably more pronounced in the keto form, pointing to an increased freedom for the DNA strand to return to its preferred helical form.

4.3.3.2 A FREE ENERGY CYCLE

To better understand the meaning of the pK_a calculations, and their connection to the molecular dynamics simulations, it is instructive to consider the cyclical connectivity of the protonation states via single titration events. Such a cycle is shown for the four neutral and four singly-charged protonation states in Figure 4.7. Using the APBS results for T6-4T (FADH^-) shown in Table 4.2, and the expression \( \Delta G^o = -RT\ln K_a \), one can assign relative free energies separately to the neutral and the charged states. Setting the respective free energies of P2 and
P3 to zero, each four-membered cycle closes to within less than 1 pKₐ unit. The actual free energy values are therefore given as an average of the forward and reverse paths to a given state from P2 or P3, as appropriate.

The final calculated pKₐ values of the histidine residues are crucially dependent on the selection of the appropriate neutral reference state. In the analysis of Table 4-2, the neutral reference state was assigned as P2 on the basis of the reduce algorithm. This assignment is strongly supported by the molecular dynamics simulations as well as the neutral free energy cycle (Figure 4.7). Direct protonation of the P2 state can yield only P3 or P8, the former of which is shown to be favored by the pKₐ calculations (Table 4-2), the free energy cycle (Figure 4.7), and the molecular dynamics simulations (Figure 4.5). On this basis, the P2 to P3 titration event, which is documented in Table 4-2, would indeed appear to be the most relevant.

Interestingly, the P7 state is found to be slightly lower in energy than P3 by the free-energy cycle (Figure 4.7). P7 cannot arise directly from P2 and the two neutral states that could result in its direct formation (P1 and P4) are not likely to be competitive with P2 (Figure 4.5 and Figure 4.7). However, P7 could be formed from P3 through a proton transfer between the two Nε atoms of His369 and His 365 (see Figure 4.2). While our molecular dynamics calculations indicate that P7 would not be structurally stable on the ns time scale (especially for T6-4T - Figure 4.5), this result opens the intriguing possibility that the P7 state could be a viable intermediate in the repair mechanism, if protonation indeed plays a role.

Figure 4.7. Cyclical representation of the four neutral (rectangles) and four singly-charged (ovals) protonation states connected by single titration events. The APBS free energies (in kJ mol⁻¹), which are relative to P2 and P3, respectively, are shown for the case of T6-4T in the presence of FADH⁻. See also Table S3.
It has been established that the active site of the (6-4) photolyases, capable of repairing UV-induced lesions in DNA strands, contains two histidines (His365 and His 369 in *D. melanogaster*) and a tyrosine, which are key residues in catalysis. Based on the EPR/ENDOR study of the *Xenopus laevis* (6-4) photolyase, several proposed mechanisms assume that the two histidines act as an acid-base pair with His365 being the protonated residue. However, because the two histidines are relatively closely positioned in the active site, it may be expected to be difficult to resolve their protonation states by the use of the EPR-derived hyperfine couplings (hfcs). To investigate this phenomenon, we used the ONIOM QM/MM approach to calculate the relevant EPR hyperfine couplings for all 9 possible combinations (P1-P9) that two histidines with various protonation states can adopt. Surprisingly, all combinations resulted in hfcs in good agreement with the experimentally measured values. Under such circumstances, it seems difficult to make use of the EPR data as a definitive criterion for assigning the protonation states of the histidines.

In order to resolve the problem, we proceeded to explore the active site from both the energetic and structural points of view, for various oxidation states of the FAD cofactor and several available lesions. The energetics aspects of the system are reflected in calculations of the $pK_a$ values for the two histidines. The results based on the solution of the Poisson-Boltzmann equation, combined with the *reduce* algorithm, tend to favour an overall neutral state in the presence of the oxidized FAD cofactor, identifying the P2 state (HID-HIE) as the most relevant one. Introduction of the reduced cofactor (FADH$^-$) increases the $pK_a$ values of both histidines and, in selected cases, causes the $pK_a$ of His369 to exceed the reference pH of 7. In these cases, the state P3 (HID-HIP) emerges as the most likely combination. In this context, it is worth noting that the H++ procedure results in $pK_a$ values that are systematically higher than those from APBS, which are uniformly below 7. At the same time it is pertinent to recall that (6-4) photolyase exhibits strong pH dependence and reaches maximum activity around pH ~ 8. It is reasonable to expect that, under these conditions, the histidines would prefer a neutral state, even according to the higher $pK_a$ values obtained from H++.

Interestingly, the neutral P2 state (HID-HIE) also stands out from the structural point of view, as reflected in the results from molecular dynamics simulations. Of the neutral states, P2 exhibits the lowest structural deviations from all the experimentally-derived structures. The P2 state also exhibits generally low deviations from the crystal structures in the presence of the
reduced cofactor (FADH\(^{-}\)). This same HID-HIE combination is found to be unique in its ability to maintain the hydrogen bond network between the catalytic residues for all types of lesion, resulting in the lowest average triad deviations for all simulated systems (Figure 4.8). This is true irrespective of the oxidation state of the cofactor, including the FADH\(^{+}\) variant.
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**Figure 4.8** Average interatomic separations for H365N\(\varepsilon\)-H369N\(\varepsilon\) and H365N\(\varepsilon\)-LesO(N) (where LesO(N) represents the heavy atom of the hydroxyl or amino group of the T6-4T or T6-4C lesion, respectively) during 2 ns MD simulations of systems containing oxidized (FAD) and reduced (FADH\(^{-}\)) cofactors. The corresponding values in the T6-4T crystal structure are both equal to 2.8 Å. Results are presented for simulations containing T6-4T lesion (3CVU), T6-4C lesion (2WB2), and the N4-methyl T6-4C lesion (2WQ7). The T6-4C and N4-methyl T6-4C lesions come in their deprotonated (T6-4C, mT6-4C) and protonated (T6-4pC, mT6-4pC) forms.

According to the structural criterion, the best performing of the protonated states is P\(_3\) (HID-HIP). Although this state fails to keep the crystal structure arrangement in the presence of oxidized FAD, the inclusion of FADH\(^{-}\) significantly improves its ability to maintain the initial structure. Indeed, under these conditions, the P\(_3\) state shows a performance comparable to that of P\(_2\). Once again, there is an interesting correlation between the structural and energetic criteria, in the sense that the p\(K_a\)/reduce results also identified P\(_3\) to be the most likely of the protonated combinations. Analysis of a free energy cycle connecting eight of the protonation states further supports the appropriateness of P\(_2\) as the neutral reference state and
P3 as its relevant protonated counterpart. Interestingly, P7 is found to be associated with a free energy marginally lower than P3 and could thus participate in the repair mechanism, in so far as protonation does take place,

We find that the stability of the active site is intimately related to the stability of the resident hydrogen bond network. Once again, the P2 state is found to be the only combination capable of restoring the network after a disruptive fluctuation. It appears that the stability of the network may also be significantly affected by water molecules present in the active site. This is relevant in the context of a recent suggestion that a water molecule, hydrogen bonded to the OH group of the lesion and to Ne of His369, plays a significant role in the mechanism of the repair.9 This water has a high crystallographic B-factor.16

![Figure 4.9](https://example.com/figure4.9.png)

**Figure 4.9** Graphical representation of the most probable placements of water molecules surrounding the active site for selected protonation states from simulations of the T6-4T lesion (3CVU) with FADH*, obtained over the 2 ns production period. The probability is given in the form of a histogram of water molecules on a 3D grid, calculated with the ptraj module of the AMBER package and depicted in VMD using XPLOR density formatted files (wire) and pseudoatoms (spheres) as points defining most probable grid entries (> 50% of maximum value for the given system). The placements close to the hydroxyl group of the lesion in P2 and P3 are consistent with the pH-dependent water occupancy shown in Figure S4 of reference 16.

Its position is thus not well resolved and it might be quite dynamic. In our simulations, a number of water molecules surrounding the active site are found, often making a hydrogen bond with the OH group of the lesion. The “bridging” conformation, however, is rarely present. We have also observed that preservation of the crystal structure conformation tends to prevent the entrance of additional water molecules to the active site, while the disruption of the initial hydrogen bonding network is much more permissive in this respect. This effect can be seen in...
the radial distribution of water around key atoms involved in the active-site network and in plots of the water density in the active site (Figure 4.9). The states that remain closest to the crystal structures (P2 and P3) can also be classified as the “driest”, in that they are associated with less water in and around the active site than those states that diverge from the experimental reference (Figure 4.10).

Figure 4.10 Radial distribution function (RDF) of water molecules around the active site. RDF is calculated in respect to the selected atoms (His365: Ne and N8, His369: Ne and N8; T6-4T: OH) for period of 2 ns of free NVT dynamics in MD simulations of the (6-4) photolyase systems containing T6-4T lesion (3CVU), T6-4C lesion (3WB2), N4-methyl T6-4C lesion (3WQ7) and the repaired T-T dimer (3CVY). T6-4C and N4-methyl T6-4C lesions come in their deprotonated (T6-4C, mT6-4C) and protonated (T6-4pC, mT6-4pC) form, while the repaired T-T dimer base comes in the form of keto and enol tautomer (3’thymine). State P2 is represented with a thicker line in cyan.
The success of state P2 has been further confirmed in the set of simulations performed with the repaired DNA bound to the active site of the enzyme. We observe that the repaired DNA undergoes larger fluctuations and drifts away from the active site, especially when the keto tautomer is present. This is consistent with a recent study of product release,\textsuperscript{56} which suggested that restoration of the original bases occurs on a picosecond time scale, while the conformational changes leading towards product dissociation take place on the observed time scale of 50 μs.

In conclusion, it is useful to recall that the traditional view of the (6-4) photolyase enzymes has His365 as the protonated residue in the active site. In contrast, our systematic analysis of spectroscopic, structural and energetic aspects provides strong evidence that the P2 (HID-HIE) combination is the dominant protonation state for the His365 and His369 residues. We find that the presence of the reduced cofactor (FADH\textsuperscript{-}) endows His369 with a higher propensity to become protonated (HIP), although subsequent proton transfer to His365 is possible. However, considering the pH associated with maximum activity, it is quite likely that protonation does not play a role in the mechanism. With the proton distribution in the active site of (6-4) photolyase thus established, we may confidently focus our attention towards the characterization of a consistent mechanism for the lesion repair.
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In this thesis, different computational methods were applied to selected radical enzyme systems in order to describe their structure and functionality. Specifically, the systems under investigations were pyruvate formate-lyase (PFL), a glycy radical enzyme that plays a key role in glucose metabolism in many microorganisms under anaerobic conditions, and (6-4) photolyase, a light-dependent enzyme capable of repairing the DNA lesions formed upon exposure to UV radiation.

PFL uses a two-step radical mechanism to catalyse the reversible CoA-dependent conversion of pyruvate into formate and acetyl-CoA. The radical is introduced into PFL by abstracting the hydrogen atom from a glycine residue by the corresponding activating enzyme. The radical is then shuttled to catalytic cysteine residues. The cysteinyl radical undergoes addition reaction with the pyruvate to produce formate and the acetylated enzyme at the cysteine site. The electron density changes that take place as the reaction occurs require the use of QM methods, which are only applicable to small systems (~100 atoms) and not entire enzymes. One of the strategies devised to address this issue is building of tractable models that represent the active site of chosen enzyme. In this study, we used three different small model systems and highly accurate QM techniques to describe the mechanism of PFL and demonstrate the influence of model design on the calculated potential energy surfaces. An additional goal was to provide a proper description of salt-bridge interactions in small-model treatments and a sound recommendation for truncation of arginine-bound carboxylate motifs. In this respect, the usage of neutral model with proton in syn position is the optimal choice.

An alternative to the small-model approach of enzyme catalyzed reactions involves a multiscale approach, in which the system is partitioned into regions that can be treated with methods of varying sophistication. Hence, it is possible to define a subsystem that contains the active site and use expensive QM methods to describe chemical reactions, while the rest of the system is treated with a lower level of theory. In the case of enzyme catalyzed reactions, it is common to describe the non-reacting part of the system with classical molecular mechanics (MM), which employs an empirical force fields to describe the interactions between atoms. The hybrid or multi-scale combination of these two approaches is known as QM/MM and it allows the incorporation of the effect of the environment on the chemical reaction, which is of
crucial importance in catalysis. To verify the reliability of this approach before applying it to large systems, we performed a validation study using small models relevant to the PFL-catalyzed reactions. Specifically, we carefully compared the QM/MM results with those obtained with pure QM calculations and the agreement between two approaches was impressive, confirming the accuracy of ONIOM[G3(MP2)RAD] method and justifying its use in further research involving large enzyme models. In addition, alternative mechanisms of PFL were investigated, as well as the inhibition that is triggered by the binding of oxamate, an isosteric and chemically inert analogue of substrate pyruvate, to the active site. A high energy pathway of the reaction involving oxamate was found to be a likely explanation for the inhibition, and alternative mechanisms of action for PFL were discarded on the same basis.

In parallel with the small model studies, a series of molecular dynamics simulations was carried out to investigate potential entrance pathways of CoA from the protein surface to the buried active site, in order for the second half-reaction to take place. This technique uses the aforementioned empirical MM force fields and propagates the system forward in time using classical equations of motion. Trajectories obtained in this way can provide statistical data to compute various structural, dynamic and thermodynamic properties. We used extensive MD simulations in combination with variety of state-of-the-art techniques for free energy calculation to identify crucial conformational changes that could lead to channel opening. To examine the potential coupling of the channel opening with the chemical reaction in the active site, monomeric and dimeric models of the PFL system before and after pyruvate cleaveage were used. The free dynamics simulations resulted with the channel opening in a dimeric model representing the system after the first half-reaction. The performed free energy calculations provide additional support to the statement that the approach of CoA to the active site is mitigated by the pyruvate cleavage. A successful acetylation of PFL at Cys.418 might serve as a signal that the system is ready for the subsequent reaction with the second substrate, CoA, and set the conformational changes into motion. However, additional studies are required to fully resolve this issue.

The free energy methods applied on the PFL system included umbrella sampling technique on the monomeric systems and a series of steered MD simulations on all the models used. The free energy estimators used to extract PMF from the data collected during the umbrella sampling (WHAM, UI, MBAR) all give almost identical result. The results obtained with the steered MD simulations exhibit a high dependency on the initial conformations and the switching rate. A large number of the pulling experiments is required to collect sufficient
amount of data, but it is also important to define an appropriate switching speed that would allow system to sample the optimal pathways.

The other system investigated in this thesis is (6-4) photolyase, a light-dependent enzyme capable of repairing the pyrimidine-pyrimidone photoprodut or (6-4) lesions in DNA. (6-4) lesions are formed by dimerization of two adjacent pyrimidine bases in DNA upon the exposure to UV light. The repair requires reduced FADH$^-$ and visible light for catalysis and the mechanism of (6-4) photolyase is still under debate. What is clear is that two highly conserved active site histidines (His365 and His369) have been identified as key residues in catalysis, most likely acting as an acid-base pair. Therefore, the unravelling of (6-4) photolyase mechanism is tightly connected to the knowledge of the correct protonation states of these two histidines. It is even more important when it comes to molecular modelling, where protonation states are generally predefined in the given model. Due to the fact that neutral histidine can exist in two tautomeric forms, or it can be fully protonated, there are three possible states for each histidine, resulting with nine combinations in which the protons can be distributed among two histidine residues.

On the basis of an EPR/ENDOR study it has been widely accepted that His365 is protonated (acid), while His369 is neutral (base). Our own investigations revealed that the complex hydrogen bonding network in the active site could allow other protonation combinations, none of which could be easily discarded on the basis of structural or intuitive criteria. To systematically address this issue, we used a combination of various computational tools to explore all nine possibilities. We began with QM/MM calculations of the EPR coupling constants. While we obtained good agreement with the experimental values, we found that the spectroscopic coupling constants were not overly sensitive to the protonation states of the histidines and thus cannot be used reliably to assign them. Subsequently, we evaluated the pK$_a$ values of the histidine residues, using a continuum electrostatic solvation model (Poisson-Boltzmann equation), and performed MD simulations to examine the structural stability of different protonation states under varying conditions. The combination of the complementary approaches was found to strongly support the statement that both histidines are most likely to be neutral, with a higher probability of protonation attributed to His369.

All the results presented in this thesis provide a powerful illustration to the versatility of issues that can be addressed by molecular modelling. Of course, the limitations exist in every approach, but the example of (6-4) photolyase shows nicely how different techniques can act in a complementary fashion, each providing a piece to successfully solve the puzzle.
Considering the fact that computers still follow Moore’s law and become more powerful every year, together with the amazing advances in computational techniques that have been made by employing GPU units, it is reasonable to assume that molecular modelling will become irreplaceable part of many scientific endeavours. After all, it is a rather young discipline – and its best is yet to come.
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