Laser welding, selective laser melting, and wire-based laser metal deposition are joining or additive manufacturing technologies in which a metal is melted by a laser beam. Inappropriate process parameters can lead to defects such as humping or balling, which degrade the mechanical properties of the weld or the manufactured part. In this work, the laser melting process of titanium is investigated by three-dimensional numerical simulations using the Smoothed Particle Hydrodynamics method. The absorption of laser light by the material surface and the emerging vapor is determined using a ray tracing technique. Numerical and mathematical models are developed to predict the interfacial tension and optical properties of titanium. The numerical model is validated with theory and experiments. Among others, single-line laser tracks on titanium have been simulated and compared with experiments. It is shown that the optical properties of titanium used in the experiments differ significantly from atomically clean titanium. Surface roughness, oxidation, or chemical impurities decrease the reflectivity of the titanium surface compared to atomically clean titanium. By assuming an “aged” surface, quantitative agreement between simulation and experiments can be achieved for a wide range of laser parameters. Furthermore, the numerical tool is used to study the homologous wetting of molten titanium with its solid phase. It is shown that the wetting forces affect the geometry of the resolidified melt. High-temperature gradients at the solid-liquid phase interface lead to weak wetting forces, thus promoting the humping phenomenon. Finally, wire-based laser welding of titanium in zero gravity and selective laser melting of polydisperse titanium powder are investigated using the developed model.
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Abstract

The ability to generate high-energy radiation has made lasers an essential tool in metal processing. Laser welding, selective laser melting, or wire-based laser metal deposition represent joining or additive manufacturing technologies that employ the high material heating rates produced by focused laser beams. Inappropriate processing parameters may lead to material defects that deteriorate the mechanical properties of the weld or the manufactured part. To some extent, this is caused by a lacking understanding of the influence of the process parameters on the governing physical effects in laser-metal processing.

This work presents a three-dimensional numerical model based on the Incompressible Smoothed Particle Hydrodynamics method, which describes heat transfer, phase transitions, and liquid flow simultaneously. The method is embedded into a research software that can be executed on high-performance computers. To reduce the computational cost of the method, the gas phase is not explicitly modeled by particles. Instead, appropriate boundary conditions are applied at free surfaces. To enforce the impermeability of walls, the pressure Poisson equation is modified for particles representing the wall. Subsequently, the velocity field obtained in a plane Poiseuille flow problem is validated against theory.

The interaction of laser radiation with an arbitrarily shaped material surface is modeled using ray tracing, where the laser beam is discretized into many energy portions. The power reflectance of the material surface irradiated by the laser is evaluated using Fresnel equations.

In this work the laser melting process of titanium surrounded by an argon shielding gas is investigated. Due to large the variance in the optical properties of titanium reported in the literature, clean and aged titanium surfaces are distinguished in this work. Surface aging leads to a significantly reduced reflectivity of the material surface for electromagnetic radiation, which can be attributed to oxide layers, contamination, or roughening. The effective absorbance of a monodisperse and a polydisperse titanium powder bed surrounded by an argon gas at atmospheric pressure is investigated by considering temperature-dependent material properties. It is found that the absorbed laser power by the titanium powder beds increases significantly with increasing temperature. Furthermore, the measured absorbance of aged titanium surfaces is greater than for clean titanium surfaces at all investigated temperatures. In addition, the absorbed laser power is measured as a function
Abstract

of the propagation depth into a monodisperse and polydisperse titanium powder.

Moreover, this work presents two approaches to model surface tension at free surfaces in Smoothed Particle Hydrodynamics. The first model applies a Young-Laplace pressure boundary condition at the liquid-gas interface. This approach is validated for a range of notoriously difficult test cases and is used to simulate the separation of a liquid cylinder into several drops due to the Plateau-Rayleigh instability. The second approach adapts the continuum surface force model for the application at free surfaces. In addition, an approach to model wetting forces at free surfaces is presented. The robustness and accuracy of the method are shown in several test cases ranging from droplet oscillations and wetting of solids under gravity to thermocapillary flow in a cavity caused by a temperature gradient.

In the central part of this work, the laser melting of titanium surrounded by argon at atmospheric pressure is investigated. For this reason, the absorption of laser radiation in the emerging metal vapor due to evaporation is modeled by reducing the power carried by a ray in the ray tracing algorithm as a function of the evaporation coefficient given by the employed evaporation model. Furthermore, the recoil pressure due to rapid evaporation is modeled as a Dirichlet boundary condition. The effective heat capacity, which includes the latent heat of melting or crystallization in this work, restricts the utilized numerical time step. For this reason, a linear controller adjusts the thermal numerical time step used to solve the energy equation as a function of the heating and cooling rates of the material. Using the small thermal time step, the energy equation is solved multiple times in each numerical time step.

In a series of simulations of single-line laser tracks on titanium metal sheets, the influence of the material’s optical properties, laser process parameters, and the emerging vapor on the weld geometry is investigated. The simulated results are compared to experimental measurements provided by the Institute of Photonic Technologies at the Friedrich-Alexander-Universität Erlangen-Nürnberg. In these simulations, a good agreement with the experimentally measured weld shapes is obtained when assuming an aged titanium surface and utilizing process parameters that do not lead to evaporation. Strong fluctuations of the weld geometry can be seen in the experiments with increasing laser intensity and decreasing scanning velocity, which may be caused by phenomena linked to the evaporation process. The simulated weld cross sections agree well with the experiments when accounting for the absorption of laser radiation in the emerging metal vapor. Furthermore, the influence of the wetting force on the welding seam geometry is investigated. High wetting
force at the three-phase contact line leads to a depression along the scan line of the laser, whereas a low wetting force leads to irregular welding seams. By comparing the simulation results with the experiments, the wetting forces are iteratively adjusted for various laser parameters to achieve good agreement of the weld shapes. It is found that the wetting force in laser melting processes can be related to the Stefan number, measured in the melt in the vicinity of the solid-liquid interface. Increasing laser intensity and scanning velocity lead to increasing Stefan numbers and decreasing wetting force, which provokes the humping phenomenon.

In addition, the applicability of wire-based laser metal deposition of titanium in argon atmosphere and in zero-gravity is investigated. It is shown that the absence of gravity has a positive effect on the stability of the formed liquid bridge and, therefore, improves the continuous deposition of molten metal. Finally, the selective laser melting process of a polydisperse titanium powder bed is investigated. The complex morphology of the powder represents a limitation for the presented surface tension model due to erroneous curvature computation. For this reason, surface tension is modeled using pairwise forces among particles in this scenario. It can be seen that the melt coalesces and flows in the same direction as the laser beam, creating a depression in the solidified material behind the laser beam. This behavior may be attributed to the balling phenomenon which should be investigated in conjunction with a comparison of available surface tension models in future work.
Kurzfassung


In dieser Arbeit wird ein dreidimensionales numerisches Modell vorgestellt, was auf der Methode Incompressible Smoothed Particle Hydrodynamics basiert, und gleichzeitig die Wärmeübertragung, Phasenübergänge und Flüssigkeitsströmung beschreiben kann. Die Methode ist in eine für Hochleistungscomputersysteme optimierte Forschungssoftware implementiert. Um die Rechenzeit zu senken, wird die Gasphase nicht explizit durch Partikel modelliert. Stattdessen werden geeignete Randbedingungen an freien Oberflächen angewendet. Um die Impermeabilität der Wände zu gewährleisten, wird die Poisson-Gleichung für Wand-Partikel modifiziert. Anschließend wird das Strömungsprofil einer Flüssigkeit zwischen zwei stationären Wänden mithilfe einer analytischen Lösung validiert.


vii


In einer Reihe von Simulationen von geradlinigen Laserspuren auf Titanblechen wird der Einfluss der Oberflächeneigenschaften des Materials, der Laserprozessparameter und des entstehenden Dampfes auf die Schweissgeometrie untersucht. Die simulierten Ergebnisse werden mit experimentellen
Messergebnissen verglichen, die vom Institut für Photonische Technologien der Friedrich-Alexander-Universität Erlangen-Nürnberg bereitgestellt wurden.


was in zukünftigen Arbeiten neben einem Vergleich der verfügbaren Oberflächenspannungsmodelle untersucht werden sollte.
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## Nomenclature

In the following, the nomenclature is introduced. Some variables are not explicitly shown in this list but can be composed of the symbol and the corresponding sub- or superscript. Curve fitting parameters, substitutions used to simplify the handling of long mathematical expressions, or variables used only once are excluded from this list.

### Latin symbols

- \( a \) acceleration vector
- \( A \) surface area
- \( A_{\text{ray}} \) cross-sectional area of a single ray
- \( B \) base radius of a spherical cap
- \( B \) magnetic field vector
- \( c \) speed of sound
- \( c_p \) specific heat capacity at constant pressure
- \( \tilde{c}_p \) effective heat capacity at constant pressure
- \( c_p^{\alpha}, c_p^{\beta}, c_p^1 \) specific heat capacity of \( \alpha-, \beta-, \) or liquid titanium
- \( c_p^{\alpha\beta}, c_p^{\beta\overline{\beta}} \) mean specific heat capacity at crystallization temperature between \( \alpha- \) and \( \beta- \) phase; mean specific heat capacity at melting temperature between \( \beta- \) and liquid phase
- \( c_p^{\alpha}, c_p^{\alpha\beta}, c_p^{\alpha\beta\overline{\beta}}, c_p^{\alpha\beta\overline{\beta}} \) contributions to molar heat capacity of \( \alpha- \)titanium; Debye (D), Hoch (H) and exponential (E)
- \( d \) number of dimensions
- \( d_{\text{sl}} \) normal distance of a liquid SPH particles to the closest solid SPH particle
- \( d^N \) distance between triangle vertex and the intersection point of a ray with the same triangle
- \( D \) depth or diameter
- \( D \) displacement of electrons
- \( D(\bar{x}) \) Debye function
- \( D_{\text{th}} \) thermal diffusivity
- \( E_A \) energy density
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{E}$</td>
<td>electric field vector</td>
</tr>
<tr>
<td>$\mathbf{E}_0$</td>
<td>amplitude vector of the electric field</td>
</tr>
<tr>
<td>$\mathbf{E}<em>{\text{ray}}, \hat{\mathbf{E}}</em>{\text{ray}}$</td>
<td>electric field vector and normalized electric field vector of a ray in the ray tracing algorithm</td>
</tr>
<tr>
<td>$\mathbf{f}$</td>
<td>acceleration vector</td>
</tr>
<tr>
<td>$F_{ab}$</td>
<td>function including the gradient of the kernel function for a particle pair $a$ and $b$</td>
</tr>
<tr>
<td>$F^-$</td>
<td>dimensionless function accounting for particle collisions within the Knudsen layer</td>
</tr>
<tr>
<td>$g$</td>
<td>body acceleration</td>
</tr>
<tr>
<td>$G$</td>
<td>Green's function</td>
</tr>
<tr>
<td>$\tilde{G}$</td>
<td>Fourier transform of Green's function</td>
</tr>
<tr>
<td>$\mathbf{G}$</td>
<td>tensor made up from Cartesian basis vectors</td>
</tr>
<tr>
<td>$h$</td>
<td>smoothing length</td>
</tr>
<tr>
<td>$h_T$</td>
<td>smoothing length of a one-dimensional kernel function defined in the temperature domain</td>
</tr>
<tr>
<td>$h_{\text{cryst}}, \tilde{h}_{\text{cryst}}$</td>
<td>specific enthalpy of crystallization and smoothed specific enthalpy of crystallization</td>
</tr>
<tr>
<td>$h_m, \tilde{h}_m$</td>
<td>specific enthalpy of melting and smoothed specific enthalpy of melting</td>
</tr>
<tr>
<td>$h_{\text{vap}}$</td>
<td>specific enthalpy of vaporization</td>
</tr>
<tr>
<td>$h_{\text{vap},0}$</td>
<td>specific enthalpy of vaporization at absolute zero temperature</td>
</tr>
<tr>
<td>$H$</td>
<td>height</td>
</tr>
<tr>
<td>$i$</td>
<td>imaginary unit</td>
</tr>
<tr>
<td>$I$</td>
<td>intensity</td>
</tr>
<tr>
<td>$\mathbf{I}$</td>
<td>unity matrix</td>
</tr>
<tr>
<td>$j^+, j^-$</td>
<td>fluxes of evaporating (+) and condensing (−) particles</td>
</tr>
<tr>
<td>$j^\text{net}$</td>
<td>net evaporation flux</td>
</tr>
<tr>
<td>$k$</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>$k_\lambda$</td>
<td>angular wave number</td>
</tr>
<tr>
<td>$\mathbf{k}$</td>
<td>spatial frequency vector</td>
</tr>
<tr>
<td>$\mathbf{k}_{\text{ray}}$</td>
<td>propagation direction of a ray in the ray tracing algorithm</td>
</tr>
</tbody>
</table>
\( K^s, K^l \) constant necessary to estimate the electron-phonon collision frequency of a solid (s) or liquid (l) metal

\( K, K' \) curvature tensor in Euclidean or tangent space

\( L \) length

\( \mathcal{L} \) linear differential operator

\( L \) normalization tensor

\( L_B \) tensor containing tangent basis vectors

\( m \) mass

\( m_A \) atomic mass

\( m^*_e \) effective electron mass

\( \dot{m}_{\text{vap}} \) evaporation mass flux

\( M \) molar mass

\( M^2 \) beam quality factor

\( \text{Ma}_\text{Kn} \) flow Mach number at outer side of Knudsen layer

\( \tilde{n} \) complex refractive index, \( \tilde{n} = n_1 + i n_2 \)

\( n \) ratio of the complex refractive indices of two adjacent phases (1) and (2), \( n = \tilde{n}^{(1)} / \tilde{n}^{(2)} \)

\( n, \tilde{n} \) normal and smoothed normal vector

\( \hat{n}, \tilde{n} \) normalized normal and normalized smoothed normal vector

\( n_e \) number of electrons per unit volume

\( N_{\text{ints}} \) total number of ray intersections with a single triangle

\( n_{\text{ray}} \) number of rays that statistically hit a single triangle made up from SPH particles

\( N_{\text{SPH}} \) total number of SPH particles

\( N_{\text{SPH}}^l \) total number of liquid SPH particles

\( n_{\text{tr}} \) integer representing the time interval at which the surface mesh is computed

\( N_{\text{ray}} \) total number of rays used to discretize the laser beam

\( p \) pressure

\( p_a \) ambient pressure

\( p_{\text{amb}} \) ambient background pressure in SPH simulations, typically set to \( p_{\text{amb}} = 0 \text{ Pa} \)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{Kn}$</td>
<td>pressure at the ambient side of the Knudsen layer</td>
</tr>
<tr>
<td>$p_o$</td>
<td>external pressure that acts on SPH particles located in the vicinity of a free boundary</td>
</tr>
<tr>
<td>$p_{recoil}, \tilde{p}_{recoil}$</td>
<td>recoil pressure and smoothed recoil pressure</td>
</tr>
<tr>
<td>$p_s$</td>
<td>saturated vapor pressure</td>
</tr>
<tr>
<td>$P$</td>
<td>power</td>
</tr>
<tr>
<td>$P$</td>
<td>polarization density</td>
</tr>
<tr>
<td>$P_0$</td>
<td>total laser power</td>
</tr>
<tr>
<td>$P_2$</td>
<td>second degree Legendre polynomial</td>
</tr>
<tr>
<td>$P_{ray}$</td>
<td>laser power carried by a single ray in the ray tracing algorithm</td>
</tr>
<tr>
<td>$\dot{q}_l$</td>
<td>heat flux density due to laser radiation</td>
</tr>
<tr>
<td>$\dot{q}_{l,ray}$</td>
<td>heat flux density due to laser radiation modeled with the ray tracing algorithm</td>
</tr>
<tr>
<td>$\dot{q}_r$</td>
<td>heat flux density due to thermal radiation</td>
</tr>
<tr>
<td>$q_T$</td>
<td>temperature difference between the temperature of an SPH particle and the crystallization or melting temperature</td>
</tr>
<tr>
<td>$\dot{q}_{vap}$</td>
<td>volumetric heat flux density due to evaporation</td>
</tr>
<tr>
<td>$r$</td>
<td>radius or radial distance</td>
</tr>
<tr>
<td>$r'$</td>
<td>position in the neighborhood of $r$</td>
</tr>
<tr>
<td>$r^*$</td>
<td>intermediate position</td>
</tr>
<tr>
<td>$r_0$</td>
<td>initial or equilibrium radius</td>
</tr>
<tr>
<td>$r_{ab}$</td>
<td>Euclidean distance between particles $a$ and $b$</td>
</tr>
<tr>
<td>$r_{ab}$</td>
<td>displacement between particles $a$ and $b$</td>
</tr>
<tr>
<td>$r_{max}$</td>
<td>SPH kernel radius</td>
</tr>
<tr>
<td>$r_{ray}$</td>
<td>radial distance of a ray to the laser beam axis</td>
</tr>
<tr>
<td>$r_{ray,0}$</td>
<td>radius of the ray-initialization area</td>
</tr>
<tr>
<td>$R$</td>
<td>reflectivity of an interface for electromagnetic radiation</td>
</tr>
<tr>
<td>$R_{g,sp}$</td>
<td>specific gas constant</td>
</tr>
<tr>
<td>$S$</td>
<td>Shepard filter</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>----------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$S(0)$</td>
<td>long wavelength limit of the liquid structure factor</td>
</tr>
<tr>
<td>$S_d$</td>
<td>Heat kernel in $d$ spatial dimensions</td>
</tr>
<tr>
<td>$S_{Kn}$</td>
<td>dimensionless velocity at outer edge of Knudsen layer</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$\mathbf{t}, \tilde{t}$</td>
<td>tangent and smoothed tangent vector</td>
</tr>
<tr>
<td>$\hat{\mathbf{t}}, \hat{\tilde{t}}$</td>
<td>normalized tangent and normalized smoothed tangent vector</td>
</tr>
<tr>
<td>$\mathbf{T}$</td>
<td>metric used for changing the bases of the coordinate system</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$T_0$</td>
<td>reference or ambient temperature</td>
</tr>
<tr>
<td>$T_{\text{boil}}$</td>
<td>boiling temperature at standard atmospheric pressure</td>
</tr>
<tr>
<td>$T_{\text{crit}}$</td>
<td>critical temperature</td>
</tr>
<tr>
<td>$T_{\text{cryst}}$</td>
<td>crystallization temperature</td>
</tr>
<tr>
<td>$T_{Kn}$</td>
<td>temperature at the ambient side of the Knudsen layer</td>
</tr>
<tr>
<td>$T^l$</td>
<td>mean temperature of liquid SPH particles in the vicinity of the solid-liquid interface</td>
</tr>
<tr>
<td>$T_m$</td>
<td>melting temperature</td>
</tr>
<tr>
<td>$T_{\text{osc}}$</td>
<td>time for one oscillation, period</td>
</tr>
<tr>
<td>$T_s$</td>
<td>surface temperature defined at the vapor side of the condensed phase boundary</td>
</tr>
<tr>
<td>$T_t$</td>
<td>target temperature</td>
</tr>
<tr>
<td>$T_v$</td>
<td>temperature at which a mass element is completely evaporated</td>
</tr>
<tr>
<td>$u$</td>
<td>scalar velocity</td>
</tr>
<tr>
<td>$\mathbf{u}, \mathbf{\tilde{u}}$</td>
<td>velocity vector and smoothed velocity vector</td>
</tr>
<tr>
<td>$\mathbf{u}^*$</td>
<td>intermediate velocity</td>
</tr>
<tr>
<td>$\mathbf{u}_0$</td>
<td>smoothed velocity vector</td>
</tr>
<tr>
<td>$u_0$</td>
<td>initial velocity magnitude</td>
</tr>
<tr>
<td>$u_{\text{128}}$</td>
<td>uniformly distributed random number $\in [0, 1]$ obtained by the xorshift128 algorithm</td>
</tr>
<tr>
<td>$u_{\text{feed}}$</td>
<td>magnitude of the wire-feed velocity</td>
</tr>
<tr>
<td>$\bar{u}_{\text{feed}}$</td>
<td>temporal averaged magnitude of the wire-feed velocity</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$u_{\text{feed, max}}$</td>
<td>maximum permitted magnitude of the wire-feed velocity</td>
</tr>
<tr>
<td>$u_{Kn}$</td>
<td>vapor velocity at outer side of Knudsen layer</td>
</tr>
<tr>
<td>$u_l$</td>
<td>magnitude of the laser scanning velocity</td>
</tr>
<tr>
<td>$\mathbf{u}_l$</td>
<td>laser scanning velocity vector</td>
</tr>
<tr>
<td>$u_s$</td>
<td>spreading velocity of a liquid on a solid substrate</td>
</tr>
<tr>
<td>$\mathbf{u}<em>{\text{wire}}, \hat{\mathbf{u}}</em>{\text{wire}}$</td>
<td>velocity vector and normalized velocity vector of the wire in LMD-w</td>
</tr>
<tr>
<td>$U$</td>
<td>characteristic velocity</td>
</tr>
<tr>
<td>$V$</td>
<td>volume</td>
</tr>
<tr>
<td>$w$</td>
<td>mass fraction</td>
</tr>
<tr>
<td>$w_0$</td>
<td>beam waist radius of a Gaussian laser beam</td>
</tr>
<tr>
<td>$w(z)$</td>
<td>beam radius of a Gaussian laser beam</td>
</tr>
<tr>
<td>$W$</td>
<td>SPH kernel function</td>
</tr>
<tr>
<td>$\mathbf{x}$</td>
<td>Cartesian coordinates, $\mathbf{x} = (x, y, z)$</td>
</tr>
<tr>
<td>$\bar{x}, \bar{y}$</td>
<td>integration variables</td>
</tr>
<tr>
<td>$z_{\text{control}}$</td>
<td>desired $z$-position of the wire tip adjusted by a linear controller</td>
</tr>
<tr>
<td>$z_e$</td>
<td>number of valence electrons</td>
</tr>
<tr>
<td>$z_{\text{wire,min}}$</td>
<td>lowest $z$-position of the wire tip</td>
</tr>
</tbody>
</table>

**Greek letters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>absorption coefficient</td>
</tr>
<tr>
<td>$\alpha_K$</td>
<td>SPH kernel normalization factor for $d$ dimensions</td>
</tr>
<tr>
<td>$\beta$</td>
<td>SPH penalty term at free boundaries</td>
</tr>
<tr>
<td>$\beta^-$</td>
<td>dimensionless function accounting for particle collisions</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>specific heat ratio or surface energy</td>
</tr>
<tr>
<td>$\gamma_{\perp}$</td>
<td>fraction of the normalized electric field oriented perpendicular to the plane of incidence</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>collision frequency</td>
</tr>
<tr>
<td>$\Gamma^l, \Gamma^s$</td>
<td>electron-phonon collision frequency of the liquid (l) or solid (s) phase</td>
</tr>
</tbody>
</table>
\( \delta \) Dirac delta function

\( \delta_s \) surface delta function

\( \delta_p \) penetration depth of electromagnetic radiation

\( \Delta p_{\text{recoil}} \) pressure difference between recoil and ambient pressure

\( \Delta \tilde{p}_{\text{recoil}} \) smoothed pressure difference between recoil and ambient pressure

\( \Delta t \) numerical time step

\( \Delta T \) half of the temperature domain in which the latent heat of a phase transition is released or absorbed

\( \Delta p_{\text{YL}}, \Delta p'_{\text{YL}} \) Young-Laplace pressure difference and scaled Young-Laplace pressure difference

\( \Delta x \) initial SPH particle spacing on a rectangular lattice

\( \epsilon \) permittivity

\( \epsilon_r \) complex relative permittivity, \( \epsilon_r = \epsilon_{r, 1} + i \epsilon_{r, 2} \)

\( \epsilon_n \) threshold used to discard erroneous surface normal vectors

\( \epsilon_{\text{th}} \) thermal emissivity

\( \eta \) dynamic viscosity

\( \theta_{\text{ray}} \) orientation of a unit vector in a circle; used in the ray tracing algorithm

\( \theta \) angle between a ray and the surface normal

\( \Theta_\infty \) equilibrium contact angle

\( \Theta_a \) apparent dynamic contact angle

\( \Theta_D \) Debye temperature

\( \Theta_H \) Heaviside step function

\( \Theta_{\text{PY}} \) Percus-Yevick temperature

\( \Theta_s \) contact angle of dynamic solidification front

\( \bar{\kappa} \) mean curvature

\( \kappa_1, \kappa_2 \) principal radii of curvature

\( \zeta \) ratio of the number of triangle vertices (SPH particles) which represent the optical properties of aged titanium to the number of vertices that represent the optical properties of clean titanium
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>wavelength of light</td>
</tr>
<tr>
<td>$\nu$</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
</tr>
<tr>
<td>$\rho_e$</td>
<td>electric resistivity</td>
</tr>
<tr>
<td>$\rho_{Kn}$</td>
<td>density at ambient side of Knudsen layer</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>density at vapor side of condensed phase boundary</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>surface tension coefficient</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Cauchy stress tensor</td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>electric conductivity</td>
</tr>
<tr>
<td>$\tau$</td>
<td>deviatoric stress tensor</td>
</tr>
<tr>
<td>$\phi$</td>
<td>evaporation coefficient</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>physical quantity</td>
</tr>
<tr>
<td>$\chi$</td>
<td>electric susceptibility</td>
</tr>
<tr>
<td>$\psi(z)$</td>
<td>Gouy phase</td>
</tr>
<tr>
<td>$\omega$</td>
<td>angular frequency</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>angular resonance frequency</td>
</tr>
<tr>
<td>$\omega_p$</td>
<td>plasma frequency</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>domain which includes all SPH particles</td>
</tr>
<tr>
<td>$\Omega^l$</td>
<td>domain which includes only liquid SPH particles</td>
</tr>
<tr>
<td>$\Omega_r$</td>
<td>domain centered at $r$</td>
</tr>
<tr>
<td>$\Omega^s$</td>
<td>domain which includes only solid SPH particles</td>
</tr>
<tr>
<td>$\Omega^{sig}$</td>
<td>domain which includes SPH particles that are located in the vicinity of the three-phase contact line</td>
</tr>
<tr>
<td>$\Omega^v$</td>
<td>domain which includes only interfacial SPH particles</td>
</tr>
<tr>
<td>$\Omega^w$</td>
<td>domain which includes only wall SPH particles</td>
</tr>
</tbody>
</table>
Nomenclature

Subscripts

0 property defined at reference conditions

∞ equilibrium condition

η property related to viscosity

σ property related to surface tension

a central SPH particle whose property is evaluated using kernel weighting

a property defined in the ambient, undisturbed gas

aged property related to an oxidized, contaminated or rough titanium surface

a_b evaluation for an SPH particle pair a and b

b neighboring SPH particle of the central particle a

boil property related to boiling point

clean property related to atomically clean titanium surface

crit property related to critical point

cryst property related to crystallization point

g property related to body accelerations

i property of incident electromagnetic radiation

in property on the liquid side of a liquid-gas interface

Kn Knudsen; related to the ambient side of the Knudsen layer

m related to melting point

max upper limit of a quantity

min lower limit of a quantity

o property defined on the ambient side of a free surface

other originating from other forces

p property related to pressure

r property of reflected electromagnetic radiation

ray property related to a ray in the ray tracing algorithm

s property defined at the vapor side of the evaporating surface

t property of transmitted electromagnetic radiation
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>th</td>
<td>thermal</td>
</tr>
<tr>
<td>tr</td>
<td>property of a triangle</td>
</tr>
<tr>
<td>v</td>
<td>related to vapor phase</td>
</tr>
<tr>
<td>vap</td>
<td>property of the vapor</td>
</tr>
<tr>
<td>wire</td>
<td>property related to the wire in LMD-w</td>
</tr>
<tr>
<td>x, y, z</td>
<td>vector oriented in x-, y- or z-direction in Euclidean space</td>
</tr>
</tbody>
</table>

### Superscripts

- $\perp$: perpendicular
- $\parallel$: parallel
- $\ast$: intermediate property in time
- 1D, 3D: defined in one (1D) or three spatial dimensions (3D)
- $\alpha$: related to $\alpha$-phase of titanium
- $\beta$: related to $\beta$-phase of titanium
- $\alpha\beta$: related to crystallization temperature of titanium
- $\beta l$: related to melting temperature of titanium
- aged: oxidized, polluted or rough titanium surface
- anl: analytical value
- b: SPH approximation requiring full neighbor particle support
- c: SPH approximation applicable to free boundaries
- d: spatial dimensions
- l: property related to liquid phase
- lg: property at liquid-gas interface
- n: discrete time in multiples of the numerical time step
- other: other contributions to the momentum balance
- pf: related to pairwise forces between SPH particles
- s: property related to solid phase
- sf: property at the solid-fluid interface
- sg: property at the solid-gas interface
- v: property of an interfacial SPH particle
Nomenclature

w \quad \text{wall}

T \quad \text{transpose of a tensor}

Dimensionless numbers

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Dimensionless number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bo</td>
<td>Bond number = \frac{\text{gravitational force}}{\text{capillary force}}</td>
</tr>
<tr>
<td>Ca</td>
<td>capillary number = \frac{\text{viscous force}}{\text{capillary force}}</td>
</tr>
<tr>
<td>Fr</td>
<td>Froude number = \frac{\text{inertial force}}{\text{gravitational force}}</td>
</tr>
<tr>
<td>Pe</td>
<td>Péclet number = \frac{\text{convective transport rate}}{\text{diffusive mass transport rate}}</td>
</tr>
<tr>
<td>\Re</td>
<td>Reynolds number = \frac{\text{convective transport rate}}{\text{diffusive momentum transport rate}}</td>
</tr>
<tr>
<td>St</td>
<td>Stefan number = \frac{\text{sensible heat}}{\text{latent heat}}</td>
</tr>
<tr>
<td>\overline{St}</td>
<td>mean Stefan number</td>
</tr>
<tr>
<td>We</td>
<td>Weber number = \frac{\text{inertial force}}{\text{surface tension force}}</td>
</tr>
</tbody>
</table>

Constants

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_0)</td>
<td>speed of light in vacuum (299.793 \cdot 10^6 \text{ m s}^{-1})</td>
</tr>
<tr>
<td>(e)</td>
<td>Euler number (2.7183)</td>
</tr>
<tr>
<td>(\hbar)</td>
<td>reduced Planck constant (1.05 \cdot 10^{-34} \text{ J s})</td>
</tr>
<tr>
<td>(k_B)</td>
<td>Boltzmann constant (1.38 \cdot 10^{-23} \text{ J K}^{-1})</td>
</tr>
<tr>
<td>(L_{e,0})</td>
<td>Lorenz number (2.45 \cdot 10^{-8} \text{ W} \Omega \text{ K}^{-2})</td>
</tr>
<tr>
<td>(m_e)</td>
<td>mass of an electron (9.109 \cdot 10^{-31} \text{ kg})</td>
</tr>
<tr>
<td>(N_A)</td>
<td>Avogadro constant (6.022 \cdot 10^{23} \text{ mol}^{-1})</td>
</tr>
<tr>
<td>(p_{\text{atm}})</td>
<td>atmospheric pressure (101325 \text{ Pa})</td>
</tr>
<tr>
<td>(q_e)</td>
<td>electric charge of an electron (1.602 \cdot 10^{-19} \text{ C})</td>
</tr>
<tr>
<td>(R_g)</td>
<td>ideal gas constant (8.314 \text{ J K}^{-1} \text{ mol}^{-1})</td>
</tr>
<tr>
<td>(\varepsilon_0)</td>
<td>electric permittivity of vacuum (8.854 \cdot 10^{-12} \text{ F m}^{-1})</td>
</tr>
<tr>
<td>(\sigma_{SB})</td>
<td>Stefan-Boltzmann constant (5.67 \cdot 10^{-8} \text{ W m}^{-2} \text{ K}^{-4})</td>
</tr>
<tr>
<td>(\pi)</td>
<td>circle circumference to diameter ratio (3.1416)</td>
</tr>
</tbody>
</table>
### Nomenclature

#### Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiCGStab</td>
<td>Bi-Conjugate Gradient Stabilized</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer Aided Design</td>
</tr>
<tr>
<td>CFL</td>
<td>Courant-Friedrichs-Levy</td>
</tr>
<tr>
<td>CGAL</td>
<td>Computational Geometry Algorithms Library</td>
</tr>
<tr>
<td>CSF</td>
<td>Continuum Surface Force</td>
</tr>
<tr>
<td>PPE</td>
<td>Pressure Poisson Equation</td>
</tr>
<tr>
<td>FAU</td>
<td>Friedrich-Alexander-Universität Erlangen-Nürnberg</td>
</tr>
<tr>
<td>ISPH</td>
<td>Incompressible Smoothed Particle Hydrodynamics</td>
</tr>
<tr>
<td>LMD-w</td>
<td>wire-based Laser Metal Deposition</td>
</tr>
<tr>
<td>LPT</td>
<td>Institute of Photonic Technologies</td>
</tr>
<tr>
<td>MPI</td>
<td>Message Passing Interface</td>
</tr>
<tr>
<td>OpenMP</td>
<td>Open Multi-Processing</td>
</tr>
<tr>
<td>SLM</td>
<td>Selective Laser Melting</td>
</tr>
<tr>
<td>SPH</td>
<td>Smoothed Particle Hydrodynamics</td>
</tr>
<tr>
<td>WF</td>
<td>Wiedemann-Franz</td>
</tr>
<tr>
<td>YL</td>
<td>Young-Laplace</td>
</tr>
</tbody>
</table>
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1 Introduction

Light Amplification by Stimulated Emission of Radiation (LASER) refers to a technology for generating focused light. The energy density of the laser's electromagnetic radiation is sufficient to heat, melt, and vaporize metals with high spatial and temporal precision. For this reason, lasers have become established in numerous fields of application, such as laser cutting [162], laser ablation [169, 232], laser welding [79] or additive manufacturing. Additive manufacturing is an umbrella term for various technologies that allow the fabrication of functional and highly customized components by fusing raw materials layer-by-layer and is promoted as another industrial revolution with a high impact on the established market structures [213]. Selective Laser Melting (Plateau-Rayleigh) of metals [225] and wire-based Laser Metal Deposition (LMD-w) [111] represent two additive manufacturing processes that are being intensively investigated. High demands are placed on the quality and mechanical properties of the manufactured components in metal additive manufacturing in dependence of their intended field of application, e.g., aerospace or automotive. Sub-optimal process conditions can cause material defects such as pores or cracks during the printing process. To avoid such defects, the printing process and the process parameters must be optimized for any feedstock and part geometry, representing a time-consuming and costly trial and error procedure when using traditional experimentation. The interrelationship of physical effects complicates the investigation of isolated process parameters since analytical evaluations are often impossible and experimental measurements are constrained by spatial and temporal resolution. For this reason, this work presents a three-dimensional numerical model for solving laser-metal interaction problems.

In the scope of this work, various numerical models are presented and implemented into an existing research software based on the Smoothed Particle Hydrodynamics (SPH) method. The numerical tool can simulate hydrodynamics, thermodynamics, and laser-matter interaction. The main objective of this work lies in investigating the influence of the material surface properties and the acting wetting forces on the weld geometry in laser welding processes. Furthermore, the process behavior of LMD-w in zero-gravity is investigated, and the applicability of the developed model to SLM is explored. Because of the computational cost of the employed numerical method when solving these problems, the ambient gas phase is not explicitly simulated but modeled using boundary conditions. This is associated with numerical difficulties in the mathematical treatment of SPH particles in the vicinity of free
boundaries. The employed physical models are implemented, ensuring high parallelism of the software using the Open Multi-Processing (OpenMP) interface and the Message Passing Interface (MPI) for use on high-performance computers.

This thesis comprises nine chapters, including the introduction (Chapter 1). Chapter 2 briefly introduces laser welding, LMD-w, and SLM and the governing physical effects of these processes. Furthermore, possible material defects arising in laser-metal processes which deteriorate the product quality, and strategies to avoid them are presented. In this work, laser melting of titanium using an argon shielding gas is investigated. For this reason, Chapter 3 introduces the modeled temperature-dependent material properties of titanium. Diverging data of the optical properties of titanium has been found in the literature. Therefore, this work distinguishes between aged titanium and clean titanium surfaces. An aged titanium surface is characterized by a lower surface reflectivity when compared to a clean titanium surface. The aging of the material surface can be caused by the formation of oxide layers, contamination with other chemicals, or mechanical influences that lead to higher surface roughness.

In Chapter 4, a concise introduction to the employed SPH method is given. Here, an SPH pressure gradient approximation, which allows to apply an ambient pressure on free surfaces, is presented. To ensure stable simulations of laser melting processes of metals, the impermeability condition of walls is met by modifying the pressure Poisson equation for identified wall particles which is solved in Incompressible Smoothed Particle Hydrodynamics (ISPH). By comparing the laminar Poiseuille flow between two semi-infinite plates with the corresponding analytical solution of the velocity field, the impermeability of the wall boundary is validated together with the imposed no-slip boundary condition.

The energy transfer from the laser beam to a material with an arbitrary shaped surface is modeled by ray tracing. Chapter 5 describes the employed ray tracing algorithm and its validation. The effective absorptance of monodisperse and polydisperse titanium powder is subsequently measured as a function of the material’s surface properties and temperature. In addition, the propagation depth of laser radiation within the pores of the powder beds is investigated.

Chapter 6 presents an modeling approach for surface tension solely by applying a pressure boundary condition at the liquid-gas interface. In addition, the Continuum Surface Force (CSF) model is adapted for the application to free surface problems using the SPH method. Moreover, wetting forces arise when
a liquid is in contact with a solid. Consequently, a wetting model is presented that can be applied at free boundaries. The accuracy and robustness of the proposed models is verified in a variety of difficult test cases ranging from droplet oscillations, droplet deformations under gravity, to the pinning of drops at surface discontinuities or the simulation of the Plateau-Rayleigh instability.

The central part of this work is presented in Chapter 7. Here, the numerical software is extended by modeling the recoil pressure at the liquid-gas interface via a pressure boundary condition, an absorption model that accounts for the energy lost in the emerging vapor plume, and an adaptive time-stepping scheme for the solution of the energy equation by employing a linear controller. The developed numerical model is subsequently used to investigate the effect of the processing parameters and titanium's surface properties on the weld geometry obtained in single-line laser tracks. The wetting forces are iteratively adjusted for each set of processing parameters to achieve a qualitative agreement between the simulated and the experimental geometries of the welding seams. Consequently, a relationship between the humping phenomenon and the process parameters is established.

In Chapter 8, the developed simulation tool is used to examine LMD-w regarding its applicability to zero-gravity environments, and to investigate the SLM process of a polydisperse titanium powder.

In the last chapter, a concise summary of this work is given.
2 Laser processing of metals

The light emitted by a laser is characterized by its high monochromaticity, coherence, and collimation [165]. Furthermore, laser beams can be focused into small spots which is associated with high energy densities sufficient to rapidly heat, melt, and evaporate metals [173]. This chapter introduces laser welding, LMD-w, SLM, and the accompanied physical phenomena in these processes. In addition, material defects that might arise during laser-metal processing and potential strategies to minimize their formation are presented.

2.1 Process description

Laser welding, LMD-w, and SLM are processes in which a metal is melted by a focused laser beam and subsequently joined with the subjacent or adjacent solid material. Laser welding is the most common, economical, and efficient way to join metals, which is why it is widely applied in the production of aerospace [38] and automotive components [79]. On the contrary, LMD-w and SLM belong to the class of additive manufacturing, which comprises a range of technologies where the building part is designed and sliced into horizontal layers using Computer-Aided Design (CAD) and subsequently manufactured layer-by-layer. Additive manufacturing offers great freedom in designing and producing functional, complex-shaped parts while reducing material wastage, production time, and manufacturing costs and maintaining product quality [103]. During the last decade, intense research, development, and optimization of additive manufacturing processes have led to products that are utilized in the field of aerospace [141], automotive [106], chemical [84] or biomedical industry [122]. The feedstock for these processes ranges from pure metals such as titanium [73], to steel [75], titanium alloys [190], nickel-based superalloys [137], and cobalt-chromium alloys [204]. Since metals are prone to oxidation [54] laser processing must be carried out using a shielding gas such as helium, argon, or nitrogen [69].

2.1.1 Laser welding

In laser welding, the laser is focused and moved along a predefined path on a metal surface where the material is melted. The resultant weld is characterized by a relatively small heat-affected zone, leading to low thermal and mechanical distortions in the workpiece compared to ordinary welding processes such as resistance spot welding [223]. Additionally, the fast and repetitive generation
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of long, high-quality welding seams makes laser welding advantageous over conventional joining technologies [191]. Depending on the applied laser intensity, conduction mode laser welding and keyhole laser welding can be distinguished. Figure 2.1 depicts and emphasizes the differences between conduction mode (left) and keyhole laser welding (right). Conduction mode laser welding is carried out at laser intensities where the temperature in the heat-affected zone remains below boiling temperature. The heat transfer into the workpiece is limited by heat conduction, and the resultant welding seam has a hemispherical profile. With increasing laser intensity, a transition from conduction mode laser welding to keyhole welding occurs. Keyhole welding, also called deep-penetration laser welding, has a significantly smaller heat-affected zone when compared to heat conduction mode welding. Furthermore, keyhole welding is characterized by rapid evaporation of the molten metal, which leads to high back pressure, also known as recoil pressure, on the liquid surface. As a result, a vapor capillary (keyhole) is formed since the high recoil pressure counteracts the surface tension of the melt, which attempts to close the hole. The ejected metal vapor can not be replenished instantly to sustain the vapor pressure inside the keyhole. For this reason, only a quasi-steady-state can be assumed for the moving keyhole [19]. Moreover, the keyhole allows for multiple reflections of the incident laser irradiation at the solid surface, which increases the fraction of absorbed to reflected laser energy. If the laser intensity is sufficiently high, the vaporized metal ionizes and forms a plasma that absorbs a significant amount of the incident laser energy. For this reason, a shielding gas flow can be used to mechanically push the metal vapor out of the laser interaction zone.
2.1.2 Wire-based laser metal deposition

LMD-w represents an additive manufacturing process where a wire is continuously melted by a laser. Wire and laser move with the same velocity along a predefined path while the wire is continuously fed into the irradiated area by the laser beam as illustrated in Fig. 2.2. Compared to powder-based processes, a wire offers easier handling, reduced contamination, higher deposition rates, and larger build volumes [111]. Moreover, LMD-w offers lower material wastage and cheaper feedstock compared to powder-based laser metal deposition [148]. A strong metallurgical bond to the subjacent layer is created upon solidification of the melt. Shortcomings of LMD-w are a reduced variety of feedstock material compared to powder-based processes [111], high dependence of the laser absorption on the metal surface quality, or the lack of control of the feed rate of the wire to maintain a stable liquid bridge and to achieve a high quality of the manufactured part [2, 92, 193]. More recent technologies supply the wire coaxially to the melt. Here, the wire is heated from different sides to avoid asymmetric melting of the wire [111].

![Diagram of LMD-w process](image)

Figure 2.2: Sketch of the LMD-w process. A laser beam melts a wire, and the liquid material is deposited onto a solid substrate by forming a liquid bridge.

2.1.3 Selective laser melting

SLM is an additive manufacturing process that allows for building parts with a high degree of freedom and functionality using various powder materials [15, 50]. The SLM process is schematically shown in Fig. 2.3. The metal powder is dispensed from a hopper to the build area with a typical layer thickness between 20 µm and 100 µm [187] using a rake, e.g., a blade or a roller. The
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Figure 2.3: Sketch of the SLM process. Metal powder is dispensed using a rake and melted using a laser beam. Layer-by-layer, a three-dimensional object is manufactured due to the fusing of metal powder.

laser beam melts the powder and consolidates it with the subjacent layer according to the path prescribed by the three-dimensional CAD model. The distance between the scan lines of the laser is called hatch spacing and must be chosen so that the molten metal sufficiently overlaps with adjacent scan lines and the subjacent layer. Powder not melted by the laser beam stabilizes the manufactured part mechanically and can be reused in a subsequent printing process. Upon finishing a layer, the building platform is lowered by the powder layer thickness, followed by raking a new layer of fresh powder on top of the previous layer. The raking, melting, and solidification process is repeated until the printing process is completed. Between consecutive layers, the hatching is rotated to ensure a high density of the consolidated metal powder and the fabricated part.

2.2 Physical effects

As sketched in Fig. 2.4, a variety of physical phenomena arise due to the rapid heating and cooling rates of up to $10^8 \text{ K s}^{-1}$ [73] in laser-metal processing. The electromagnetic radiation generated by a laser interacts with the superficial atoms of the metal. After that, a fraction of the incident radiation is transmitted, and another part is reflected at the phase boundary. The transmitted radiation is transformed into heat, which is subsequently conducted into the bulk of the material. The generated heat in the material due to laser irradiation leads to rapid melting, solidification, and evaporation rates. Moreover, convection transfers heat within the melt and between the liquid and the gas phase. Furthermore, surface tension leads to capillary and wetting
2.2 Physical effects

Figure 2.4: Sketch of physical effects that may occur during laser-metal processing.

...phenomena as well as thermocapillary motion (Marangoni flow) at the liquid-gas interface. In addition, the material surface loses energy to the ambiance due to thermal radiation. At high laser intensity, the metal evaporates rapidly, which causes a back-pressure on the melt pool surface. This can lead to a depression on the melt surface or, in the case of even higher laser intensity, to the formation of a keyhole, as mentioned in section 2.1.1.

The resulting physical phenomena and their interaction may lead to a complex melt flow, which can induce the formation of pores and spatter, which deteriorates the quality of the fabricated part.

2.2.1 Laser-matter interaction

A laser beam with a Gaussian intensity cross section represents electromagnetic radiation that is characterized by its high ability to be focused into a narrow spot, as depicted in Fig. 2.5. The distance between the focusing optics and the focus spot is called the focal length.

The quality of a laser beam can be characterized by the beam quality factor,

\[ M^2 = \frac{\Theta_{\text{real}}}{\Theta_{\text{Gauss}}} \]  \hspace{1cm} (2.1)

Here, \( \Theta_{\text{real}} \) and \( \Theta_{\text{Gauss}} \) is the beam divergence angle of a real and a Gaussian beam, respectively. For single mode Gaussian lasers \( M^2 = 1 \) whereas \( M^2 > 1 \) for real laser beams [184].
Assuming a Gaussian laser beam that propagates in a Cartesian coordinate system in $z$-direction, the electric field can be obtained as a solution to the Helmholtz equation of paraxial waves given by [165]

$$E = E_0 \frac{w_0}{w(z)} e^{-\frac{r^2}{w(z)^2}} e^{-i k_\lambda \frac{r^2}{2R_c(z)}} e^{-i(k_\lambda z - \psi(z))}.$$  \hfill (2.2)

Here, $E_0$ is the amplitude of the electric field, $w(z)$ is the radius where the electric field amplitude decreased to $1/e$ of its value at the beam center axis, $w_0$ is the beam waist radius, $z$ is the axial distance from the beam waist, $r$ is the radial distance from the beam center axis, $k_\lambda$ is the angular wave number, $R_c$ is the radius of curvature of the beam wavefront, $\psi(z)$ is the Gouy-Phase, and $i$ is the imaginary unit. The beam radius is defined by

$$w(z) = w_0 \sqrt{1 + \left( \frac{\lambda z}{\pi w_0^2} \right)^2},$$  \hfill (2.3)

where $\lambda$ is the wavelength emitted by the Gaussian beam, and $R_c$ is given by

$$R_c(z) = z \sqrt{1 + \left( \frac{\pi w_0^2}{\lambda z} \right)^2}.$$  \hfill (2.4)

The electric field of the incident laser beam imposes an oscillating force on the charge carriers in the irradiated material, which results in a displacement from their equilibrium position. In the classical Drude-Lorentz model, a material consists of either (i) positive ions and free electrons or (ii) neutral atoms or balanced positive and negative ions, respectively [94]. Case (ii) represents an insulator, whereas (i) represents a metal. By modeling the motion of the electrons as driven damped harmonic oscillators, the Drude-Lorentz model
allows deriving an expression for the material’s permittivity, which can be related to the optical properties of the material. The separation of electrons and nuclei due to an electric field results in a polarization given by [94]

\[ P = \varepsilon_0 \chi E. \]  

(2.5)

Here, \( \chi \) is the material’s electric susceptibility, and \( \varepsilon_0 = 8.854 \cdot 10^{-12} \text{ F m}^{-1} \) is the electric permittivity of vacuum. The higher the susceptibility, the larger the displacement of charges, or the larger the number of dipoles created upon radiation.

The electric susceptibility is given by [94]

\[ \chi = \varepsilon_r - 1, \]  

(2.6)

where \( \varepsilon_r \) is the relative electric permittivity at the frequency of the applied electric field. Substitution of Eq. (2.6) into Eq. (2.5) yields

\[ P = \varepsilon_0 (\varepsilon_r - 1) E. \]  

(2.7)

Alternatively, the polarization can be given as dipole moment per unit volume [94] by

\[ P = n_e q_e D, \]  

(2.8)

where \( n_e \) is the number of electrons per unit volume, \( q_e = 1.602 \cdot 10^{-19} \text{ C} \) is the charge of an electron, and \( D \) is the displacement of the electrons from their equilibrium position. The polarization of charge carriers results in an electrical field directed opposite to the incident laser radiation.

The Drude-Lorenz model describes the frequency dependence of the dielectric function of solid materials and can be used to describe the optical behavior of materials. Here, electrons are modeled as harmonic oscillators bound to the nucleus of an atom. The force acting on an electron can be described by Newton’s second law, according to [94]

\[ m_e \frac{d^2 D}{dt^2} = F_E + F_D + F_S, \]  

(2.9)

where \( m_e = 9.109 \cdot 10^{-31} \text{ kg} \) is the mass of an electron, \( F_E \) is a force due to the external electric field, \( F_D \) is a damping force due to collisions of electrons with other electrons, phonons and lattice imperfections, and \( F_S \) is a restoration force proportional to the displacement of electrons from their equilibrium position, respectively.
Equation (2.9) can be written as [94]

\[
\frac{d^2 D}{dt^2} + \Gamma \frac{dD}{dt} + \omega_0^2 D = \frac{q_e}{m_e} E, \tag{2.10}
\]

where \( \Gamma \) is a damping coefficient, \( \omega_0 \) is the resonance frequency, and \( q_e \) and \( m_e \) are the charge and mass of an electron. Substitution of Eq. (2.8) into Eq. (2.10) leads to

\[
\frac{d^2 P}{dt^2} + \Gamma \frac{dP}{dt} + \omega_0^2 P = \frac{n_e q_e^2}{m_e} E. \tag{2.11}
\]

The term

\[
\omega_p = \sqrt{\frac{n_e q_e^2}{m_e \varepsilon_0}} \tag{2.12}
\]

describes the oscillation behavior of the electrons in a solid material and is called plasma frequency. These electron oscillations arise due to the polarization caused by the incident electromagnetic wave of the laser beam, which results in Coulomb forces that attempt to restore the electrons’ equilibrium positions. Due to their inertia, the electrons exceed their equilibrium positions, which results in collective electron oscillations at plasma frequency.

By solving the second order ordinary differential equation in Eq. (2.11), the complex polarization of the material is given by

\[
P(\omega) = \frac{\varepsilon_0 \omega_p^2}{(\omega_0^2 - \omega^2) + i \Gamma \omega} E. \tag{2.13}
\]

Here, \( \omega \) is the angular frequency of light given by

\[
\omega = 2\pi c_0 / \lambda, \tag{2.14}
\]

where \( c_0 = 299.793 \cdot 10^6 \) m s\(^{-1} \) is the speed of light in vacuum. Moreover, substituting Eq. (2.7) and the relative permittivity \( \varepsilon_r = \varepsilon / \varepsilon_0 \) into Eq. (2.13) leads to

\[
\varepsilon_r = 1 + \frac{\omega_p^2}{(\omega_0^2 - \omega^2) + i \omega \Gamma}. \tag{2.15}
\]

In metals, the interaction of light occurs primarily with free electrons in the conduction band that are not bound to atoms. Thus, the resonance frequency \( \omega_0 \) vanishes, and the electric permittivity is [94]

\[
\varepsilon_r = 1 - \frac{\omega_p^2}{\omega^2 + i \omega \Gamma}. \tag{2.16}
\]
The relative permittivity $\varepsilon_r$ can be separated into a real and imaginary part according to $\varepsilon_r = \varepsilon_{r,1} + i\varepsilon_{r,2}$ which yields

$$\varepsilon_{r,1} = 1 - \frac{\omega_p^2}{\omega^2 + \Gamma^2}, \quad \varepsilon_{r,2} = -\frac{\omega_p^2 \Gamma}{(\omega^2 + \Gamma^2) \omega}.$$  

(2.17)

Moreover, the real and imaginary parts of the electric permittivity can be related to the real, $n_1$, and imaginary part, $n_2$, of the refractive index,

$$\bar{n} = n_1 + i n_2,$$  

(2.18)

by [94]

$$\sqrt{\varepsilon_r} = n_1 + i n_2.$$  

(2.19)

Assuming a relative permeability close to unity, the refractive indices can be expressed as

$$n_1 = \sqrt{\sqrt{\frac{\varepsilon_{r,1}^2 + \varepsilon_{r,2}^2 + \varepsilon_{r,1}^2}{2}}}, \quad n_2 = \sqrt{\sqrt{\frac{\varepsilon_{r,1}^2 + \varepsilon_{r,2}^2 - \varepsilon_{r,1}^2}{2}}}.$$  

(2.20)

Under the assumption of geometrical optics, the Fresnel coefficients describe the ratio of the reflected power to the transmitted power of an electromagnetic wave at a phase boundary. If $\omega < \omega_p$, a high fraction of the incident wave is reflected. Adversely, for $\omega > \omega_p$, the reflectivity of the material becomes small, and at $\omega = \omega_p$ the material’s optical properties change from metallic to that of a dielectric material. The Fresnel coefficients depend on the refractive indices and the orientation of the electric field vector with respect to the plane of incidence, as shown in Fig. 2.6.

The plane of incidence is made up of the propagation direction of the incident electromagnetic wave and the surface normal of the phase boundary. In the following, the subscript $i$ denotes the properties of the incident electromagnetic wave, and $r$ denotes the properties of the reflected electromagnetic wave. The Poynting vector gives the propagation direction of the incident electromagnetic wave,

$$S_i = E_i \times B_i,$$  

(2.21)

where $E_i$ and $B_i$ are the electric and magnetic field vectors of the incident electromagnetic wave.

For specular reflection, the enclosed angle by surface normal and electric field vector of incident, $\theta_i$, and reflected electromagnetic field, $\theta_r$, are equal ($\theta_i = \theta_r$). Suppose the electric field of the incident electromagnetic wave is
Figure 2.6: Schematic of the reflection of an electromagnetic wave at the interface of two isotropic optical media. The electric field, magnetic field, and the Poynting vector of the incident and reflected electromagnetic waves are oriented perpendicular to each other.

oriented parallel to the plane of incidence, then the electromagnetic wave is said to be p-polarized. In contrast, if the incident electric field is oriented perpendicular to the plane of incidence, the electromagnetic wave is said to be s-polarized. The power reflectance for s- and p-polarization of the incident electromagnetic wave is then given by the squared magnitude of the ratio of incident and reflected electric field vectors. Assuming an interface between a vacuum and a metal with the same magnetic permeability (the relative permeability of commercially pure titanium is 1.00005 [132]), the power reflectance is given by [231]

\[
R_\perp = \left| \frac{E_r}{E_i} \right|^2 = \frac{\cos \theta_i - \sqrt{n^2 - \sin^2 \theta_i}}{\cos \theta_i + \sqrt{n^2 - \sin^2 \theta_i}}^2,
\]

(2.22)

where the superscript \( \perp \) denotes s-polarization, and

\[
R_\parallel = \left| \frac{E_r}{E_i} \right|^2 = \frac{\tilde{n}^2 \cos \theta_i - \sqrt{\tilde{n}^2 - \sin^2 \theta_i}}{\tilde{n}^2 \cos \theta_i + \sqrt{\tilde{n}^2 - \sin^2 \theta_i}}^2,
\]

(2.23)

where the superscript \( \parallel \) denotes p-polarization. For normal incidence \((\theta_i = 0^\circ)\), \(R_\perp = R_\parallel = R\). Since gases have optical properties close to that of vacuum (for instance, \(n_1 = 1.00026\), and \(n_2 = 0\) for argon at 1 atm and 298 K [158]),
Eqs. (2.22) and (2.23) are assumed to be valid for the interface between argon and a titanium surface, representing the system investigated in this work. Nonetheless, the more general Fresnel equations shown in Appendix A which describe the reflectivity at an interface between two different optical media, are used. To describe the temperature dependence of the refractive index of metals, the work of Ujihara [205] and Siegel [183] is followed. While Ujihara [205] describes the temperature dependence below the melting point, Siegel [183] extends the theoretical description of the refractive index to the liquid phase beyond melting temperature. According to Eq. (2.15), the optical properties of a metal depend on the plasma frequency, the wavelength of the laser beam, and the damping coefficient. Under quantum-theoretical consideration, the damping coefficient corresponds to the electron-phonon collision frequency, which is proportional to the phonon population in a metal. The phonon population and hence the electron-phonon collision frequency in a metal increase with temperature, affecting the electric permittivity and the refractive index [205]. Ignoring the temperature dependence on the plasma frequency due to volume expansion and assuming that the material’s band structure does not change upon temperature rise, the optical properties only depend on the electron-phonon collision frequency. Furthermore, assuming the Debye phonon spectrum model, phonon-phonon scattering mechanisms that preserve the phonon wave vector (N processes) on a spherical Fermi surface and a temperature invariant electron configuration, the electron-phonon collision frequency of the solid, denoted by the superscript s, is given by [205]

\[ \Gamma_s(T) = K_s T^5 \int_{0}^{\Theta_D/T} \frac{x^4}{e^x - 1} dx. \]  

(2.24)

Here, \( T \) is the temperature, \( x \) is an integration variable and \( K_s \) is a constant which includes the total scattering cross section of an isolated atom, the Debye temperature, \( \Theta_D \), the Debye wave number, ion mass, ion density and other constants. To estimate the optical properties of a metal beyond melting temperature, [183] extends the work of [205] using the theory of melting of simple metals by [149] which is based on the collective coordinate theory of simple liquids and the Percus-Yevick concept of liquid phonons [159]. Here, analogous to [205], the damping coefficient of the liquid phase \( \Gamma_l \) is considered to be temperature dependent whereas the plasma frequency is assumed to be temperature-independent. The electron-phonon collision frequency of the liquid is given by

\[ \Gamma_l(T) = K_l T^5 \int_{0}^{\Theta_{PY}(T)/T} \frac{x^4}{e^x - 1} dx. \]  

(2.25)
Here, $K^1$ is a constant analogous to $K^8$ for solids and $\Theta_{PY}$ is the Percus-Yevick temperature given by [183]

$$\Theta_{PY}(T) = \left(\frac{k_B T}{m_A S(0)}\right)^{1/2} \left(\frac{18\pi^2 \rho(T)}{m_A}\right)^{1/3} \frac{k_B}{\hbar}, \quad (2.26)$$

where $S(0)$ is the long wavelength limit of the liquid structure factor which describes the scattering of incident radiation, $m_A$ is the atomic mass, $\rho(T)$ is the temperature dependent density, $k_B = 1.38 \cdot 10^{-23}$ J K$^{-1}$ is the Boltzmann constant, and $\hbar = 1.05 \cdot 10^{-34}$ J s is the reduced Planck constant, respectively.

### 2.2.2 Phase transitions

The generated heat by the laser beam is sufficient to change the metals’ aggregate state, which is associated with varying material properties. According to [58], these phase transitions can be classified into first and second order. First-order phase transitions are characterized by discontinuous changes in volume, enthalpy, and entropy. The heat capacity at constant pressure tends infinity and the material temperature remains constant until the required enthalpy, denoted as latent heat, is absorbed or released [12]. Second-order phase transitions do not involve latent heat, and the properties volume, enthalpy, and entropy change continuously [12]. Figure 2.7 sketches the specific enthalpy as a function of temperature at constant pressure in the case of a pure metal. Here, the specific enthalpy of crystallization, $h_{cryst}$, and melting, $h_m$, are

![Figure 2.7: Schematic of the change of specific enthalpy with temperature of a material with increasing temperature.](image)
absorbed or released at crystallization, $T_{\text{cryst}}$, or melting temperature, $T_m$, respectively. The evaporation process starts when the material reached boiling temperature, $T_{\text{boil}}$, and is strongly affected by the properties of the ambient gas [101]. Furthermore, the evaporation rate depends on the surface temperature and the flow state of the emerging vapor. In the case of intense laser irradiation, the temperature of the condensed phase can exceed the boiling temperature, which is depicted in Fig. 2.7, where the enthalpy increases linearly within the temperature regime $T_{\text{boil}} \leq T < T_{\text{vap}}$. The evaporation process is completed when $T_{\text{vap}}$ is reached.

The discontinuous change of volume and heat capacity at constant pressure at the melting temperature are illustrated in Fig. 2.8. At melting temperature, the heat capacity tends to infinity, which is why the temperature remains constant until the latent heat of melting is released or absorbed. Since the energy, mass, and momentum transport change substantially upon melting and solidification, knowing the position of the solid-liquid interface is crucial when modeling phase change processes. Therefore, the effect of latent heat can be incorporated into a numerical method, on the one hand, by adding a source term to the heat conduction equation [157, 209], or, on the other hand, by modifying the heat capacity itself [61, 80, 199]. Such a modified heat capacity, also referred to as effective heat capacity, can be defined by

\[
\tilde{c}_p = \begin{cases} 
  c_p^0 & T < T_{\text{cryst}} \\
  c_p^{\alpha} + h_{\text{cryst}} \delta (T - T_{\text{cryst}}) & T = T_{\text{cryst}} \\
  c_p^{\beta} & T_{\text{cryst}} < T < T_m \\
  c_p^{\alpha \beta} + h_m \delta (T - T_m) & T = T_m \\
  c_p^l & T > T_m 
\end{cases}
\]  

(2.27)
Here, $c_p^\alpha$, $c_p^\beta$, and $c_p^l$ are the heat capacities of the solid with an $\alpha$- or $\beta$-crystal structure, and the liquid material, respectively. For example, the $\alpha$ crystallization of solid titanium is hexagonal close-packed whereas the $\beta$-crystallization of solid titanium is body-centered cubic $[53]$. At crystallization, $T_{\text{cryst}}$, and melting temperature, $T_m$, the latent heat of crystallization, $h_{\text{cryst}}$, and melting, $h_m$, is added to the corresponding heat capacities $c_p^{\alpha\beta}$ and $c_p^\beta$.

Upon evaporation of a metal due to laser irradiation, the metal vapor expands into the ambient gas at a certain velocity. First theoretical studies on the evaporation process have been carried out by Hertz $[76]$ and Knudsen $[102]$. The assumption of equilibrium conditions, e.g., a zero net motion of the vapor phase, led to the Hertz-Knudsen equation that approximately describes evaporation and condensation fluxes. In particular, the velocities of the evaporating and condensing particles are assumed to follow a half-range Maxwell-Boltzmann distribution with opposite directions, respectively. The evaporation process has been further elaborated by $[10, 101, 229]$ to account for the case of medium-to-strong evaporation under the assumption that the vapor flow is in the continuum regime. The continuum hypothesis holds for $Kn \lesssim 0.01$ $[98]$ where the Knudsen number, $Kn$, is defined as the ratio of the molecular free mean path to the characteristic length scale of the considered problem. This is generally true for laser-based processes conducted at atmospheric pressure. In the regime of net evaporation, inter-particle collisions in the vicinity of the evaporating surface equilibrate the velocity distribution of the expanding gas phase to a full-range Maxwellian. This implies that a fraction of evaporating particles return to the surface and recondenses. According to $[216]$ it can be assumed that all back-scattered particles condense in the case of monoatomic metal vapor. The transition region where the particle behavior changes from free-molecular (half-range Maxwellian) to continuum flow (full-range Maxwellian) is called the Knudsen layer and has a thickness in the order of a few molecular mean free paths $[181]$. In a macroscopic context, the change of thermodynamic properties across the Knudsen layer represents a gas–dynamic discontinuity that must be modeled using analytical jump conditions. The stationary Knudsen layer is followed by an expanding layer of vapor that is separated by a contact discontinuity from the compressed ambient gas. Both layers have identical velocity and pressure fields but distinct densities and temperatures. The emerging vapor may move at a subsonic or supersonic speed depending on the pressure ratio of the vapor at the metal surface to the ambient atmosphere. Lastly, the hydrodynamic compressed ambient gas evolves into the undisturbed ambient gas with a shock wave. In this work, the simulations of laser welding, SLM, or LMD-w processes are carried out at laser energies that lead to vapor flows in the subsonic regime.
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with the corresponding flow structure depicted in Fig. 2.9. Each transition

layer represents a gas-dynamic discontinuity that propagates with constant velocity into the half-space beyond the stationary Knudsen layer, as sketched in Fig. 2.10.

The net evaporation mass flux is determined by the difference between the particle flux leaving the condensed phase, \( j^+ \), and the flux of particles returning to the evaporating surface due to inter-particle collisions, \( j^- \). The net flux of evaporating particles per square meter and per second is given by [101]

\[
j_{\text{net}} = j^+ - j^- = \left( \frac{j^+ - j^-}{j^+} \right) \cdot j^+ = \phi \cdot j^+, \tag{2.28}
\]

where \( \phi \) is the evaporation coefficient representing the ratio of evaporating to condensing particles. When the liquid and gas phases are in equilibrium,
Figure 2.10: Temporal evolution of the contact boundaries for subsonic flow in one dimension. Metal vapor, compressed ambient gas, and shock front propagate with constant velocity into the ambient gas, whereas the Knudsen layer is stationary.

$\phi = 0$. In the case of net evaporation, $\phi > 0$, and in the case of net condensation, $\phi < 0$. Thus, the net evaporated mass flux is given by

$$\dot{m}_{\text{vap}} = A j^\text{net},$$

(2.29)

where $A$ is the evaporating surface area. According to [76, 102], the evaporation flux of a single-component substance is given by

$$j^+ = p_s \sqrt{\frac{m_A}{2\pi k_B T_s}}.$$

(2.30)

Here, $T_s$ and $p_s$ are the temperature and pressure of the vapor with atom mass $m_A$ directly at the vapor side of the liquid-gas interface. Assuming thermodynamic equilibrium between vapor and condensed phase prior to vaporization, $p_s$ can be understood as the saturated vapor pressure at temperature $T_s$. The relation between saturated vapor pressure and temperature in equilibrium, is given by the Clausius-Clapeyron equation

$$\frac{1}{p} \frac{dp}{dT} = \frac{m_A \cdot h_{\text{vap}}(T)}{k_B} \cdot \frac{1}{T^2}dT.$$

(2.31)
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Upon integration of Eq. (2.31) from $T = T_{\text{boil}}$ to $T = T_s$ and $p = p_{\text{atm}}$ to $p = p_s$ by employing the temperature-dependent heat of vaporization [227],

$$h_{\text{vap}}(T) = h_{\text{vap},0} \cdot \sqrt{1 - \left( \frac{T}{T_{\text{crit}}} \right)^2}, \quad (2.32)$$

the following expression for the ratio of the saturated vapor pressure to the ambient pressure reads [99]

$$\frac{p_s}{p_a} = \frac{p_{\text{atm}}}{p_a} \cdot \exp \left( - \frac{h_{\text{vap},0} \cdot m_A}{k_B} \cdot \left[ \frac{1}{T_s} \sqrt{1 - \left( \frac{T_s}{T_{\text{crit}}} \right)^2} \right. \right.$$

$$\left. - \frac{1}{T_{\text{boil}}} \sqrt{1 - \left( \frac{T_{\text{boil}}}{T_{\text{crit}}} \right)^2} \right)$$

$$- \frac{1}{T_{\text{crit}}} \left( \arcsin \left( \frac{T_s}{T_{\text{crit}}} \right) - \arcsin \left( \frac{T_{\text{boil}}}{T_{\text{crit}}} \right) \right) \right). \quad (2.33)$$

Here, $T_{\text{crit}}$ is the critical temperature at standard atmospheric pressure ($p_{\text{atm}} = 101325 \, \text{Pa}$), and $h_{\text{vap},0}$ is the specific heat of vaporization at absolute zero temperature. The mass flux of condensing particles is given by [230]

$$j^- = p_{\text{Kn}} \sqrt{\frac{m_A}{2\pi k_B T_{\text{Kn}}}} \beta^- \cdot F^-, \quad (2.34)$$

when assuming non-equilibrium effects within the Knudsen layer. Here, $p_{\text{Kn}}$ and $T_{\text{Kn}}$ are the pressure and temperature at the ambient side of the Knudsen layer, and the dimensionless functions, $\beta^-$ and $F^-$, that account for particle collisions within the Knudsen layer, are given by

$$\beta^- (S_{\text{Kn}}^2) = (2S_{\text{Kn}}^2 + 1) - \sqrt{\pi} \cdot S_{\text{Kn}} \cdot \sqrt{T_s \over T_{\text{Kn}}}, \quad (2.35)$$

and

$$F^- (S_{\text{Kn}}) = \exp (-S_{\text{Kn}}^2) - \sqrt{\pi} \cdot S_{\text{Kn}} \cdot \text{erfc} \left( S_{\text{Kn}} \right). \quad (2.36)$$

Here, erfc is the complementary error function and $S_{\text{Kn}}$ is the dimensionless gas velocity at the ambient side of the Knudsen layer [98],

$$S_{\text{Kn}} = \frac{\gamma v}{2} \cdot Ma_{\text{Kn}}, \quad (2.37)$$
where $\gamma_v$ is the specific heat ratio of the vapor ($\gamma_v = 5/3$ for monoatomic vapor [12]) and $M_{aKn}$ is the flow Mach number. The abrupt change of temperature and density across the Knudsen layer is determined by the jump conditions [101]

$$\sqrt{\frac{T_{Kn}}{T_s}} = \sqrt{1 + \pi \left( \frac{\gamma_v - 1}{\gamma_v + 1} \cdot S_{Kn} \right)^2} - \sqrt{\pi} \cdot \frac{\gamma_v - 1}{\gamma_v + 1} \cdot \frac{S_{Kn}}{2} \tag{2.38}$$

and

$$\frac{\rho_{Kn}}{\rho_s} = \sqrt{\frac{T_S}{T_{Kn}}} \cdot \left[ \frac{1}{2} \left( 2 S_{Kn}^2 + 1 \right) \cdot \exp \left( S_{Kn}^2 \right) \cdot \text{erfc} \left( S_{Kn} \right) - \frac{S_{Kn}}{\sqrt{\pi}} \right]$$

$$+ \frac{1}{2} \frac{T_s}{T_{Kn}} \cdot \left[ 1 - \sqrt{\pi} \cdot S_{Kn} \cdot \exp \left( S_{Kn}^2 \right) \cdot \text{erfc} \left( S_{Kn} \right) \right] \cdot \left[ \frac{\rho_{Kn} T_{Kn}}{\rho_s T_s} \right]^{-1} \tag{2.39}$$

Moreover, the thermodynamic conditions on both sides of the emerging pressure wave are determined by the Rankine-Hugoniot jump conditions [101]. Together with the Knudsen layer jump conditions in Eqs. (2.38) and (2.39), the vapor pressure at the evaporating surface can be related to the undisturbed ambient gas by [98]

$$\frac{p_s}{p_a} = \left[ 1 + \gamma_a \cdot M_{aKn} \left( T_s \right) \cdot \frac{c_{Kn}}{c_a} \cdot \left[ \frac{\gamma_a + 1}{4} \cdot M_{aKn} \left( T_s \right) \cdot \frac{c_{Kn}}{c_a} \right]^2 \right] \cdot \left[ \frac{\rho_{Kn} T_{Kn}}{\rho_s T_s} \right]^{-1} \tag{2.40}$$

where $c_{Kn}/c_a$ is the ratio of the local speed of sounds at the ambient side of the Knudsen layer to the ambient gas defined by

$$\frac{c_{Kn}}{c_a} = \sqrt{\frac{m_{A,a} \gamma_v T_{Kn}}{m_{A,v} \gamma_a T_a}} \tag{2.41}$$

The speed of sound is defined by

$$c_l = \sqrt{\frac{\gamma_l k_B T_l}{m_{A,l}}} \tag{2.42}$$

where the subscript $l$ represents the corresponding transition layer, Knudsen ($Kn$) or ambient gas ($a$). In Eq. (2.41) $\gamma_v = \gamma_{Kn}$ and $m_{A,v} = m_{A,Kn}$. The
flow Mach number at the ambient side of the Knudsen layer characterizes the vapor flow state specified by the pressure ratio $p_s/p_a$ and is defined by

$$Ma_{Kn} = \frac{u_{Kn}}{c_{Kn}},$$

(2.43)

where $u_{Kn}$ is the velocity of the vapor phase at the ambient side of the Knudsen layer. The maximum value of the flow Mach number at the ambient side of the Knudsen layer is $Ma_{Kn} = 1$, which was proven by [229] using Boltzmann’s H-theorem. Due to the limitation of the vapor flow velocity, the evaporation coefficient converges towards a maximum value given in literature between $\phi = 0.8$ and $\phi = 0.85$ [9, 62, 101, 181]. The evaporation coefficient in Eq. (2.28) can be derived using Eqs. (2.28), (2.42), (2.43), as well as Eqs. (B.11), (B.12) and (B.13) provided in Appendix B, and is given by [99, 101]

$$\phi = \sqrt{\frac{2\pi \gamma v \cdot Ma_{Kn} \cdot \rho_{Kn}}{\rho_s \sqrt{T_{Kn}}} \cdot \frac{T_{Kn}}{T_s}}.$$  

(2.44)

The evaporation coefficient, $\Phi$, given by Eq. (2.44) has a maximum value of $\phi_{\text{max}} = 0.82$, as shown in Fig. 2.11, and is valid in the case of steady state evaporation when a stable Knudsen layer has been formed. According to [9] the formation of the Knudsen layer takes approximately 20 times the mean collision time, which is in the order of $10^{-8}$ s to $10^{-7}$ s in case of metals at boiling temperature [98].

![Figure 2.11: Evaporation coefficient as a function of the flow Mach-number measured at the ambient side of the Knudsen layer.](image)
The flow Mach number is now determined for a given surface temperature, \( T_s \), by

\[
\left( \frac{p_s}{p_a} \right)_{R-H} = \left( \frac{p_s}{p_a} \right)_{C-C},
\]

where \( (p_s/p_a)_{C-C} \) represents the saturated-to-ambient pressure ratio given in Eq. (2.33), and \( (p_s/p_a)_{R-H} \) is the vapor-to-ambient pressure ratio given in Eq. (2.40), derived from the Rankine-Hugoniot and Knudsen layer jump conditions.

The allowed flow states of the evaporation flux as a function of the ambient pressure and the surface temperature can be determined by the intersections of the sets of curves corresponding to the pressure ratios of \( (p_s/p_a)_{R-H} \) and \( (p_s/p_a)_{C-C} \). Graphically, Eq. (2.45) can be represented by flow state diagrams [101]. The flow state diagram for the system titanium-argon, which is employed in this work, is introduced in section 3.1. The expanding vapor generates a recoil pressure on the evaporating surface due to the conservation of momentum. Under equilibrium conditions, the flux of evaporating particles equals the flux of condensing particles, and the net evaporation flux is zero. The pressure acting on the surface consists of equal contributions from the recoil of evaporating particles and collisions of condensing particles with the surface by [76]

\[
p_{\text{recoil}} = 0.5p_s + 0.5p_{Kn}.
\]

In case of net evaporation, \( j^{\text{net}} > 0 \), the contribution of condensing particles to the recoil pressure decreases and is governed by the evaporation coefficient. Klassen et al. [99] assumed a linear decrease in the vapor pressure from the evaporating surface to the exit plane of the Knudsen layer. The pressure contribution of the evaporation, \( \bar{p}^+ \), and condensation, \( \bar{p}^- \), particle fluxes is given by [99]

\[
\bar{p}^+ = 0.5p_s, \quad \bar{p}^- = 0.5\frac{p_{Kn} + p_s}{2}.
\]

Thus, the recoil pressure that acts on the surface is given by [99]

\[
p_{\text{recoil}} = \bar{p}^+ + (1 - \phi)\bar{p}^- = \frac{1}{2} \left[ 1 + \frac{1}{2} \cdot (1 - \phi) \cdot \left( 1 + \frac{\rho_{Kn}}{\rho_s} \sqrt{\frac{T_{Kn}}{T_s}} \right) \right].
\]

In the case of rapid evaporation this results in \( p_{\text{recoil}} = 0.56p_s \) as maximum value. Likewise, the emerging vapor plume of the metal absorbs a fraction of the incident laser irradiation. At sufficiently high energy input by the laser, the electric field can create a discharge in the metal vapor if the ionization...
energy of the metal vapor is reached. This plasma or plume propagates from the evaporating surface towards the laser source and may absorb a significant fraction of the incident laser energy. Additionally, the plasma may defocus the laser beam, displace the focal point of the laser beam from its original position, and acts as another heat source emitting energy in all directions.

### 2.2.3 Heat transfer

The intensity of an electromagnetic wave is given by the magnitude of the time-averaged magnitude of the Poynting vector [173]. For a Gaussian laser beam propagating in vacuum, the intensity can be written as [175]

\[
\dot{q}_l = I_0 \left( \frac{w_0}{w(z)} \right)^2 e^{-\frac{2r^2}{w(z)^2}},
\]

where \(I_0\) is the axial intensity given by

\[
I_0 = \frac{2P_0}{\pi w(z)^2}.
\]

Here, \(P_0\) is the total power of the laser beam. If the laser beam propagates into an absorbing material \((n_2 > 0)\), the intensity decreases exponentially according to Beer-Lambert’s law [173, 231]:

\[
I_0 \cdot e^{-\alpha z}, \quad \alpha = \frac{4\pi n_2}{\lambda}.
\]

Here, \(\alpha\) is the absorption coefficient whose reciprocal is the penetration depth, \(\delta_p\), which describes the distance at which the intensity decreased to \(1/e\) of its surface value. At room temperature, \(\delta_p\) is given by

\[
\delta_p = \frac{\lambda}{4\pi n_2}.
\]

At constant pressure and volume, the total energy of a system can be described by the enthalpy, which is generated by the continuous molecular motion caused by the vibration of atoms in solids and liquids [7]. In a material, heat can be transported by conduction, convection, or radiation. Heat conduction transfers heat without mass transport through the exchange of kinetic energy between neighboring atoms, e.g., via collisions. Convection is caused by the transport of particles, such as in liquids, and electromagnetic waves cause the transport of heat by radiation.
Assuming an incompressible material at constant pressure, the heat equation can be derived from Fourier’s law assuming isotropic material properties, leading to [18]

$$\rho \tilde{c}_p \frac{\partial T}{\partial t} = \nabla \cdot \left( k \nabla T \right) ,$$  

(2.53)

where $\rho$ is the density, $\nabla T$ is the temperature gradient, $k$ is the material’s thermal conductivity, and $\tilde{c}_p$ is the effective heat capacity at constant pressure which includes the latent heat of melting or crystallization. Moreover, the Stefan-Boltzmann law describes the heat transfer due to radiation by [18]

$$\dot{q}_r = \sigma_{SB} \varepsilon_{th} (T^4 - T_0^4) ,$$  

(2.54)

where $\sigma_{SB} = 5.67 \cdot 10^{-8}$ W m$^{-2}$ K$^{-4}$ is the Stefan-Boltzmann constant, $\varepsilon_{th}$ is the emissivity, and $T_0$ the temperature of the ambient environment.

The heat loss due to evaporation is given by the product of the net evaporation flux, $j^{\text{net}}$, and the latent heat of vaporization according to Eq. (2.32), by

$$\dot{q}_{vap} = j^{\text{net}} h_{vap} (T) .$$  

(2.55)

### 2.2.4 Fluid dynamics

The motion of the forming melt in laser-metal processing can be described using continuum mechanics. According to Newton’s second law, the temporal change of velocity of a fluid element is proportional to the sum of all forces acting on it. The momentum balance can be given in the Lagrangian description by [208]

$$\frac{D\textbf{u}}{Dt} = \frac{1}{\rho} \left( \nabla \cdot \sigma \right) + f_{\text{other}} ,$$  

(2.56)

where $\textbf{u}$ is the velocity, $\sigma$ is the Cauchy stress tensor, and $f_{\text{other}}$ are other forces, such as gravitational or surface tension forces. Moreover, $D\textbf{u}/Dt$ is the material or substantial derivative of velocity. For an arbitrary physical property $\Phi$ the material derivative is defined as

$$\frac{D\Phi}{Dt} = \frac{\partial \Phi}{\partial t} + \textbf{u} \nabla \Phi .$$  

(2.57)

Assuming an incompressible, Newtonian fluid, where the viscous stress is proportional to the strain-rate, $\sigma$ can be written as [208]

$$\sigma = -p \textbf{I} + \tau ,$$  

(2.58)
where \( I \) is the identity matrix and \( \tau \) is the deviatoric stress tensor given by

\[
\tau = \lambda (\nabla \cdot \mathbf{u}) I + 2\eta \mathbf{D}.
\]  

(2.59)

Here, \( \eta \) is the dynamic viscosity, \( \lambda \) is the bulk viscosity, and \( \mathbf{D} \) is the strain rate tensor given by

\[
\mathbf{D} = \frac{1}{2} \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right),
\]  

(2.60)

where the superscript \( T \) denotes the transpose of a tensor. The continuity equation

\[
\frac{\partial \rho}{\partial t} = -\rho (\nabla \cdot \mathbf{u}) = 0,
\]  

(2.61)

implies

\[
\nabla \cdot \mathbf{u} = 0.
\]  

(2.62)

Thus, the second term on the right-hand side of Eq. (2.59) is zero and the Navier-Stokes equation for an incompressible material is

\[
\frac{D\mathbf{u}}{Dt} = \frac{1}{\rho} \left(-\nabla p + \nabla \cdot (\eta \nabla \mathbf{u})\right) + \mathbf{f}_{\text{other}}.
\]  

(2.63)

At the micro-scale, the dynamics of a liquid are significantly influenced by surface tension. The origin of surface tension lies in attractive forces, e.g., Van der Waals forces or ionic or covalent bonds among liquid molecules [12]. In the bulk of a fluid, the net force acting on a molecule is zero since it is attracted equally from all sides by neighboring molecules. In contrast, a molecule in the vicinity of a liquid-gas interface experiences an inward oriented net force due to the smaller interaction forces between liquid and gas molecules. As a result, normal and tangential forces arise at the liquid-gas interface, attempting to minimize the surface area associated with increased pressure inside the liquid with a convex surface [12]. The surface stress balance for a surfactant-free interface between two immiscible fluids is given by [18]

\[
\hat{n}_1 (p_1 - p_2) + \hat{n}_1 \cdot (\sigma_1 - \sigma_2) = \hat{n}_1 (\nabla_s \cdot \hat{n}_1) \sigma + \nabla_s \sigma,
\]  

(2.64)

where the subscripts 1 and 2 denote the fluids on both sides of the interface, \( \nabla_s \) is the surface gradient, \( \hat{n} \) is the unit surface normal vector pointing from phase 1 to phase 2, and \( \nabla_s \cdot \hat{n} \) is the surface curvature. The pressure difference across the interface of a spherical droplet in equilibrium is given by the Young-Laplace equation [167]

\[
\Delta p_{YL} = p_{in} - p_o = \frac{2\sigma}{\gamma_o},
\]  

(2.65)
where \( r_0 \) is the radius of the drop, \( p_{\text{in}} \) is the pressure inside the drop, and \( p_o \) is the pressure of the ambient phase, respectively. Figure 2.12 illustrates the molecular origin of surface tension.

![Figure 2.12: Schematic of surface tension caused by attractive forces among molecules. Molecules near the phase boundary are pulled to the interior of the droplet due to the stronger attractive forces among liquid molecules compared to the attraction between liquid and gas molecules.](image)

Another phenomenon caused by surface tension is the spreading behavior of a liquid on a solid substrate. The wettability of a solid substrate with a liquid describes the ability of the phases to remain in contact or to repel each other, denoted as wetting or non-wetting behavior, respectively.

According to Young’s equation [228], the equilibrium contact angle of a droplet resting on an ideal, plane solid substrate, depends on the ratio of surface tension between liquid and gas phase, \( \sigma \), and the surface energy between solid and gas, \( \gamma_{\text{sg}} \), as well as solid and liquid phase, \( \gamma_{\text{sl}} \), given by

\[
\gamma_{\text{sg}} = \gamma_{\text{sl}} + \sigma \cdot \cos (\Theta_{\infty}) ,
\]

where \( \Theta_{\infty} \) is the equilibrium contact angle. The contact angle is defined as the enclosed angle between the tangent defined by the liquid and gas phase, and the tangent between the solid and liquid phase, originating at the three-phase contact point as illustrated in Fig. 2.13. Wetting and non-wetting behavior is associated with \( \Theta_{\infty} < 90^\circ \) or \( \Theta_{\infty} > 90^\circ \), respectively.

In the industry, wetting is of interest in applications where surface tension dominates inertial, viscous, or gravitational forces and, thus, leads to surface tension flows. This applies to the fields of microfluidics [174, 198], oil recovery [13, 14], two-phase heat transfer [57], discrete wetting processes such as ink-jet printing [33, 188] or continuous wetting processes [168, 212]. In laser additive manufacturing applications where a single pure metal is processed,
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Figure 2.13: Isothermal wetting of a liquid on a solid substrate.

the melt wets a colder, solid substrate of its kind. As a result, the solid-liquid interface is not fixed in space but moves due to the solidification of the melt or melting of the solid phase. This is called homologous wetting and represents a non-equilibrium phenomenon due to the simultaneous effects of heat transfer, moving solid-liquid interfaces, and liquid spreading. In contrast to isothermal wetting, which is well investigated, homologous wetting is subject to research [170, 171, 172]. According to [170, 171, 172], the spreading of a molten droplet on a solid of its kind arrests if the apparent dynamic contact angle, $\theta_a$, reaches a critical value, $\theta_s$, which represents the contact angle of the dynamic solidification front. An advancing contact line is only possible if $\theta_a > \theta_s$. According to [170, 171, 172], $\theta_s$ is a function of the Stefan number which can be determined empirically for any material and which is given by

$$
St = \frac{c_p}{h_m} \frac{T - T_m}{T_m} .
$$

Here, $T - T_m$ is the difference between the temperature of the liquid and a target temperature, e.g. the melting temperature. Figure 2.14 shows a sketch of homologous wetting where $u_s$ is the spreading velocity of the liquid on the solid substrate.

2.2.5 Further effects

Due to the temperature change of the material irradiated by the laser, volume expansion and shrinkage occur. Thermal stress may lead to the initiation and propagation of cracks in the material. Moreover, temperature gradients in the molten metal result in buoyancy forces affecting the melt flow. The motion of solid particles must also be considered in some laser-metal processes, such
Figure 2.14: Homologous wetting of a liquid on a solid substrate of the same material.

as SLM and laser metal deposition. For instance, in SLM, rapid evaporation leads to recoil pressure on the condensed surface. As a result, powder particles can be carried away or drawn into the melt pool due to the high gas velocities in the vicinity of the heat-affected zone.

2.3 Material defects

Defects in laser metal processing can increase production time, deteriorate the mechanical properties of the manufactured part, or lead to premature termination of the manufacturing process. The origin of these defects can be related to complex physical phenomena involved in laser-metal processing. Choosing material-specific, appropriate processing conditions can reduce or avoid these material defects. Common defects in laser-metal processing are:

- residual stresses and cracks
- pores
- spheroidization of the melt
- oxidation

2.3.1 Residual stress and cracks

The large heating and cooling rates ($10^3 \text{ K s}^{-1}$ to $10^8 \text{ K s}^{-1}$ [73]) in laser-metal processing lead to high temperature gradients in the processed metal [187]. A consequence of the thermal cycle (the repeated heating and cooling of the material according to the laser scanning path) is the repeated thermal expansion and contraction of the material [72] in additive manufacturing processes, which causes residual stress in the built structure. In particular, the contact areas between melt and solid material are affected by high residual stresses,
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which may initiate and propagate cracking, delamination, fatigue failure, or thermal deformation [85, 112, 196] and, henceforth, affect the mechanical properties of the produced part [224]. In SLM, the occurring stresses can be classified into thermal and structural stresses [34]. Anisotropic heating associated with thermal expansion of the material as well as differences in the shrinkage behavior of the material as a function of the distance to the molten metal [52, 123] induces thermal stress that is a primary cause of crack initiation [115]. In contrast, phase transition and the associated expansion and contraction of volume are related to structural stresses [96]. If the stress inside a manufactured part exceeds the yield strength, plastic deformations such as cracks or geometric distortions form to release stress [153]. Often, finite element simulations are carried out to predict residual stress in a manufactured part due to the difficulty of experimental measurements in additive manufacturing processes [234].

In SLM, cracking can be categorized into liquation and solidification cracking [146]. Liquation cracking occurs due to precipitation of low melting point eutectics in the processing of alloys [35, 83]. Solidification cracking, also referred to as hot cracking, is related to the temperature range of solidification in alloys and arises due to the solidification of the residual liquid film between crystals [59].

The residual stresses in the manufactured part can be reduced by lowering the cooling rate, by preheating or remelting the metal [52, 93, 124], or by adjusting the laser energy so that the molten metal has sufficient time to fill and heal cracks during the manufacturing process [37]. For instance, in selective electron beam melting of titanium-aluminides, the surrounding powder must be preheated to about 1000°C to avoid the crack formation during material cooling [192]. Furthermore, aluminum alloys are commonly preheated to 50°C to 200°C [234]. Nevertheless, preheating to too high temperatures can lead to other defects, such as the formation of agglomerates, referred to as balling phenomenon [219].

2.3.2 Porosity

During laser-metal processing, the formation of persistent spherical or aspherical pores deteriorates the mechanical properties of the manufactured part [218]. In SLM, pores can be classified into gas pores, shrinkage pores, and lack-of-fusion pores [46, 73, 90]. Gas pores cannot escape from the molten metal due to high solidification rates and are randomly distributed in the manufactured part [233]. The development of gas pores can be
attributed to surface turbulence at the liquid-gas interface that leads to the entrapment of metal vapor or inert gas from the protective atmosphere into the melt, gas which is located in between the gaps of metal powder in SLM processes, or the evaporation of low melting compounds in the case of feedstock contamination or the processing of alloys [29, 70, 97, 217, 233]. If the volume of the melt insufficient to fill pores during the solidification process, shrinkage porosity occurs [145, 218]. These pores related to the gas phase are typically small, spherical [3, 217], and can result in intensified residual stresses and crack densities [23, 67].

If the laser energy density is too low, a disordered solidification front and an insufficient overlap of adjacent scan lines and subjacent layers may arise. This promotes balling and the formation of lack-of-fusion pores [67, 145, 196]. Lack-of-fusion is one of the most severe defects in laser additive manufacturing and a significant reason for the structural failure of the manufactured part [196]. Lack-of-fusion pores are irregularly shaped and can propagate in the building direction, so multiple layers are affected by this defect. This also leads to reduced heat conductivity, further enhancing this effect. An additional effect is the increased appearance of balling due to insufficient wetting on the solid substrate, which enhances the surface roughness.

2.3.3 Balling and humping

A liquid tends to spheroidize to minimize its surface energy. The occurrence of this behavior in powder-based processes is called balling [225, 234] and can be related to poor wetting of the solid substrate [75] or droplet splashing during the manufacturing process. Large liquid spheres occur due to incomplete wetting of the substrate when using insufficient laser energies [74]. Upon translation of the laser along the predefined path, a cylindrical-shaped melt pool occurs, which fragments into several coarsened spheres which can have the diameter of the laser beam or even exceed its size [201]. The occurrence of discontinuous scan lines may prevent overlapping of the melt with adjacent scan lines and the subjacent layer [74]. This impairs the uniform deposition of fresh powder, which favors the formation of pores and thermal stresses, delamination due to weak interlayer bonding, and deteriorates the part geometry [186, 236]. Additionally, many pores can be formed between disconnected metal balls [114]. The formation of relatively large metal spheres can also prevent the recoating device from moving [5, 236], or even damage the device in SLM [225]. Increasing the laser power, reducing the laser scan speed, or reducing the powder layer thickness are strategies to mitigate balling [74].
If the laser energy is too high, excessive liquid metal will lead to smaller micrometer-scaled droplets [74, 201] which lead to a rough surface accompanied by many pores that reduce the density and quality of the manufactured part [75, 234]. In keyhole welding, high recoil pressure can lead to the ejection of a liquid jet that can break into metal balls [221]. Moreover, in SLM, the formation of metal vapor may disperse solid metal powder or liquid splashes sideways [117]. Nevertheless, the high temperature reduces the liquid’s viscosity and increases its fluidity, which assists in mitigating balling [234].

Figure 2.15 shows a computer tomography reconstruction of titanium spatter formed in an SLM process [S166]. The agglomerates formed can reach significantly larger dimensions than the initial powder. For example, the left particle in Fig. 2.15 has an extent of 652 µm. Droplets with diameters of 920 µm have been reported in the literature [39].

In welding processes, inappropriate process conditions can lead to the spheroidization of the welding seam. Figure 2.16 shows a simulation snapshot of this phenomenon also referred to as humping. A variety of theories have been developed to explain the humping phenomenon [211] ranging from Raleigh’s capillary instability [28, 71], Kelvin-Helmholtz instability [105, 203], hydraulic jump [180], to the fluid flow, e.g., due to Marangoni forces [125].

2.3.4 Oxidation

Most metals form an oxide layer on their surface when exposed to air [54]. In laser-metal processing, oxide inclusion is caused by utilizing oxidized
feedstock or by the oxygen concentration in the ambient atmosphere which can be entrapped into the molten metal due to the turbulent flow \[ 97, 217 \]. Oxide films can form on all sides of a melt pool in laser processing \[ 118 \]. The surface energy of oxide layers is smaller than the corresponding liquid-gas surface tension of pure metals and can enhance balling due to the weak wetting forces between oxides and molten metal \[ 49, 54, 154 \]. This can reduce the density and induce crack initiation, which degrades the mechanical properties of the fabricated parts \[ 89, 90 \]. Furthermore, oxide layer increase the absorption of laser energy by the underlying pure metal \[ 173 \]. Reducing the oxygen content in the atmosphere below 0.1% can alleviate balling \[ 113 \]. Therefore, sufficiently low oxygen partial pressure and clean metal powder in SLM must be ensured. The use of deoxidizing agents added to the metal powder can also be attempted \[ 104 \].

### 2.4 Process control

Process control aims to achieve the best possible material properties by avoiding the formation of defects and minimizing the required manufacturing time of parts. Due to the variety of the involved physical phenomena, adjusting the free parameters of the processes requires time-consuming trial and error procedures. In the following, a summary of possible parameters is given. The adjustable process parameters include laser power, beam diameter, and focal length to control the laser’s intensity and scanning velocity. High scanning velocity and a controlled inert gas flow to mechanically push the induced vapor plume out of the heat affected zone \[ 173 \] can be used to minimize the interaction of the laser beam with the emerging metal vapor. The focal point can be placed on the surface of the processed material but also at a certain height above or below the material surface to optimize, for instance, the welding process of thick materials (\( > 10 \text{ mm} \)). The main purpose of the inert gas, e.g. argon or helium, is to avoid oxidation of the metal. Due to the higher ionization potential of helium compared to argon (24.46 eV compared...
to 15.68 eV), deeper penetration welds can be achieved in laser welding [173] when using helium as an inert gas. The laser beam can also be tailored to optimize the melt geometry and final product quality, e.g., by beam shaping. Furthermore, preheating the substrate aims to reduce the thermal gradient and the formation of cracks. The packing fraction in powder-based processes is essential to reduce the formation of pores. Moreover, smart scanning strategies of the laser beam are necessary to maximize the compactness of the manufactured part. For instance, the direction of laser scan lines can be varied between consecutive layers, as sketched in Fig. 2.17, to increase the material density.
3 Modeling material properties of titanium

This work investigates the melting process of pure titanium surrounded by an argon atmosphere due to laser irradiation. Titanium is a lightweight material with a high strength-to-weight ratio and corrosion resistance and is thus widely used in the aerospace [11] and chemical plant industry [156]. Due to its good bio-compatibility, it is also used for biomedical implants [182, 206]. Its mechanical properties are strongly influenced by its oxygen concentration [152]. In the following, the temperature-dependent material properties of titanium are introduced. If no experimental data are available, appropriate models are employed instead. As an exception, the dynamic viscosity of liquid titanium is considered temperature-independent with \( \eta = 3.3 \cdot 10^{-3} \text{Pa s} \) [87] and the thermal emissivity of titanium is \( \varepsilon_{\text{th}} = 0.5 \) [27] in this work.

3.1 Phase transitions

As temperature rises, titanium undergoes several phase transitions. At \( T_{\text{cryst}} = 1166 \text{ K} \) titanium changes its crystalline structure from hexagonal close-packed to body-centered cubic [53]. These transformations of titanium are called \( \alpha \)-titanium or \( \beta \)-titanium, respectively, and are denoted as \( \text{Ti}^\alpha \) and \( \text{Ti}^\beta \) in this work. The latent heat of this transformation is \( h_{\text{cryst}} = 87.12 \text{ kJ kg}^{-1} \). Furthermore, at \( T_m = 1943 \text{ K} \), titanium undergoes a solid-liquid phase transition where the latent heat of melting is \( h_m = 303.97 \text{ kJ kg}^{-1} \) [53]. The phase transition from liquid to gaseous titanium at atmospheric pressure takes place at \( T_{\text{boil}} = 3558 \text{ K} \) [30]. The latent heat of vaporization varies with temperature as given by Eq. (2.32) and the latent heat of vaporization at absolute zero temperature is \( h_{\text{vap},0} = 9700 \text{ kJ kg}^{-1} \) [86]. Moreover, titanium’s critical temperature, atomic mass, and specific heat ratio are \( T_{\text{crit}} = 11790 \text{ K} \) [65], \( m_{A,v} = 47.87 \text{ Da} \), and \( \gamma_v = 5/3 \).

Using Eqs. (2.33) and (2.40), argon’s atomic mass, \( m_{A,a} = 39.95 \text{ Da} \), and specific heat ratio, \( \gamma_a = 5/3 \) [12], the flow states of evaporating titanium propagating into the ambient argon atmosphere at atmospheric pressure, can be computed as introduced in Section 2.2.2. The flow state diagram of the system titanium-argon is shown in Fig. 3.1, where the dashed lines are obtained by the Clausius-Clapeyron equation (2.33) and the solid lines correspond to Eq. 2.40 which is based on the Rankine-Hugoniot and Knudsen layer jump conditions. By connecting the intersection of the two sets of curves with a linear function
at $Ma_{Kn} = 0$ and $Ma_{Kn} = 1$, the surface temperature can be related to the flow Mach number and constant ambient pressure [98].

### 3.2 Density

According to [200, 220], the temperature dependence of the density of titanium is

$$\rho(T) = A_0 + A_1 T + A_2 T^2 + A_3 T^3.$$  \hspace{2cm} (3.1)

Here, the coefficients $A_0$, $A_1$, $A_2$, and $A_3$ are given in Tab. 3.1 for Ti$^\alpha$ ($200 \, K < T \leq T_{cryst}$), Ti$^\beta$ ($T_{cryst} \, K < T \leq T_m$) and liquid titanium Ti$^l$ ($T > T_m$), respectively. Figure 3.2 shows titanium's density as a function of temperature, which decreases from 4512 kg m$^{-3}$ at $T = 300$ K to 3776 kg m$^{-3}$ at $T_{boil}$. All simulations carried out in this work assume a density invariant material. Nevertheless, Eq. (3.1) is required to model the temperature dependence of the optical properties of titanium introduced in Section 3.6.
Table 3.1: Polynomial fit parameters for the temperature-dependent density of titanium [200].

<table>
<thead>
<tr>
<th>Condition</th>
<th>$A_0$</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$200 \text{ K} &lt; T \leq T_{\text{cryst}}$</td>
<td>4546.26</td>
<td>$-1.05568 \cdot 10^{-1}$</td>
<td>$-3.47491 \cdot 10^{-5}$</td>
<td>$8.16976 \cdot 10^{-9}$</td>
</tr>
<tr>
<td>$T_{\text{cryst}} &lt; T \leq T_{\text{m}}$</td>
<td>4471.86</td>
<td>$4.06497 \cdot 10^{-2}$</td>
<td>$-1.14497 \cdot 10^{-4}$</td>
<td>$2.03179 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>$T &gt; T_{\text{m}}$</td>
<td>4580.00</td>
<td>-0.2260</td>
<td>o</td>
<td>o</td>
</tr>
</tbody>
</table>

![Figure 3.2: Density of titanium as a function of temperature.](image)

3.3 Heat capacity

The temperature dependence of the specific heat capacity at constant pressure is modeled for three different temperature regimes that correspond to Ti$^{\alpha}$, Ti$^{\beta}$ and liquid titanium, Ti$^{l}$ according to [200]

$$
c_p [\text{J kg}^{-1} \text{ K}^{-1}] = \begin{cases} 
    c_p^\alpha & T < T_{\text{cryst}} \\
    c_p^\beta & T_{\text{cryst}} \leq T \leq T_{\text{m}} \\
    c_p^l & T > T_{\text{m}}
\end{cases} \quad (3.2)
$$
The heat capacity of Ti\(^{\alpha}\) is composed of different contributions depending on the temperature regime and can be described by [200]

\[
c_{p}^{\alpha} = \frac{c_{p,D}^{\alpha} + c_{p,H}^{\alpha} + c_{p,E}^{\alpha}}{M}.
\]  

(3.3)

Here, \(M = 47.87 \cdot 10^{-3}\) kg mol\(^{-1}\) [12] is the molar mass of titanium, \(c_{p,D}^{\alpha}\) is heat capacity estimated by the Debye model, and \(c_{p,H}^{\alpha}\) represents a polynomial that describes the electronic and vibrational contributions to the heat capacity [78]. The heat capacity of some transition metals shows a sharp increase in the temperature regime where their magnetic state changes. This is accounted by the last term on the right-hand side of Eq. (3.3), \(c_{p,E}^{\alpha}\), in the case of titanium.

For the low-temperature regime, the molar heat capacity \(c_{p,D}^{\alpha}\) is given by the Debye model

\[
c_{p,D}^{\alpha} \left[ \text{J mol}^{-1} \text{K}^{-1} \right] = 3R_{g}C(\bar{x}), \quad \bar{x} = \Theta_{D}/T,
\]  

(3.4)

where \(R_{g}\) is the ideal gas constant, \(\Theta_{D}(298\text{ K}) = 375\text{ K}\) [200] is the Debye temperature of titanium, and \(C(\bar{x})\) is given by

\[
C(\bar{x}) = 4D(\bar{x}) - \frac{3\bar{x}}{e^{\bar{x}} - 1}.
\]  

(3.5)

Here, \(D(\bar{x})\) is the Debye function defined by

\[
D(\bar{x}) = \frac{3}{x^3} \int_{0}^{\bar{x}} \frac{y^3}{e^{y} - 1} \, dy.
\]  

(3.6)

The second term on the right hand side of Eq. (3.3) accounts for electronic and vibrational contributions to the heat capacity [78, 200] and is given by

\[
c_{p,H}^{\alpha} \left[ \text{J mol}^{-1} \text{K}^{-1} \right] = 6.40 \cdot 10^{-3}T.
\]  

(3.7)

Finally, the sharp increase in the heat capacity in the vicinity of \(T_{\text{cryst}}\) is defined by

\[
c_{p,E}^{\alpha} \left[ \text{J mol}^{-1} \text{K}^{-1} \right] = \exp (-9.21 + 10.23T).
\]  

(3.8)
For the temperature regime $T_{\text{cryst}} \leq T \leq T_m$ the polynomial expression by [200] for the data of [53] is used

$$c_p^\beta [\text{J kg}^{-1} \text{K}^{-1}] = \frac{1}{M} \left( 28.66 - 7.28 \cdot 10^{-3} T + 6.25 \cdot 10^{-6} T^2 \right), \quad T_{\text{cryst}} \leq T \leq T_m. \quad (3.9)$$

Because the temperature dependence of the heat capacity at temperatures far below the critical temperature is generally small for liquid titanium ($T > T_m$), a constant heat capacity of

$$c_p^l [\text{J kg}^{-1} \text{K}^{-1}] = 46.29, \quad T > T_m \quad (3.10)$$

is assumed [86, 200]. The modeled specific heat capacity as a function of temperature is shown in Fig. 3.3.

### 3.4 Thermal conductivity

Metals are characterized by their high electrical and thermal conductivity, which can be attributed to freely moving electrons in the conduction band.
The Wiedemann-Franz (WF) law relates thermal conductivity to electric resistivity by \[94\]

\[
\frac{k}{\sigma_e T} = L_e. \tag{3.11}
\]

Here, \(\sigma_e\) is the electric conductivity and \(L_e\) is the Lorenz number. The inverse of the electric conductivity is the electric resistivity, \(\sigma_e^{-1}\), which is given for titanium by \[176\]

\[
\rho_e [\Omega \text{m}] = 1.672 + 1.589 \cdot 10^{-4} (T - T_m) + 6.776 \cdot 10^{-9} (T - T_m)^2, \quad T_m \leq T \leq 5000 \text{ K}. \tag{3.12}
\]

According to the Drude theory, the theoretical (Sommerfeld) Lorenz number is \(L_{e,0} = 2.45 \cdot 10^{-8} \text{ W} \Omega \text{K}^{-2} \ [94]\). Nevertheless, the experimental Lorenz number for titanium differs from its theoretical value and is given at melting temperature by the Wiedemann-Franz ratio \(L_e/L_{e,0} = 1.1\) according to \[126\]. Thus, the thermal conductivity is given by

\[
k = 1.1L_{e,0}T\rho_e^{-1}. \tag{3.13}
\]
For temperatures $T < T_m$, the recommended data given by [160] are interpolated using

$$k \ [\text{W m}^{-1} \text{K}^{-1}] = \left( 2.279 \cdot T^{-0.105} + 1.716 \cdot 10^{-2}T - 2.196 \cdot 10^{-3} \right) \text{W m}^{-1} \text{K}^2 \quad T > T_m. \quad (3.14)$$

In this work, the thermal conductivity is described as shown in Fig. 3.4, using Eqs. (3.14) and (3.13). Moreover, the recommended thermal conductivity by [160] is shown by hollow circles.

### 3.5 Surface tension

The temperature dependence of the surface tension coefficient is given by [235]

$$\sigma = \sigma_0 + \sigma_T (T - T_m), \quad (3.15)$$

where $\sigma_0 = 1.64 \text{ N m}^{-1}$ and $\sigma_T = -2.38 \cdot 10^{-4} \text{ K}^{-1}$. Figure 3.5 shows the linear decrease of titanium’s surface tension with increasing temperature. The temperature dependence of the surface tension is required for modeling Marangoni forces as shown in Chapter 6. However, the normal component of surface tension is modeled assuming a constant surface tension coefficient of $\sigma_0 = 1.64 \text{ N m}^{-1}$ in the simulations that are presented in Chapters 7 and 8.

![Figure 3.5: Surface tension of titanium as a function of temperature.](image)
3.6 Optical properties

In the following, the temperature-dependent complex refractive index of titanium for laser irradiation with a wavelength of $\lambda = 1.08 \, \mu m$ is introduced. Therefore, $K^s$ in Eq. (2.24) can be computed by

$$K^s = \Gamma^s_0 \left( T_0^5 \int_0^{\Theta_0/T_0} \frac{z^4}{e^z - 1} \, dz \right)^{-1}. \quad (3.16)$$

Here, $\Gamma^s_0$ is the collision frequency at reference temperature $T_0$. The relation [205]

$$2n_{1,0}n_{2,0} = \frac{\omega_p^2}{\omega^2 + \Gamma_0^2} \frac{\Gamma_0}{\omega}, \quad (3.17)$$

where $n_{1,0}$ and $n_{2,0}$ are the real and imaginary components of the refractive index at $T_0$, gives the collision frequency at $T_0$. Solving Eq. (3.17) yields

$$\Gamma_0 = \frac{\omega_p - \sqrt{\omega_p^4 - 16n_{1,0}^2n_{2,0}^2\omega^4}}{4n_{1,0}n_{2,0}\omega}. \quad (3.18)$$

Here, the plasma frequency is computed using the effective electron mass, $m_e^*$, by

$$\omega_p = \sqrt{\frac{n_e q_e^2}{\epsilon_0 m_e^*}}, \quad (3.19)$$

and the electron density is given by

$$n_e = \frac{z_e N_A \rho_0}{M}, \quad (3.20)$$

where $N_A = 6.022 \cdot 10^{23} \, \text{mol}^{-1}$ is the Avogadro constant and $z_e$ is the number of valence electrons of titanium.

The complex permittivity at the reference temperature is obtained from experimental measurements as shown in Tab. 3.2. The permittivity is used to compute the real and imaginary parts of the refractive index according to Eq. (2.20). Furthermore, the corresponding reflectivity at normal incidence is computed by Eq. (2.22) or (2.23). As can be seen in Tab. 3.2, a variety of measured optical properties exist for a wavelength of $\lambda = 1.08 \, \mu m$ which correspond to reflectivity values between 49.33 % and 96.99 % for normal incidence. Surface roughness, contamination with chemicals, or the formation of a passive layer can drastically increase the absorbtance of the material [173]. Titanium is prone to oxidation even for low exposure times to air [54]. There-
Table 3.2: Real and imaginary parts of the refractive index and permittivity of titanium for $\lambda = 1.08 \, \mu m$.

<table>
<thead>
<tr>
<th>$n_{1,0}$</th>
<th>$n_{2,0}$</th>
<th>$\epsilon_{1,0}$</th>
<th>$\epsilon_{2,0}$</th>
<th>$R / %$</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.49</td>
<td>4.02</td>
<td>-3.96</td>
<td>28.02</td>
<td>61.53</td>
<td>[91]</td>
</tr>
<tr>
<td>3.48</td>
<td>3.33</td>
<td>1.02</td>
<td>23.18</td>
<td>55.33</td>
<td>[150]</td>
</tr>
<tr>
<td>3.37</td>
<td>3.63</td>
<td>-188</td>
<td>24.46</td>
<td>58.28</td>
<td>[121]</td>
</tr>
<tr>
<td>0.67</td>
<td>9.30</td>
<td>-86.07</td>
<td>12.50</td>
<td>96.99</td>
<td>[215]</td>
</tr>
<tr>
<td>2.92</td>
<td>2.76</td>
<td>0.91</td>
<td>16.15</td>
<td>49.22</td>
<td>[155]</td>
</tr>
</tbody>
</table>

Therefore, special care must be spent on examining the surface quality of titanium in these experiments. The data by [215] were obtained by reflection electron energy-loss spectroscopy using ultra-high vacuum conditions (pressure $< 1.33 \cdot 10^{-9} \, \text{mbar}$). Moreover, a clean titanium surface was ensured using Ar$^+$ bombardment to remove any contamination on the sample, which was verified via Auger-electron spectroscopy.

Another experimental study on the optical properties of titanium, using ultra-high vacuum conditions (pressure $< 1.33 \cdot 10^{-8} \, \text{mbar}$) and ensuring an atomically clean titanium surface to the detection limit of Auger-spectroscopy, was obtained by Wall et al. [210]. Though Wall et al. [210] provide only experimental data in the wavelength range from 49.6 nm to 0.62 $\mu m$, their results indicate a sharp increase in reflectivity for a wavelength $> 0.25 \, \mu m$. This is why the highest confidence is put into the data by [215], which is used to compute the reflectivity of a clean titanium surface.

Consequently, the plasma and collision frequency at reference temperature in Eqs. (3.18) and (3.19) can be computed using the data provided in Tab. 3.3. It is assumed that the experimental data are measured at a reference temperature of $T_0 = 300 \, \text{K}$. Subsequently, $K^*$ in Eq. (3.16) can be computed and $\Gamma^s (T)$ is given by Eq. (2.24) up to the melting temperature.

Accordingly, the constant $K^l$ must be found for the liquid phase. Therefore, the plasma frequency, which is assumed to be temperature independent, is given by Eq. (3.19). Moreover, the collision frequency at the melting point, $\Gamma^l_m (T_m)$, is obtained from Eq. (2.24) and the constant $K^l$ is provided by

$$K^l (T_m) = \Gamma^l (T_m) \left( T_m^{5} \int_{\bar{y}=0}^{\Theta_{PY}(T_m)/T_m} \frac{\bar{y}^4}{e^{\bar{y}} - 1} d\bar{y} \right)^{-1}.$$  \hspace{1cm} (3.21)
Table 3.3: Material properties that are required to model the temperature dependence of the real and imaginary parts of the refractive index of titanium.

<table>
<thead>
<tr>
<th>property</th>
<th>value</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S(0)$</td>
<td>0.02</td>
<td>[140]</td>
</tr>
<tr>
<td>$z_e$</td>
<td>4</td>
<td>[88]</td>
</tr>
<tr>
<td>$m_e^*/m_e$</td>
<td>3.2</td>
<td>[88]</td>
</tr>
<tr>
<td>$\Theta_D$</td>
<td>380 K</td>
<td>[88]</td>
</tr>
</tbody>
</table>

Here, $\Theta_{PY}$ can be computed using Eq. (2.26) by employing the temperature-dependent density given in Eq. (3.1). The collision-frequency, $\Gamma^l(T)$, is now given by Eq. (2.25) and is assumed to be valid for material temperatures larger than the boiling temperature.

For the experimentally measured optical properties of titanium, the temperature-dependent complex permittivity and refractive index can be computed by Eqs. (2.17) and (2.20) for an angular frequency of $\omega = 1.74 \cdot 10^{15}$ s$^{-1}$ according to Eq. (2.14) and $\lambda = 1.08$ \(\mu\)m. Using the data by [215] ($n_1 = 0.67$ and $n_2 = 9.30$), the real and imaginary parts of the complex refractive index are shown as solid blue lines in Fig. 3.6 as a function of temperature. In addition, the corresponding reflectivity for radiation at normal incidence is shown as a solid black line. Since the evaluation of $n_1$ and $n_2$ using the proposed models by Ujihara [205] and Siegel [183] is numerically too expensive, the following fit functions are used for the solid ($T \leq T_m$)

$$n_{\text{s},\text{clean}}^1 = A_0 T^{0.5} + A_1 T + A_2 ,$$  \hspace{1cm} (3.22)

$$n_{\text{s},\text{clean}}^2 = A_0 T^3 + A_1 T^2 + A_2 ,$$  \hspace{1cm} (3.23)

and the liquid phase ($T > T_m$)

$$n_{\text{l},\text{clean}}^1 = A_0 T^2 + A_1 T + A_2 ,$$  \hspace{1cm} (3.24)

$$n_{\text{l},\text{clean}}^2 = A_0 T^{-0.5} + A_1 T + A_2 ,$$  \hspace{1cm} (3.25)

as shown by the blue dashed lines in Fig. 3.6. The coefficients $A_0$, $A_1$ and $A_2$ are given in Tab. 3.4. In this work, it is assumed that Eqs. (3.22) to (3.25) describe the optical properties of a clean titanium surface. Using Eqs. (3.22) to (3.25), the reflectivity as a function of the angle of incidence is given by Eqs. (2.22) and (2.23). Figure (3.7) shows the reflectivity for parallel and per-
Figure 3.6: Temperature dependence of the real and imaginary parts of the refractive index of a clean titanium surface as well as the corresponding reflectivity of light with a wavelength of $\lambda = 1.08\ \mu m$ at normal incidence according to Eqs. (2.22) and (2.23).

In the following, the second set of fit formulas that describe the temperature dependence of the real and imaginary parts of the refractive index of an aged titanium surface is introduced. Elimination of $\omega_p$ by substitution of the fitting coefficients used to model the real and imaginary parts of the refractive index of a clean titanium surface that is irradiated by a laser beam with a wavelength of $1.08\ \mu m$.

<table>
<thead>
<tr>
<th>$n_{1,\text{clean}}^s$</th>
<th>$A_0$</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.32</td>
<td>$-3.72 \cdot 10^{-3}$</td>
<td>$-3.81$</td>
<td>$300 \text{ K} \leq T \leq T_m$</td>
<td></td>
</tr>
<tr>
<td>$5.30 \cdot 10^{-10}$</td>
<td>$-1.59 \cdot 10^{-6}$</td>
<td>8.88</td>
<td>$300 \text{ K} \leq T \leq T_m$</td>
<td></td>
</tr>
<tr>
<td>$1.31 \cdot 10^{-7}$</td>
<td>$-1.54 \cdot 10^{-3}$</td>
<td>$-5.69$</td>
<td>$T_m &lt; T \leq 5000 \text{ K}$</td>
<td></td>
</tr>
<tr>
<td>$7.44 \cdot 10^2$</td>
<td>$7.37 \cdot 10^{-4}$</td>
<td>$-13.36$</td>
<td>$T_m &lt; T \leq 5000 \text{ K}$</td>
<td></td>
</tr>
</tbody>
</table>
imaginary part of the complex permittivity into the real part of the permittivity, given in Eq. (2.17), leads to the following expression for the collision frequency:

\[ \Gamma_0 = \frac{\varepsilon_{r,2}\omega_0}{1 - \varepsilon_{r,1}}. \]  
(3.26)

Moreover, substitution of Eq. (3.26) into the real part of the permittivity in Eq. (2.17) yields

\[ \omega_p = \sqrt{(1 - \varepsilon_1)(\omega^2 + \Gamma_0^2)}. \]  
(3.27)

Using Eq. (3.27) to estimate the plasma frequency and Eq. (3.26) to calculate the collision frequency at reference temperature, \( T_0 \), eliminates the need to compute \( \omega_p \) in Eq. (3.19), which requires knowledge of titanium’s electron density and effective electron mass.

Employing the permittivity provided by [91] in Tab. 3.2 as input parameter to Eqs. (3.26), (3.27), (3.16), (3.21), (2.24), (2.25), and (2.17), leads to the temperature-dependent real and imaginary part of the refractive index given by (2.20), shown as solid blue lines in Fig. 3.8. The set of fitting equations
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Figure 3.8: Temperature dependence of the real and imaginary parts of the refractive index as well as the corresponding reflectivity of an aged titanium surface for light with a wavelength of $\lambda = 1.08 \, \mu m$ at normal incidence according to Eqs. (2.22) and (2.23).

Describing the refractive indices of the solid and liquid phase with aged surfaces are given by

\[
\begin{align*}
n_{s1,\text{aged}} &= A_0 T^{-0.5} + A_1 T + A_2, \\
n_{s2,\text{aged}} &= A_0 T^{-0.5} + A_1 T + A_2, \\
n_{l1,\text{aged}} &= A_0 T^{-0.5} + A_1 T + A_2, \\
n_{l2,\text{aged}} &= A_0 T^{-0.5} + A_1 T + A_2,
\end{align*}
\]

where the corresponding coefficients are provided in Tab. 3.5. Eqs. (3.28) to (3.31) are shown as dashed blue lines in Fig. 3.8. Furthermore, the reflectivity for normal incidence is shown as a solid black line in Fig. 3.8. In addition, Fig. 3.9 shows the reflectivity of an aged titanium surface as a function of the angle of incidence at 300 K, 1943 K (melting temperature) and 3558 K (boiling temperature at atmospheric pressure).
Table 3.5: Fitting coefficients used to model the real and imaginary parts of the refractive index of an aged titanium surface that is irradiated by light with a wavelength of 1.08 µm.

<table>
<thead>
<tr>
<th></th>
<th>$A_0$</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{s, \text{aged}}^1$</td>
<td>48.29</td>
<td>$1.44 \cdot 10^{-4}$</td>
<td>−0.15</td>
<td>$300 \text{ K} \leq T \leq T_m$</td>
</tr>
<tr>
<td>$n_{s, \text{aged}}^2$</td>
<td>80.46</td>
<td>$2.84 \cdot 10^{-4}$</td>
<td>−1.61</td>
<td>$300 \text{ K} \leq T \leq T_m$</td>
</tr>
<tr>
<td>$n_{l, \text{aged}}^1$</td>
<td>51.49</td>
<td>$8.55 \cdot 10^{-5}$</td>
<td>−0.16</td>
<td>$T_m &lt; T \leq 5000 \text{ K}$</td>
</tr>
<tr>
<td>$n_{l, \text{aged}}^2$</td>
<td>144.52</td>
<td>$1.94 \cdot 10^{-4}$</td>
<td>−2.97</td>
<td>$T_m &lt; T \leq 5000 \text{ K}$</td>
</tr>
</tbody>
</table>

Figure 3.9: Reflectivity of an aged titanium surface for light with a wavelength of $\lambda = 1.08$ µm. The reflectivity depends on the temperature as well as the orientation of the electric field with respect to the plane of incidence.

3.7 Concluding remarks

This chapter introduced the temperature dependence of density, heat capacity, thermal conductivity, and surface tension of titanium used in this work. Moreover, the optical properties of a titanium surface for light with a wavelength of 1.08 µm are presented. A literature review revealed a surface reflectivity for normal incidence of laser irradiation between 49% [155] and 97.0% [215] of titanium when employing Fresnel laws. The variance of the reported complex refractive index and permittivity may be caused by the sensitivity of these properties to the surface quality of the material. The formation of an oxidation layer, contamination with other chemicals, or a rough titanium surface can
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significantly affect the measured optical properties. For this reason, clean and aged titanium surfaces are distinguished in this work. The thermal emissivity and viscosity of titanium are assumed to be temperature-independent in this work.
4 Smoothed Particle Hydrodynamics

This chapter deals with the mathematical principles of SPH, a Lagrangian numerical method to solve continuum mechanical problems. SPH was developed by Gingold and Monaghan [68], and Lucy [119] separately in 1977. Initially, it was used to investigate astrophysical problems and gas dynamics. Apart from its original field of application, it has been used to simulate numerous other problems, including hemodynamics in blood vessels and aneurysms [135, 161], sloshing and granular cargo behavior in transport vehicles [63, 64], friction between tire and wet surfaces [17], or extrusion and forging processes [24, 41, 164]. Thus, SPH has been demonstrated to be a reliable and robust numerical method for simulating complex problems involving numerous concurrent physical phenomena.

4.1 Idea and mathematical formulation

SPH is a Lagrangian method in which nodal points discretize the domain. Unlike lattice-based methods with fixed vertices, these points, commonly referred to as SPH particles, are mobile in space and do not preserve their neighborhood. Physical properties such as density, \( \rho \), pressure, \( p \), and velocity, \( \mathbf{u} \), are defined at these positions. Additionally, each SPH particle carries a fraction of the total fluid mass corresponding to a certain volume. To obtain a discrete formulation of the governing equations that describe the motion and energy of an SPH particle, the concept of integral interpolation is used. Therefore, an arbitrary scalar field, \( \Phi \), can be represented by a spatial convolution product with the Dirac delta distribution, \( \delta \), by

\[
\Phi (\mathbf{r}) = \int_{\Omega} \Phi (\mathbf{r'}) \delta (\mathbf{r} - \mathbf{r'}) \, d\mathbf{r'},
\]

where \( \Omega \) denotes the whole continuous medium, \( \mathbf{r} \) is a position in \( \Omega \) where \( \delta \) is centered, \( \mathbf{r'} \neq \mathbf{r} \) is a position in the neighborhood of \( \mathbf{r} \) in \( \Omega \) and \( d\mathbf{r'} \) is an infinitesimal volume element. The Dirac delta distribution, \( \delta \), is given by

\[
\delta (\mathbf{r} - \mathbf{r'}) = \begin{cases} \infty & \mathbf{r} = \mathbf{r'} \\ 0 & \mathbf{r} \neq \mathbf{r'} \end{cases},
\]

whereas its integral is defined as \( \int_{\Omega} \delta (\mathbf{r} - \mathbf{r'}) \, d\mathbf{r'} = 1. \)
In the SPH method, $\delta$ is replaced by an appropriate kernel function, $W(\mathbf{r} - \mathbf{r}', h)$, whose radius of influence is determined by the smoothing length, $h$. Equation (4.1) can now be written as

$$
\Phi (\mathbf{r}) \approx \int_{\Omega_r} \Phi (\mathbf{r}') W(\mathbf{r} - \mathbf{r}', h) \, d\mathbf{r}',
$$

(4.3)

where $\Omega_r$ denotes the neighborhood of $\mathbf{r}$ defined by $h$. By discretizing the simulation domain using SPH particles with constant mass and volume, the integrand in Eq. (4.3) vanishes everywhere except at the positions of the SPH particles. Consequently, the integral can be replaced by a sum, particularly at the position $\mathbf{r}_a$ of the central SPH particle, which gives

$$
\Phi (\mathbf{r}_a) \approx \sum_b \frac{m_b}{\rho_b} \Phi (\mathbf{r}_b) W(\mathbf{r}_a - \mathbf{r}_b, h),
$$

(4.4)

where $b$ runs over all SPH particles that are located within the kernel radius, $r_{\text{max}}$. The factor $m_b/\rho_b$ describes the volume assigned to particle $b$ of mass $m_b$ and density $\rho_b$. These quantities characterize the simulated material. In the following, the shorthand notation

$$
\Phi_{a} = \sum_b \frac{m_b}{\rho_b} \Phi_b W_{ab}
$$

(4.5)

is used instead of Eq. (4.4). Here, the subscripts $a$ and $b$ denote the central and a neighbor particle, respectively. Figure 4.1 illustrates the used notation. Par-
articles located outside of the kernel radius are not included into the summation in Eq. (4.5).

The spatial gradients that occur in the governing equations in Section 4.2 shall be approximated analogous to Eq. (4.5). Applying the gradient operator to a scalar field $\Phi$ followed by integration by parts results in

$$[208] \nabla \Phi (r) = \int_{\Omega_r} \frac{\partial \Phi (r')}{\partial r'} W(r - r', h) \, dr' \tag{4.6}$$

Using the Gauß theorem, the first term on the right-hand side of Eq. (4.6) can be transformed into a surface integral carried out over the domain boundary $\partial \Omega_r$. Moreover, taking advantage of the symmetry of the kernel function,$$
abla \Phi (r) = \oint_{\partial \Omega_r} \Phi (r) W(r - r', h) \hat{n} (r') \, ds + \int_{\Omega_{r'}} \Phi (r') \frac{\partial W(r - r', h)}{\partial r} 
abla (r') \, dr'^{'} , \tag{4.8}$$

where $\hat{n}$ is the unit normal vector to $\partial \Omega_r$ at point $r'$ oriented outwards from the surface $s$ of the area of integration. The surface integral becomes zero if the domain of integration is located completely within the continuum represented by particles. Thus, the gradient of $\Phi$ at the position of particle $a$ is given by

$$\nabla \Phi_a = \sum_b m_b \frac{\Phi_b}{\rho_b} \nabla W(r_a - r_b, h) , \tag{4.9}$$

which is written in the following by the shorthand notation

$$\nabla \Phi_a = \sum_b m_b \frac{\Phi_b}{\rho_b} \nabla W_{ab} . \tag{4.10}$$
This expression for $\nabla \Phi_a$ does not become zero for disordered particle distributions and constant $\Phi_b$, which violates the normalization condition of the SPH kernel function. This is why Monaghan [128] proposed the identities

$$\rho \nabla \Phi = \nabla (\rho \Phi) - \Phi \nabla \rho$$  \hspace{1cm} (4.11)

and

$$\frac{\nabla \Phi}{\rho} = \nabla \left( \frac{\Phi}{\rho} \right) + \frac{\Phi}{\rho^2} \nabla \rho$$  \hspace{1cm} (4.12)

for higher accuracy. The corresponding SPH discretizations of Eqs. (4.11) and (4.12) are given by

$$\rho_a \nabla \Phi_a = \sum_b m_b \rho_b \Phi_b \nabla W_{ab} - \Phi_a \sum_b m_b \rho_b \nabla W_{ab}$$

$$= - \sum_b m_b (\Phi_a - \Phi_b) \nabla W_{ab}$$  \hspace{1cm} (4.13)

and

$$\frac{\nabla \Phi_a}{\rho_a} = \sum_b m_b \frac{\Phi_b}{\rho_b} \nabla W_{ab} + \frac{\Phi_a}{\rho_a^2} \sum_b m_b \frac{\Phi_b}{\rho_b} \nabla W_{ab}$$

$$= \sum_b m_b \left( \frac{\Phi_a}{\rho_a^3} + \frac{\Phi_b}{\rho_b^3} \right) \nabla W_{ab}$$  \hspace{1cm} (4.14)

which represent a non-conservative and a conservative form of the gradient approximation, respectively.

The second derivative of a scalar field can be expressed by two-time differentiation of the kernel function, analogous to the first derivative according to

$$\nabla \Phi^2 = \sum_b m_b \frac{\Phi_b}{\rho_b} \nabla^2 W_{ab}.$$  \hspace{1cm} (4.15)

However, this form is known to be sensitive to particle disorder and does not conserve thermal energy in heat conduction problems with insulating walls [129]. Hence, the second order approximations [32, 40]

$$\nabla \cdot \left( \frac{\kappa_a}{\rho_a} \nabla \Phi_a \right) = \sum_b \frac{m_b}{\rho_a \rho_b} \left( \kappa_a + \kappa_b \right) (\Phi_a - \Phi_b) F_{ab},$$  \hspace{1cm} (4.16)

$$\nabla \cdot \left( \frac{\kappa_a}{\rho_a} \nabla \Phi_a \right) = \sum_b \frac{m_b}{\rho_a \rho_b} \left( rac{4 \kappa_a \kappa_b}{\kappa_a + \kappa_b} \right) (\Phi_a - \Phi_b) F_{ab}.$$  \hspace{1cm} (4.17)
and
\[ \nabla \cdot \left( \frac{1}{\rho_a} \nabla \Phi_a \right) = \sum_b \frac{m_b}{\rho_b} \frac{4}{\rho_a + \rho_b} (\Phi_a - \Phi_b) F_{ab} \] (4.18)
are used in this work. Here, \( \kappa \) is a scalar constant and \( F_{ab} \) is defined as
\[ F_{ab} = \frac{r_{ab} \cdot \nabla W_{ab}}{r_{ab}^2 + 0.01 h^2}, \quad r_{ab} = r_a - r_b, \] (4.19)
where \( r_{ab} \) is given by
\[ r_{ab} = |r_a - r_b| \] (4.20)
and \( 0.01 h^2 \) is a small number to avoid division by zero if \( r_{ab} \rightarrow 0 \).

The smoothing kernel weights the contribution of neighboring particles to a property computed at the location of the central particle depending on their radial distance. Moreover, the kernel is responsible for the stability and accuracy of the SPH method and has to satisfy the following properties [116]:

1. Normalization: \( \int_{\Omega} W(\mathbf{r} - \mathbf{r}', h) \, d\mathbf{r}' = 1 \)

2. Compact support: \( W(\mathbf{r} - \mathbf{r}', h) = 0 \) for \( |\mathbf{r} - \mathbf{r}'| > r_{\text{max}} \)

3. Positivity: \( W(\mathbf{r} - \mathbf{r}', h) \geq 0 \)

4. Delta function behavior: \( \lim_{h \to 0} W(\mathbf{r} - \mathbf{r}', h) = \delta(\mathbf{r} - \mathbf{r}') \)

5. Radial symmetry: \( W(\mathbf{r} - \mathbf{r}', h) = W(\mathbf{r}' - \mathbf{r}, h) \)

Moreover, the smoothing function has to monotonically decrease with increasing distance to the central particle and must be continuous, as shown in Fig. 4.2.

In this work, the Wendland C2 kernel, function [214]
\[ W_{ab} = \begin{cases} \alpha_K \left( 1 - \frac{r_{ab}}{2h} \right)^4 \left( \frac{2r_{ab}}{h} + 1 \right) & r_{ab} \leq 2h \\ 0 & r_{ab} > 2h \end{cases}, \] (4.21)
with a maximum radius of support \( r_{\text{max}} = 2h \) is used due to its stabilizing properties against the pairing instability [51]. Here, \( \alpha_K \in \{ \frac{3}{4h}, \frac{21}{16\pi h^3} \} \) is the
Figure 4.2: SPH kernel function in two dimensions. The kernel function takes a zero value for all SPH particles located outside of the support radius of the kernel function, \( r_{ab} > r_{\text{max}} \).

The normalization constant for one or three dimensions, respectively. Moreover, the kernel gradient at position \( r_b \) is given by

\[
\nabla W_{ab} = \frac{r_a - r_b}{r_{ab}} \frac{\alpha_K}{h} \begin{cases} 
-5 \frac{r_{ab}}{h} \left(1 - \frac{r_{ab}}{2h}\right)^3 & r_{ab} \leq 2h \\
0 & r_{ab} > 2h
\end{cases}.
\]

(4.22)

Figure 4.3 shows the Wendland kernel and its gradient in one dimension as a function of the \( x \)-coordinates of two particles \( a \) and \( b \) in Euclidean space.

Figure 4.3: One-dimensional Wendland kernel and gradient of the Wendland kernel function for \( h = 1 \text{ m} \) depending on the relative position of the central, \( x_a \), and neighboring SPH particle, \( x_b \).
In this work, appropriate phenomenological models, such as the evaporation and recoil pressure models presented in Chapter 3, are used to describe the influence of the ambient gas on the liquid phase. For this reason, the gas phase is not explicitly represented by SPH particles to minimize the required computational time of the numerical model. This leads to the truncation of the smoothing kernel of a central particle located in the vicinity of the free surface due to an insufficient number of neighboring SPH particles. Figure 4.4 shows a schematic representation of the kernel truncation of SPH particles near a free boundary. The hatched area denotes the neighboring SPH particles’ missing contribution to ensure the kernel function’s normalization condition. Therefore, the normalization condition for the kernel function is not satisfied,

\[
\int W(r - r', h) \, dr' \neq 1
\]

\[
\int \nabla W(r - r', h) \, dr' \neq 0
\]

Figure 4.4: Schematic of the truncation of the SPH kernel integral in the vicinity of a domain boundary. The black circle denotes the central SPH particle, whereas the hollow circles denote neighboring SPH particles. The missing contribution of neighboring SPH particles to the kernel integral, shown by the hatched areas, leads to a violation of the kernel and kernel gradient normalization conditions.

and appropriate schemes to restore this property must be applied. To identify SPH particles in the vicinity of a free boundary, the Shepard filter [178], given by

\[
S_a = \sum_b \frac{m_b}{\rho_b} W_{ab},
\]

is used in this work. For an SPH particle with constant mass and volume, \( S_a \approx 1 \) if the particle has full neighbor support, or \( S_a < 1 \) if an SPH particle
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is located near the free surface. A threshold of \( S_a \leq 0.95 \) is used to identify all SPH particles that require a correction of the truncated smoothing kernel. To ensure the normalization condition of the kernel function, the Shepard filter can be applied to any quantity obtained by Eq. (4.5) according to

\[
\Phi_a = \frac{1}{S_a} \sum_b \frac{m_b}{\rho_b} \Phi_b W_{ab} .
\]  

Similarly, the first derivative of a quantity can be normalized by scaling the kernel gradient using a correction matrix \([25, 144]\) which ensures that the condition

\[
\sum_b \frac{m_b}{\rho_b} (\mathbf{r}_b - \mathbf{r}_a) \otimes \nabla W_{ab} = \mathbf{I}
\]  

is met. Therefore, the corrected kernel gradient is given by

\[
\hat{\nabla} W_{ab} = \mathbf{L} \nabla W_{ab},
\]  

where the correction matrix, \( \mathbf{L} \), is given by

\[
\mathbf{L} = \left( \sum_b \frac{m_b}{\rho_b} (\mathbf{r}_b - \mathbf{r}_a) \otimes \nabla W_{ab} \right)^{-1}.
\]  

An alternative approach attempts to provide the truncated part of the kernel integral analytically. For example, the summation in Eq. (4.14) can be decomposed into independent summations over neighboring particles inside, \( b_i \), and outside, \( b_o \), of the phase boundary \((\sum_b = \sum_{b_i} + \sum_{b_o})\) according to

\[
\nabla \Phi_a = \frac{\Phi_a}{\rho_a^2} - \sum_{b_i} m_b \left( \frac{\Phi_a}{\rho_a^2} + \frac{\Phi_b}{\rho_b^2} \right) \nabla W_{ab} - \sum_{b_o} m_b \left( \frac{\Phi_a}{\rho_a^2} + \frac{\Phi_o}{\rho_o^2} \right) \nabla W_{ab},
\]  

Here, \( \Phi_o \) represents a scalar quantity which prevails in the ambiance near the free boundary. Since the contribution of the (absent) pseudo particles to
the left-hand side of Eq. (4.28) is unknown, Eq. (4.28) can be expressed using
\[ \sum_{b_o} = \sum_b - \sum_{b_i} \] according to
\[ \nabla \Phi_a = \sum_{b_i} m_b \left( \frac{\Phi_a}{\rho_a^2} + \frac{\Phi_b}{\rho_b^2} \right) \nabla W_{ab} \]
\[ - \sum_b m_b \left( \frac{\Phi_a}{\rho_a^2} + \frac{\Phi_o}{\rho_o^2} \right) \nabla W_{ab} \]
\[ + \sum_{b_i} m_b \left( \frac{\Phi_a}{\rho_a^2} + \frac{\Phi_o}{\rho_o^2} \right) \nabla W_{ab}. \] (4.29)

Since the gradient of any constant scalar field is zero, the second term on the
right-hand side of Eq. (4.29) becomes zero and the gradient of \( \Phi_a \) is given by
\[ \frac{\nabla \Phi_a}{\rho_a} = \sum_{b_i} m_b \left( \frac{\Phi_o - \Phi_b}{\rho_b^2} \right) \nabla W_{ab} \] (4.30)
for particles near the free boundary. Analogously, second order derivatives
can be decomposed as shown in Eq. (4.28) and Eq. (4.29). For example,
the summation of neighboring particles in Eq. (4.18) can be decomposed
into [138],
\[ \nabla \cdot \left( \frac{1}{\rho_a} \nabla \Phi_a \right) = \sum_{b} m_b \frac{4}{\rho_b \rho_a + \rho_b} \Phi_a F_{ab} - \sum_{b} m_b \frac{4}{\rho_b \rho_a + \rho_b} \Phi_b F_{ab}. \] (4.31)
The second term on the right-hand side of Eq. (4.31) can be decomposed into
summations over \( b_i \) and \( b_o \) which results in
\[ \nabla \cdot \left( \frac{1}{\rho_a} \nabla \Phi_a \right) = \sum_{b} m_b \frac{4}{\rho_b \rho_a + \rho_b} \Phi_a F_{ab} - \sum_{b_i} m_b \frac{4}{\rho_b \rho_a + \rho_b} \Phi_b F_{ab} \]
\[ - \sum_{b_o} m_b \frac{4}{\rho_b \rho_a + \rho_b} \Phi_o F_{ab}. \] (4.32)
Finally, using $\sum_{b_o} = \sum_{b} - \sum_{b_i}$, Eq. (4.32) yields:

$$\nabla \cdot \left( \frac{1}{\rho_a} \nabla \Phi_a \right) = (\Phi_a - \Phi_o) \sum_b \frac{m_b}{\rho_b} \frac{4}{\rho_a + \rho_b} F_{ab}$$

$$- \sum_{b_i} \frac{m_b}{\rho_b} \frac{4}{\rho_a + \rho_b} \Phi_b F_{ab}$$

$$+ \sum_{b_i} \frac{m_b}{\rho_b} \frac{4}{\rho_a + \rho_b} \Phi_o F_{ab}.$$

(4.33)

4.2 SPH formulation of conservation laws

In the following, conservation of mass, momentum, and energy, assuming an incompressible material, is presented.

4.2.1 Conservation of momentum

The terms on the right-hand side of Eq. (2.63) can be discretized using the SPH integral interpolation introduced in Section 4.1. To simplify the handling and manipulation of the contributions to the momentum equation, Eq. (2.63) is written as

$$\frac{Du_a}{Dt} = f_{p,a} + f_{\eta,a} + f_{g,a} + f_{\text{other},a}.$$

(4.34)

Here, the acceleration of a particle $a$ with full kernel support caused by pressure forces, $f_{p,a}$, viscous forces, $f_{\eta,a}$, and body forces, $f_{g,a}$, is denoted in the following using the subscripts $p$, $\eta$ and $g$. Accelerations due to surface tension or other forces are represented by $f_{\text{other},a}$ and will be introduced in the relevant sections in the course of this work. The employed conservative pressure gradient approximation is obtained by using the derivation rule in Eq. (4.14) which yields:

$$f_{p,a} = - \left( \frac{\nabla p_a}{\rho_a} \right) = - \sum_b m_b \left( \frac{p_a}{\rho_a^2} + \frac{p_b}{\rho_b^2} \right) \nabla W_{ab}.$$

(4.35)

The expression in Eq. (4.35) is valid for full kernel support ($S_a > 0.95$). At free surfaces, where the insufficient number of neighboring particles leads to a violation of the normalization condition of the kernel function, Eq. (4.35) is written as

$$f_{p,a} = - \sum_b m_b \left( \frac{p_b - p_o}{\rho_b^2} \right) \nabla W_{ab} \quad \text{if } S_a \leq 0.95$$

(4.36)
which is obtained by using Eq. (4.30) and assuming an external pressure $p_o$. Thus, the acceleration due to pressure is given by

$$ f_{p,a} = \begin{cases} f_{p,a}^c & \text{if } S_a \leq 0.95 \\ f_{p,a}^b & \text{else} \end{cases} $$

(4.37)

The viscous force approximation for a Newtonian fluid is derived using the integral approximation for second order derivatives in Eq. (4.16) [134], leading to

$$ f_{\eta,a} = \nabla \cdot \left( \frac{\eta_a}{\rho_a} \nabla u_a \right) = \sum_b m_b \frac{\eta_a + \eta_b}{\rho_a \rho_b} F_{ab} u_{ab} , $$

(4.38)

where the velocity difference between particles $a$ and $b$ is given by

$$ u_{ab} = u_a - u_b . $$

(4.39)

The contribution of the gas phase to the viscous acceleration of particles near the free surface in Eq. (4.38) becomes zero if $u_a = u_b$. This represents a reasonable approximation since it assumes that the gas flow follows the liquid phase’s motion. Nonetheless, some works employ a numerical density,

$$ \rho_a = S_a \rho_0 , $$

(4.40)

where $\rho_0$ is the reference density, which dampens the motion of particles near a free surface [66]. The corresponding viscous force approximation utilizing the numerical density can be given for particles near the free boundary ($S_a \leq 0.95$) by

$$ f_{\eta,a}^c = \nabla \cdot \left( \frac{\eta_a}{\rho_a} \nabla u_a \right) = \sum_b m_b \frac{\eta_a + \eta_b}{S_a \rho_a S_b \rho_b} F_{ab} u_{ab} . $$

(4.41)

Equation (4.41) is only applied in Section 6.1 in this work and is not required otherwise. The momentum balances relevant for a particular simulation problem are introduced in the respective sections.

### 4.2.2 Conservation of mass

Conservation of mass is enforced by employing the projection method presented in [45], which couples the pressure to the divergence of velocity to achieve strict incompressibility in the simulation domain. Using this approach, the numerical method is termed ISPH in the literature.

According to the Helmholtz-Hodge decomposition, any vector field can be decomposed into a divergence-free and an irrotational part. Furthermore, the
irrotational part of the vector field can be represented by a scalar potential, which is given in the case of the incompressible Navier-Stokes equation by

\[
\frac{Du_a}{Dt} = -\frac{1}{\rho_a} \nabla p_a .
\]  (4.42)

Replacing the time derivative, \(Du_a/Dt\), with a finite difference and taking the divergence of Eq. (4.42) yields a Poisson equation for pressure,

\[
\nabla \cdot \frac{u^{n+1}_a - u^*}{\Delta t} = \nabla \cdot \left( -\frac{1}{\rho_a} \nabla p_a \right) ,
\]  (4.43)

where \(u^{n+1}\) is the velocity at time \(n + 1\) and \(u^*\) is an intermediate velocity field that can be obtained from

\[
\frac{u^*_a - u^n}{\Delta t} = \frac{1}{\rho_a} \nabla \cdot (\eta_a \nabla u_a) + f_{\text{other}, a}
\]  (4.44)

upon temporal integration.

Since the divergence of \(u^{n+1}\) shall be divergence-free, Eq. (4.43) leads to a Pressure Poisson Equation (PPE):

\[
\nabla \cdot \left( \frac{\nabla p^*_a}{\rho_a} \right) = \frac{\nabla \cdot u^*_a}{\Delta t} .
\]  (4.45)

Applying the discretization rule given in Eq. (4.18) to the left-hand side of the PPE in Eq. (4.45) leads to

\[
\nabla \cdot \left( \frac{\nabla p^*_a}{\rho_a} \right) = \sum_b \frac{m_b}{\rho_b \rho_a + \rho_b} \left( p^*_a - p^*_b \right) F_{ab} ,
\]  (4.46)

whereas the divergence of velocity on the right-hand side of Eq. (4.45) is given by

\[
\frac{\nabla \cdot u^*_a}{\Delta t} = \sum_b -\frac{m_b}{\rho_a} \frac{4}{\rho_b \rho_a + \rho_b} \nabla W_{ab} , \quad u^*_{ab} = u^*_a - u^*_b ,
\]  (4.47)

using the discretization rule in Eq. (4.13). The corresponding SPH approximation of Eq. (4.45) is obtained by Eq. (4.46) and (4.47) according to

\[
\sum_b \frac{m_b}{\rho_b \rho_a + \rho_b} \left( p^*_a - p^*_b \right) F_{ab} = \sum_b -\frac{m_b}{\rho_a} \frac{4}{\rho_b \rho_a + \rho_b} u^*_{ab} \cdot \nabla W_{ab} ,
\]  (4.48)

which represents a linear system of equations that is solved using the Bi-Conjugate Gradient Stabilized (BiCGSTAB) [189] method in this work. The
4.2 SPH formulation of conservation laws

divergence of velocity approximation on the right-hand side of Eq. (4.48) requires no further correction for free surfaces since \( \mathbf{u}_a^* = \mathbf{u}_b^* \) is implicitly assumed for the contribution of the absent ambient particles.

To correct the Laplacian of pressure in Eq. (4.46) for SPH particles in the vicinity of a free boundary, the formulation in Eq. (4.33) is employed, which results in

\[
(p_a^* - p_o) \sum_b \frac{m_b}{\rho_b} \frac{4}{\rho_a + \rho_b} F_{ab} - \sum_b \frac{m_b}{\rho_b} \frac{4p_b^*}{\rho_a + \rho_b} F_{ab} = \sum_b \frac{m_b}{\rho_b} \left( -\mathbf{u}_{ab}^* \cdot \nabla W_{ab} \Delta t - \frac{4p_o}{\rho_a + \rho_b} F_{ab} \right) .
\]

(4.49)

Here, \( \beta \) remains constant throughout the simulation for a density invariant material.

4.2.3 Conservation of energy

In this work, the energy balance of the considered incompressible material is composed of various contributions introduced in Eqs. (2.53), (2.49), (2.54) and (2.55), which correspond to heat conduction, including the effect of latent heat (crystallization, melting, and solidification), absorption of laser irradiation, heat loss due to thermal radiation, as well as heat loss due to evaporation.

Equation (2.53) is discretized using the approximation rule given in Eq. (4.17), leading to

\[
\rho_a c_{p,a} \frac{DT_a}{Dt} = \sum_b \frac{m_b}{\rho_b} \frac{4k_a k_b}{k_a + k_b} (T_a - T_b) F_{ab} .
\]

(4.50)

The remaining contributions to the energy equation (laser source term, heat loss due to radiation and evaporation) are transformed into volumetric terms using the discretization length \( \Delta x \) which yields

\[
\rho_a c_{p,a} \frac{DT_a}{Dt} = \sum_b \frac{m_b}{\rho_b} \frac{4k_a k_b}{k_a + k_b} (T_a - T_b) F_{ab} + \frac{\dot{q}_{l,a} + \dot{q}_{r,a} + \dot{q}_{vap,a}}{\Delta x} ,
\]

(4.51)

where the term \( (\dot{q}_{l,a} + \dot{q}_{r,a}) / \Delta x \) is applied to a single layer of interfacial particles, and \( \dot{q}_{vap,a} / \Delta x \) is applied to all SPH particles exceeding boiling temperature. In the case of the laser source term, it is assumed that an interfacial layer of SPH particles absorbs all the laser energy. This assumption is justified if \( \Delta x > \delta_p \), which generally holds for the discretization lengths used in this work, a laser wavelength of \( \lambda = 1.08 \mu m \), and the temperature-
dependent extinction coefficients of clean or aged titanium surfaces presented in Section 3.6.

The interfacial SPH particles are identified by the surface meshing algorithm, which is required by the ray-tracing algorithm and which will be introduced in Chapter 5. In particular, particles that represent a vertex of a surface triangle are identified as interface particles. The latent heat of crystallization, melting and solidification is included into Eq. (4.51) by substituting the heat capacity with an effective heat capacity, \( \tilde{c}_{p,a} \) [60]. In this work, the effective heat capacity is defined as

\[
\tilde{c}_{p,a} = \begin{cases} 
  c_p^\alpha & \text{if } T < T_{\text{cryst}} - \Delta T \\
  c_p^\alpha + \tilde{h}_{\text{cryst}} & T_{\text{cryst}} - \Delta T \leq T \leq T_{\text{cryst}} \\
  c_p^\beta + \tilde{h}_{\text{cryst}} & T_{\text{cryst}} < T \leq T_{\text{cryst}} + \Delta T \\
  c_p^\beta & \text{if } T_{\text{cryst}} + \Delta T < T \\
  c_p^\beta + \tilde{h}_m & T_{\text{cryst}} + \Delta T < T \\
  c_p^l + \tilde{h}_m & T_{\text{m}} - \Delta T \leq T \leq T_{\text{m}} \\
  c_p^l & \text{if } T_{\text{m}} < T \leq T_{\text{m}} + \Delta T \\
  c_p^l + \tilde{h}_m & T > T_{\text{m}} + \Delta T 
\end{cases},
\]

(4.52)

where \( c_p^\alpha \) and \( c_p^\beta \) denote the heat capacity of a solid with \( \alpha \)- or \( \beta \)-crystallization, and \( c_p^l \) represents the heat capacity of the liquid. Moreover, \( T_{\text{cryst}} \) and \( T_{\text{m}} \) are the phase transition temperatures at which the crystal structure changes or the material transits from the solid to liquid phase. Moreover, \( \tilde{h}_{\text{cryst}} \) and \( \tilde{h}_m \) represent the smoothed latent heat which is gradually released within a narrow temperature range of \( 2\Delta T \) centered at the transition temperatures, \( T_{\text{cryst}} \) and \( T_{\text{m}} \), according to

\[
\begin{align*}
\tilde{h}_{\text{cryst}} & \quad \text{if } T_{\text{cryst}} - \Delta T \leq T_{\text{cryst}} \leq T_{\text{cryst}} + \Delta T \\
\tilde{h}_m & \quad \text{if } T_{\text{m}} - \Delta T \leq T_{\text{m}} \leq T_{\text{m}} + \Delta T
\end{align*}
\]

(4.53)

Here, the latent heat of crystallization and melting of a particle \( a \) undergoing a phase transition is given by [60]

\[
\tilde{h}_{\text{cryst},a} = \sum_b \frac{m_b}{\rho_b} h_{\text{cryst}} W_T(|T_b - T_{\text{cryst}}|, h_T) \frac{W_{ab}}{S_a}
\]

(4.54)

and

\[
\tilde{h}_{\text{m},a} = \sum_b \frac{m_b}{\rho_b} h_m W_T(|T_b - T_{\text{m}}|, h_T) \frac{W_{ab}}{S_a}
\]

(4.55)
where $W_T$ and $h_T$ is the one-dimensional Wendland C2 kernel and the corresponding smoothing length, defined in the temperature domain. The Shepard filter, $S_n$, is applied to Eqs. (4.54) and (4.55) to correct the truncation of the kernel integral of SPH particles located in the vicinity of free boundaries. The one-dimensional Wendland C2 kernel defined in the temperature domain is given by

$$W_T = \begin{cases} \frac{3}{4h_T} \left(1 - \frac{q_T}{2h_T}\right)^4 \left(\frac{2q_T}{h_T} + 1\right) & q_T \leq 2h_T \\ 0 & q_T > 2h_T \end{cases} \quad (4.56)$$

where, $q_T = |T_b - T_{cryst}|$ or $q_T = |T_b - T_m|$ depending on the temperature of the SPH particle, respectively. Half of the temperature range of the mushy region is given by

$$\Delta T = 2h_T \quad (4.57)$$

where $h_T$ is the smoothing length of the one-dimensional Wendland C2 kernel which can be chosen freely but should be as small as possible when modeling pure metals with sharp phase transition temperatures [60]. Figure 4.5 shows a schematic of the effective heat capacity, which includes the latent heat. To

![Figure 4.5: Schematic of the smoothed effective heat capacity as a function of temperature. The latent heat is distributed within a narrow temperature region of $2\Delta T$ centered at the phase transition temperature.](image)

approximate the latent heat with sufficient accuracy, the time step must be chosen so that the temperature change per time step is smaller than $2\Delta T$. The approach used in the current work to overcome the imposed restriction of the numerical timestep size will be presented in Chapter 7.
4.3 Integration scheme

In this work, the predictor-corrector time integration scheme presented in [45] is employed to advance particles in space. Therefore, the SPH particles are translated with their current velocity, \( u^n \), at time \( n \) by

\[
\mathbf{r}^*_a = \mathbf{r}^n_a + \mathbf{u}^n_a \Delta t,
\]

where \( \mathbf{r}^*_a \) is an intermediate position of particle \( a \). At these new particle positions, the intermediate velocity \( \mathbf{u}^*_a \) of an SPH particle \( a \) is computed from all contributing forces, except for the pressure forces, by

\[
\mathbf{u}^*_a = \mathbf{u}^n_a + \left( \frac{1}{\rho_a} \nabla \cdot (\eta_a \nabla \mathbf{u}^n_a) + \mathbf{f}_{\text{other},a} \right) \Delta t.
\]

At these particle positions, the PPE in Eq. (4.48), Eq. (4.49) or Eq. (4.68) is solved. Subsequently, the gradient of the resultant pressure field is computed by Eq. (4.35) or Eq. (4.36), respectively, and subtracted from the current velocity field according to

\[
\mathbf{u}^{n+1}_a = \mathbf{u}^*_a - \frac{1}{\rho_a} \nabla p^*_a \Delta t.
\]

The obtained velocity field is finally used to predict the particle positions, \( \mathbf{r}^{n+1}_a \), at time \( n + 1 \) by

\[
\mathbf{r}^{n+1}_a = \mathbf{r}^n_a + \left( \frac{\mathbf{u}^*_a + \mathbf{u}^{n+1}_a}{2} \right) \Delta t.
\]

Moreover, the temperatures of the SPH particles are obtained using the explicit or implicit Euler integration scheme applied to Eq. (4.51). The explicit Euler integration scheme is given by

\[
T^{n+1}_a = T^n_a + \left( \frac{\mathbf{D}T_a}{\mathbf{D}t} \right)^n \Delta t,
\]

whereas the implicit Euler integration scheme reads

\[
T^{n+1}_a = T^n_a + \left( \frac{\mathbf{D}T_a}{\mathbf{D}t} \right)^{n+1} \Delta t.
\]
Here, \( T_{a}^{n+1} \) is the temperature of a particle \( a \) at time \( n + 1 \) and \( T_{a}^{n} \) is the temperature at time \( n \). Applying these integration schemes to Eq. (4.51) yields

\[
T_{a}^{n+1} = T_{a}^{n} + \frac{\Delta t}{\rho_{a} c_{p,a}} \left( \sum_{b} m_{b} \frac{k_{a} k_{b}}{k_{a} + k_{b}} (T_{a}^{n} - T_{b}^{n}) F_{ab} + \frac{\dot{q}_{l,a} + \dot{q}_{r,a} + \dot{q}_{vap,a}}{\Delta x} \right)
\]  

(4.64)

and

\[
T_{a}^{n+1} = \Delta t \sum_{b} m_{b} \frac{k_{a} k_{b}}{k_{a} + k_{b}} (T_{a}^{n+1} - T_{b}^{n+1}) F_{ab} = T_{a}^{n} + \frac{\Delta t}{\rho_{a} c_{p,a}} \left( \frac{\dot{q}_{l,a} + \dot{q}_{r,a} + \dot{q}_{vap,a}}{\Delta x} \right),
\]

(4.65)

respectively. Whether Eq. (4.64) or Eq. (4.65) is used to compute the temperature of particle \( a \) at time \( n + 1 \), will be mentioned in the corresponding chapters. Note that \( \dot{q}_{r,a} \) will be substituted with \( \dot{q}_{r,ray,a} \) in Chapter 5 to emphasize the usage of the developed ray-tracing algorithm and which is used in all investigated problems involving a laser beam in this work.

The numerical time step, \( \Delta t \), has to satisfy the Courant-Friedrichs-Levy (CFL) condition in order to maintain a stable simulation [110]. As a result, the chosen numerical time step depends on the CFL conditions for acceleration [128], velocity [45], viscosity [134], surface tension [133], and thermal diffusion [131], according to

\[
\Delta t = 0.25 \cdot \min \left( \sqrt{\frac{h}{|a_{a}|}}, \frac{h}{|u_{a}|}, \frac{h^{2} \rho_{a}}{2 \eta_{a}}, \sqrt{\frac{h^{3} \rho_{a}}{2 \pi \sigma_{a}}}, \frac{\rho_{a} c_{p,a} \Delta x^{2}}{k_{a}} \right).
\]  

(4.66)

Note that the time step restriction due to thermal diffusion is omitted when using the implicit integration scheme in Eq. (4.65).

### 4.4 Solid wall boundary

A solid wall represents an impermeable boundary for which the condition [208]

\[
u(r = r_{wall}) = u_{wall}(r_{wall})
\]

(4.67)

must be satisfied. Here, \( r_{wall} \) is the position and \( u_{wall} \) the velocity of the solid wall. Satisfying this condition is necessary to obtain accurate and robust simulations in problems that involve solid boundaries. Various methods have
been proposed to model solid boundaries in SPH, ranging from the usage of repulsive forces [130] or dummy particles [44], employing mirror boundary [134] or immersed boundary methods [142], or utilizing semi-analytical approaches [108]. This section presents a simple and reliable wall boundary model which employs dummy particles in ISPH. The Poisson equation for pressure that must be solved in the ISPH method is modified so that the pressure of a wall SPH particle is computed by considering only liquid SPH particle neighbors in the linear system of equations. Furthermore, the modeling approach of the no-slip boundary condition is shown in the subsequent section.

4.4.1 SPH formulation

To prevent the penetration of liquid SPH particles into a solid wall, the PPE in Eq. (4.48) is modified for SPH wall particles ($a \in \Omega^w$) according to

$$
\sum_{b \in \Omega^l} \frac{m_b}{\rho_b} \frac{4}{\rho_a + \rho_b} (p_a - p_b) F_{ab} = \sum_{b \in \Omega^l} -\frac{m_b}{\rho_b} u_{ab} \cdot \nabla W_{ab} / \Delta t.
$$

(4.68)

Here, the summation index on the left- and right-hand side runs only over neighboring liquid SPH particles ($b \in \Omega^l \subseteq \Omega$). The particle species (solid or liquid) is defined and assigned to the SPH particles in the beginning of the simulation. Wall particles are a subset of solid particles ($\Omega^w \subseteq \Omega^s \subseteq \Omega$) and are identified by the particle species (solid phase) as well as the criterion $S_{l,a}^i > 0$. Here, $S_{l,a}^i$ is the Shepard filter computed exclusively from liquid SPH particles by

$$
S_{l,a}^i = \sum_{b \in \Omega^l} \frac{m_b}{\rho_b} W_{ab}.
$$

(4.69)

The condition $S_{l,a}^i > 0$ is used to identify solid particles which have at least one liquid SPH particle in their neighborhood. Nevertheless, in this work, a solid SPH particle is identified as a wall particle if $S_{l,a}^i > 10^{-3}$ to exclude potential wall particles with a minor contribution to the computed pressure field and to ensure a fast convergence of the BiCGSTAB method [189].

Note that Eq. (4.68) does not impose a Dirichlet boundary condition to SPH wall particles as done by (4.49) for the contribution of missing neighboring SPH particles. Instead, the truncation of the kernel integral is modeled with a Neumann boundary condition which is automatically applied [45].
To ensure the no-slip boundary condition at walls, the proposed approach by [4] is employed. In a first step, the smoothed velocity field of the liquid phase is projected to the position of SPH wall particles with $S_l^a > 10^{-3}$ by

$$\tilde{u}_{l,a} = \frac{1}{S_l^a} \sum_{b \in \Omega_l} m_b u_b W_{ab}.$$  \hfill (4.70)

Now, the velocity of an SPH wall particle is given by

$$\tilde{u}_{w,a} = 2u_a - \tilde{u}_{l,a},$$ \hfill (4.71)

and can be used in Eq. (4.38) to ensure the no-slip boundary condition.

### 4.4.2 Poiseuille flow

To verify if the employed approaches in Eqs. (4.68) and (4.71) satisfy Eq. (4.67), the plane Poiseuille flow between two stationary, infinite planes, located at $x = \pm L$ in Euclidean space, is simulated and validated against the time-dependent analytical solution given by [134]

$$u_y(x, t) = \frac{g_y}{2\nu} x (x - L) + \sum_{n=0}^{\infty} \frac{4g_y L^2}{\nu \pi^3 (2n + 1)^3} \sin \left( \frac{\pi x}{L} (2n + 1) \right) \exp \left( -\frac{(2n + 1)^2 \pi^2 \nu}{L^2} t \right).$$ \hfill (4.72)

Here, $\nu$ is the kinematic viscosity given by

$$\nu = \frac{\eta}{\rho}.$$ \hfill (4.73)

For this simulation scenario, periodic boundary conditions are applied in the $y$- and $z$-directions. Thus, the liquid phase is not exposed to a free boundary. The momentum balance of the liquid phase is given by Eq. (4.34) and the PPE that is solved for the pressure of liquid SPH particles is given by Eq. (4.48). The PPE of the solid SPH particles is given by Eq. (4.68) if $S_l^a > 0.001$, by Eq. (4.49) if $S_a \leq 0.95$, and by Eq. (4.48) otherwise. Employing Eq. (4.49) and applying an ambient pressure of $p_o = 0$ Pa is required to obtain a solvable PPE. Furthermore, the solid SPH particles are fixed in space and their velocities are not updated. The kinematic viscosity and the density of all SPH particles is $\nu = 0.01 \text{ m}^2 \text{s}^{-1}$ and $\rho = 1 \text{ kg m}^{-3}$, respectively. Moreover, liquid SPH particles are accelerated in the $y$-direction by a body force $f_{g,a} = [0, g_y, 0]$ with $g_y = 0.1 \text{ m s}^{-2}$. According to Eq. (4.72) this leads to a maximum velocity in
the $y$-direction of $u_y(x/L = 0) = u_{y,max} = 1.25 \text{ m s}^{-1}$ for the given parameters in equilibrium. The corresponding Reynolds number characterizing the flow is $\mathcal{R} = 2L u_{y,max}/\nu = 125$. The SPH particles representing the liquid phase are initially placed on a rectangular lattice within $x \in (-L, L)^3$ in all spatial directions with $L = 0.5 \text{ m}$. In addition, the wall at $x = \pm L$ is approximated by SPH wall particles that are placed at $L \leq x \leq L + 2r_{\text{max}}$ as well as $L - 2r_{\text{max}} \leq x \leq L$. The thickness of the walls is twice the Wendland kernel radius ($r_{\text{max}} = 2h$) to apply the zero pressure Dirichlet boundary condition to solid SPH particles that satisfy $S_{\text{a}}^L < 10^{-3}$ and $S_{\text{a}} < 0.95$ via Eq. (4.49). Furthermore, the smoothing length of the kernel function is adjusted to $h = 2\Delta x$.

The liquid phase is discretized with $L/\Delta x \in \{10, 20, 40\}$ in each dimension which leads to $\{8000, 64000, 512000\}$ liquid SPH particles being simulated.

![Figure 4.6: Transient velocity fields of an accelerated liquid between two infinite plates. The fluid flows in the $y$-direction in Euclidean space, and its velocity is measured within the range $-\Delta x \leq y \leq \Delta x$ and $-\Delta x \leq z \leq \Delta x$ is computed as a function of the $x$-position of the SPH particles.](image)

Figure 4.6 shows a comparison of the transient velocity fields obtained by Eq. (4.72) and SPH simulation using $L/\Delta x = 40$ SPH particles in each dimension at different times. The relative error of the SPH particles’ velocities to the corresponding analytical values is computed for SPH particles located within $-\Delta x \leq y \leq \Delta x$ and $-\Delta x \leq z \leq \Delta x$ as a function of their $x$-position. The mean relative error is $1.6\%$ at $t = 100 \text{ s}$ for $L/\Delta x = 40$. Moreover, utilizing a
spatial discretization of $L/\Delta x = 10$ leads to a mean relative error between simulated and analytical velocity of 3.8% at $t = 100$ s.

4.5 Concluding remarks

In this chapter, the fundamentals of the employed ISPH method have been presented. In addition, an implicit pressure boundary condition that ensures the impermeability of solid walls for liquid SPH particles has been presented. The reliability and accuracy of the impermeability and no-slip boundary condition in SPH has been investigated in a plane Poiseuille flow problem. Here, the mean relative error between the equilibrium velocity field obtained by SPH simulations to the corresponding analytical velocity varies between 3.8% and 1.6% for the lowest and highest simulated spatial resolution, respectively.
5 Modeling laser-metal interaction

The accurate modeling of the transfer of energy of electromagnetic waves into a material with complex geometry, such as metal powder or the keyhole in welding processes, is very challenging. Depending on the wavelength of the laser light, only a small fraction of the incident energy may be transmitted into a metal, which is why subsequent reflections must be considered to describe the energy transfer accurately.

There are two approaches for modeling laser-material interaction. Electromagnetic field simulations attempt to solve Maxwell’s equations and have been used to study the interaction of laser-metal interaction in mesh-based simulation methods [6, 43]. Nevertheless, the requirement that the spatial discretization must be smaller than the wavelength of the laser restricts this approach to two-dimensional simulations [6, 43]. In this work, the spatial discretization length, $\Delta x$, would have to be smaller than 1.08 $\mu$m, resulting in extreme spatial resolution, which is neither required in the simulations performed in this work nor computational economical.

The second method discretizes the laser into discrete energy portions, which can be motivated by Maxwell’s equation as shown in [237] and is called ray tracing. In ray tracing, the plane wavefront is represented by many discrete rays that contain certain energy portions. The Fresnel equations dictate the trajectories of these rays and the absorption and reflection of energy at the material surface. This method is frequently used, for instance, to model laser welding or SLM processes in mesh-based simulation methods [36, 48, 107, 226] but is less pronounced in particle-based simulation methods [81, 82, 177] due to its computational cost. Figure 5.1 shows a schematic of a ray tracing approach. Each ray carries a discrete amount of energy, which is a fraction of the total energy provided by a laser beam. This work employs a Gaussian intensity distribution, $I$, as illustrated in Fig. 5.1. In this chapter, the ray tracing algorithm implemented into the utilized SPH software is presented. Moreover, the ray tracing approach is validated against derived analytical expressions of the forced heat equation in a bounded domain using the concept of Green’s functions and the method of images. The influence of smoothing length, spatial resolution, and ray density on the simulated temperature fields is investigated and compared to theory. After that, the effective absorbance of laser irradiation by a deposited monodisperse and polydisperse titanium powder bed is investigated depending on the powder bed temperature. Finally, the absorbed laser power by the monodisperse and the polydisperse powder is
Figure 5.1: Schematic of the ray tracing method. The laser is discretized into energy portions, “rays”. Each ray carries a fraction of the total laser power as a function of its radial distance to the beam axis. Multiple successive reflections of the rays at the surface of the meshed geometry lead to a high amount of energy being transferred into the material.

measured as a function of the propagation depth of the rays into the powder and the powder temperature.

5.1 Ray tracing algorithm

The developed ray tracing algorithm can be subdivided into the following parts:

- surface mesh generation
- ray initialization
- reduction of intersection candidates
- ray-triangle intersection
- compute power reflectance
According to the Fresnel equations, the absorption of light depends on the incident angle of the laser beam on the material surface. To calculate this angle efficiently, the material surface is represented by a polygon mesh composed of triangles. The SPH particles serve as nodal points on which a Delaunay triangulation is applied using the Computational Geometry Algorithms Library (CGAL) [197] which leads to a tetrahedralized volume mesh in a first step. Subsequently, the volume mesh is reduced to a surface mesh by applying an alpha shape algorithm.

The SPH particles are classified into different subsets to obtain distinct surface meshes for each set of particles. For example, every titanium particle is represented by several SPH particles which have the same index. Particles that belong to the liquid phase represent another set of particles with a unique identification number, which may change upon phase transition. For instance, a particle that changes from a solid to a liquid phase is subsequently assigned to the subset of liquid particles. Conversely, a solidifying SPH particle obtains the identification number of the closest solid SPH particle in the immediate neighborhood with a distance < Δx. Alternatively, if there are no particles in the neighborhood to which a solidifying particle can be assigned, it receives a new, unique identification number.

Figure 5.2 shows the result of the meshing procedure on different sets of SPH particles. The left image shows the initial SPH particle configuration on a rectangular lattice. In contrast, the right image shows the corresponding surface meshes computed by including all SPH particles with the same identification number. As a result, each titanium particle is represented by a distinct surface mesh. The SPH particles, which constitute a triangle of the computed surface mesh, represent the subset of interfacial particles, $\Omega^v \subseteq \Omega$.
In each numerical timestep, the laser beam is discretized into a finite number of rays and their intersections with the previously computed surface meshes are calculated. For this purpose, each ray carries its own properties, such as origin, propagation direction, current amount of energy, and the orientation of the electric field.

This work assumes a non-divergent Gaussian laser beam with a transverse electromagnetic mode and random polarization. This means that the electric and magnetic fields, as well as the propagation direction of the laser beam, are oriented perpendicular to each other. The laser beam is oriented towards the material surface in a negative $z$-direction in Euclidean space. The electric field vectors of the rays are initially oriented randomly in the $x$-$y$-plane. Consequently, the initial ray positions and electric field orientation can be determined by drawing uniformly distributed numbers according to

$$
\begin{pmatrix}
  r_{\text{ray}} \\
  \theta_{\text{ray}} \\
  \theta_{E}
\end{pmatrix} = \begin{pmatrix}
  r_{\text{ray},0} \sqrt{u_{128}} \\
  2\pi u_{128} \\
  2\pi u_{128}
\end{pmatrix}. 
$$

(5.1)

Here, $u_{128} \in [0, 1]$ denotes a uniformly distributed random number obtained using the “xorshift128” algorithm [120, 207], $r_{\text{ray}}$ is the radial distance of a ray to the center axis of the beam, and $r_{\text{ray},0}$ is the radial distance up to which rays are initialized. Moreover, $\theta_{\text{ray}}$ and $\theta_{E}$ denote the polar angle within the unit circle used to initialize the orientation of the ray as well as its electric field. Finally, the ray positions are translated in positive $z$-direction so that the origin of the rays is located above the surface of the material. Furthermore, assuming a non-divergent laser beam ($w(z) = w_0$), the individual intensity of each ray is computed as a function of its radial distance to the beam center, $r_{\text{ray}}$, by

$$
I_{\text{ray}} = \dot{q}_l = \frac{2P_0}{\pi w_0^2} \exp \left( -\frac{2r_{\text{ray}}^2}{w_0^2} \right). 
$$

(5.2)

Here, $P_0$ is the total power of the laser, and $w_0$ is the waist radius of the laser beam, which includes 86.5% of the total laser energy. The total laser power is given by the sum of the individual power carried by each ray according to

$$
\dot{q}_{l,\text{ray}} = \sum_{i=0}^{N_{\text{ray}}} \frac{2P_0}{\pi w_0^2} \exp \left( -\frac{2r_{\text{ray},i}^2}{w_0^2} \right),
$$

(5.3)

where $N_{\text{ray}}$ is the total number of initialized rays.
Accordingly, the power carried by a single ray is given by

\[ P_{\text{ray}} = I_{\text{ray}} A_{\text{ray}}, \]  

(5.4)

where \( A_{\text{ray},i} \) is the area of a ray given by

\[ A_{\text{ray}} = \frac{\pi r_{\text{ray},0}^2}{N_{\text{ray}}}. \]  

(5.5)

The ray area depends on the total number of initialized rays, \( N_{\text{ray}} \), and is identical for all initialized rays. Due to the usage of random numbers to initialize the rays, the total energy of the rays is normalized to satisfy the condition

\[ \sum_{i=0}^{N_{\text{ray}}} I_{\text{ray},i} A_{\text{ray}} = \frac{4P_0}{w_0^2} \int_{r=0}^{r_0} \exp \left( -\frac{2r^2}{w_0^2} \right) r \, dr. \]  

(5.6)

To reduce the computational cost of the ray tracing procedure, the domain is partitioned using a grid. All cells have identical dimensions, and the maximum triangle edge length determines their box length in the simulated domain. The maximum edge length of the triangles may vary for disordered particle configurations (e.g., due to the liquid flow) in the order of a few \( \Delta x \) and depending on the employed alpha-radius that is used as an input parameter to the alpha shape algorithm. For this reason, the grid is updated in each meshing procedure to ensure that no triangle edge exceeds the cell length. The cells are used, on the one hand, to find for each ray the traversed cells in chronological order; on the other hand, to sort the triangle vertices (SPH particles) into these cells. Therefore, the algorithm’s complexity is reduced since only triangles located in cells that are traversed by a ray are considered as intersection candidates. Upon melting in laser metal processing, the geometry of the meshed surface changes. For this reason, only those bodies that have changed their geometry are remeshed, whereas the unchanged surface meshes are kept for the ray tracing computation in the next time step. For this purpose, the cell traversal algorithm presented in [8] is used to identify the traversed cells in chronological order, illustrated by the gray-filled boxes in Fig. 5.3. In addition, vertices and the corresponding triangles located in the adjacent cells in each spatial dimension are also checked for line-triangle intersections to avoid ray-triangle misses. For instance, such a missed ray-triangle intersection could be caused by a triangle whose vertices are located in different adjacent cells but not in the cell where the area segment of the intersected triangle is located. To compute the intersections of the rays with the triangulated surface mesh, the Möller-Trumbore algorithm [127] is employed. In the case
of multiple possible intersections of a ray with triangles located in the same cell, the position of the ray-triangle intersection with the smallest distance to the ray origin is chosen. Once the minimum distance of a ray-triangle intersection is identified, the reflected direction of the reflected ray as well as the reflected power must be computed. The fraction of the transmitted and reflected energy depends on the orientation of the electric field to the plane of incidence, which is defined as the plane that contains the surface normal vector and the propagation vector of the incident electromagnetic wave. The incident ray with propagation direction $k_{\text{ray},i}$, electric field $E_{\text{ray},i}$ and magnetic field $B_{\text{ray},i}$ is reflected at the two-phase interface, and the reflection angle, $\theta_{\text{ray},r}$, between reflected ray and surface normal is equal to the angle, $\theta_{\text{ray},i}$, enclosed by incident ray and surface normal. This type of reflection is called specular reflection. The direction of the reflected ray $k_{\text{ray},r}$ is given by

$$k_{\text{ray},r} = k_{\text{ray},i} - 2 (\hat{n}_{\text{tr}} \cdot k_{\text{ray},i}) \hat{n}_{\text{tr}},$$

(5.7)

where $\hat{n}_{\text{tr}}$ is normal vector of the triangle. Similar, $E_{\text{ray},i}$ is rotated by

$$E_{\text{ray},r} = -E_{\text{ray},i} + 2E_{\text{ray},i} (E_{\text{ray},i} \cdot \hat{n}_{\text{tr}})$$

(5.8)

to obtain the direction of the reflected electric field vector of the ray. The orientation of the magnetic field vector is not considered since it is not required by the Fresnel coefficients for s- and p-polarization as given in Eqs. (2.22) and (2.23). For any ray-triangle intersection, the reflected power can be described as a superposition of a wave with parallel and perpendicular polarization by

$$P_{\text{ray},r} = P_{\text{ray},i} (\gamma_{\text{ray},i} R_{\text{tr}}^\perp + (1 - \gamma_{\text{tr},i}) R_{\text{tr}}^\parallel),$$

(5.9)
where $R^\perp$ and $R^\parallel$ is the reflectivity of the intersected triangle for s- and p-polarized light, as a function of the angle of incidence as well as the temperature-dependent optical properties of the material given by Eqs. (2.22) and (2.23), and $\gamma^\perp_{\text{ray},i}$ denotes the fraction of the incident, normalized electric field vector, $\hat{E}_{\text{ray},i}$, that is oriented perpendicular to the plane of incidence, given by

$$\gamma^\perp_{\text{ray},i} = \hat{E}_{\text{ray},i} \cdot \hat{n}_{\text{tr}}.$$  \hfill (5.10)

Since the reflectivity and the corresponding real and imaginary parts of the refractive index is temperature-dependent, the temperature of the triangle is given by the mean temperature of the three SPH particles which constitute the triangle. The transmitted power is given by

$$P_{\text{ray},t} = P_{\text{ray},i} - P_{\text{ray},r}.$$  \hfill (5.11)

Seeing that any triangle is made up of three vertices, the power from the intersecting rays is transmitted to every SPH particle $a$ by a weighted average given by

$$P_a = \frac{P_{\text{ray},t}/d_a^\gamma}{\sum_{i=1}^{3} 1/d_i^\gamma},$$  \hfill (5.12)

where $d_a$ is the distance between the vertex corresponding to the position of particle $a$ and the intersection point of the ray and the intersected triangle, and $d_i^\gamma$ is the distance between the ray-triangle intersection point and a vertex $v$ of the triangle. Thus, the heat flux absorbed by a surface SPH particle is given by the sum of the transmitted power of all ray intersections with the same triangle, $N_{\text{ints}}$, according to

$$\dot{q}_{\text{ray},a} = \sum_{i=1}^{N_{\text{ints}}} \frac{P_{a,i}}{\Delta x^2},$$  \hfill (5.13)

where particle $a$ is a vertex SPH particle of the corresponding triangle and $\Delta x^2$ is the cross-sectional area of an SPH particle with constant volume. The rays are traced until the power carried by the ray is below a threshold of 1 % of the initial power of the ray due to multiple reflections, or the ray has left the simulation domain.
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5.2 Validation

To validate the implemented ray tracing approach, two analytical expressions for the forced heat equation,

$$\rho c_p \frac{dT}{dt} = \nabla \cdot k \nabla T + \dot{q}_l,$$  \hspace{1cm} (5.14)

are derived. Therefore, two sets of boundary conditions representing a bounded domain are applied, as shown in the Appendix C. The corresponding SPH approximation of Eq. (5.14) is obtained by removing the contributions due to phase transitions and thermal radiation from Eq. (4.51), which yields:

$$\rho_a c_{p,a} \frac{DT_a}{Dt} = \sum_b \frac{m_b}{\rho_b} \frac{4k_a k_b}{k_a + k_b} (T_a - T_b) F_{ab} + \frac{\dot{q}_{l,ray,a}}{\Delta x}.$$  \hspace{1cm} (5.15)

Equation (5.15) is solved using the explicit time integration scheme introduced by Eq. (4.62) and neglecting the terms for thermal radiation, evaporation, and latent heat. SPH particles whose temperature has to remain constant to ensure the Dirichlet boundary conditions are not updated using Eq. (4.62). The thermodynamic properties of the simulated material for all subsequent validation cases are given by $\rho = 1 \text{ kg m}^{-3}$, $c_p = 1 \text{ J kg}^{-1} \text{ K}^{-1}$ and $k = 1 \text{ W m}^{-1} \text{ K}^{-1}$. Moreover, $w_0 = 1 \text{ m}$ and $r_{l,0} = 7 \text{ m}$.

The first configuration depicts a cube located in the origin of Euclidean space. Moreover, its edges with a length of $2L$ are aligned with the $x$, $y$, and $z$-axes. The extent of the cube is $x \in [-L, L]^3$, where $x$ is a vector containing the $x$, $y$, and $z$ coordinates. Moreover, $L = 10 \text{ m}$. The following boundary conditions are imposed

$$T|_{x^3 \times \{0\}} = 0 \text{ K} \hspace{1cm} \lim_{|x| \to L} T = 0 \text{ K} \hspace{0.5cm} \forall t.$$  \hspace{1cm} (5.16)

All sides of the cube are kept at a constant temperature, whereas the initial temperature of the cube is $T = 0 \text{ K}$. The laser source term is placed in the origin of Euclidean space at $x/L = y/L = z/L = 0$ in the $x$-$y$-plane of the cube. Using the boundary conditions given by Eq. (5.16), an analytical expression for Eq. (5.14) is derived using the concept of Green’s functions and
the method of images. The derivation is shown in the Appendix C and leads to the following expression

\[
T(x, x', t, t') = \frac{2P_0}{\pi w_0^2} \int_{t'=0}^{t_1} \int_{y'=-L}^{L} \int_{x'=-L}^{L} \frac{1}{(4\pi D_{\text{th}} (t-t'))^{3/2}} \cdot \exp \left( \frac{-2 (x'^2 + y'^2)}{w_0^2} \right) \cdot \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \sum_{o=-\infty}^{\infty} (-1)^{m+n+o} \cdot \exp \left( \frac{(x-x'+2mL)^2 + (y-y'+2nL)^2 + (z+2oL)^2}{4D (t-t')} \right) d x' d y' d t'.
\]

Here, \( D_{\text{th}} = k/(\rho c_p) \) is the thermal diffusivity, the variables \( x, y, z \) represent Cartesian coordinates at which the temperature is computed, and the variables \( x', y', z' \) represent the position of the laser source term at time \( t' \). The temperature at position \( x \) and at time \( t \) depends on the spatial and temporal distance to the localized laser source. Equation (5.17) can be solved numerically. The corresponding SPH simulations are carried out by placing SPH particles on a rectangular lattice representing a cube centered in the origin of Euclidean space with dimensions \(-L \leq x \leq L\). Wall particles are placed around the cube with a thickness of \( 2h \). The temperature of these particles is kept constant throughout the simulation, ensuring Dirichlet boundary conditions.

Figure 5.4 shows the arrangement of SPH particles with \( 2L/\Delta x = 101 \) and \( h = 2.5\Delta x \). One-quarter of the simulation domain is removed in the image to uncover a fraction of the \( x-y \)-plane where the rays of the laser beam intersect the material surface. SPH particles located at \( z/L > 0 \) are transparent to the laser irradiation in this test case, whereas SPH particles located at \( z/L \leq 0 \) have a reflectivity of 0 %. This setup is chosen to avoid inaccuracies that could arise due to the presence of a free boundary, which would lead to a truncation of the kernel integral of SPH particles near the free boundary.

In the following, the influence of the number of rays discretizing the laser beam, spatial discretization of the domain, and smoothing length of the kernel function on the obtained temperature field in the \( x-y \)-plane at \( z/L = 0 \) is examined.

Due to the computational costs inherent in ray tracing approaches, the number of rays necessary to achieve sufficient accuracy with respect to the analytical prediction by Eq. (5.17), and the computational cost necessary to achieve
that result must be balanced. Therefore, the accuracy of the simulations is investigated as a function of the ray density by

\[ n_{\text{ray}} = N_{\text{ray}} \frac{\Delta x^2}{2\pi r_{\text{ray},0}^2} . \] (5.18)

The ray density statistically represents the number of rays intersecting a single triangle made up of SPH particles that are placed on a regular lattice. The ray density is varied between \( n_{\text{ray}} = 0.1 \) and \( n_{\text{ray}} = 1000 \). Moreover, the particle spacing is given by \( 2L/\Delta x = 101 \), which results in 1 030 301 SPH particles (excluding wall particles) used to discretize the domain. The smoothing length is set to \( h = 1.5\Delta x \), which implies a wall thickness of \( 3\Delta x \), respectively, using the Wendland kernel. The analytical expression in Eq. (5.17) demands that the laser source term is placed within the \( x-y \)-plane at \( z/L = 0 \). This is achieved by excluding particles located at \( z/L > 0 \) from the meshing procedure to obtain a surface mesh for the layer of SPH particles at \( z/L = 0 \). The temperature in the center of the laser beam at \( x/L = y/L = z/L = 0 \) is shown in Fig. 5.5 over time. The black line shows the analytical solution of Eq. (5.17) at \( x/L = y/L = z/L = 0 \) over time. The temperature increases and converges from \( 0 \text{ K} \) at \( t = 0 \text{ s} \) to a constant equilibrium temperature.
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Figure 5.5: Simulated peak temperature as a function of the ray density and computed mean relative errors. The mean relative error is computed from the simulated temperatures and the corresponding analytical prediction in Eq. (5.17) in the range $0 \text{s} \leq t \leq 75 \text{s}$ for varying ray density.

of 0.064 K for $t > 40 \text{s}$ due to the applied Dirichlet boundary conditions at the walls. The colored crosses mark the SPH simulation results for the temperature and a ray density of $n_{\text{ray}} \in \{0.1, 1, 10, 50, 100\}$. For low ray densities $n_{\text{ray}} \leq 1$, the temperature does not reach equilibrium but fluctuates. This is caused by the insufficient approximation of the Gaussian intensity distribution due to the low number of rays. With increasing ray density, the temporal fluctuation of temperature decreases and converges towards the predicted peak temperature given by Eq. (5.17) for $n_{\text{ray}} > 10$. To estimate the accuracy of the ray tracing approach as a function of the ray density, the mean relative error is computed for the temperatures obtained by SPH simulations and the analytical prediction in Eq. (5.17). The time-averaged mean relative error is shown over $n_{\text{ray}}$ in Fig. 5.5 as a subgraph. The error decreases from 24.74% for $n_{\text{ray}} = 0.1$ to 1.86% for $n_{\text{ray}} \geq 100$. Increasing the ray density to $n_{\text{ray}} = 1000$ leads to a slightly improved accuracy with a mean relative error of 1.80%.

Furthermore, the radial temperature field at $z/L = 0, y/L = 0$ and $t = 75 \text{s}$ is shown in Fig. 5.6. It can be seen that the highest absolute deviation from the predicted temperature by Eq. (5.17) occurs close to the center of the beam. In addition, the mean relative error computed from the temperature of all
Figure 5.6: Radial temperature field at \( z/L = y/L = 0 \) obtained by Eq. (5.17) and SPH simulations as a function of the ray density at \( t = 75 \, s \). In addition, the corresponding mean relative errors are shown as a function of the ray density.

SPH particles that are located in the \( x-y \)-plane at \( z/L = 0 \) is shown as a supplementing graph in Fig. 5.6. The highest mean relative error is 9.9\% for \( n_{\text{ray}} = 0.1 \) and the lowest is 7.6\% for \( n_{\text{ray}} = 1 \). For larger ray densities, the mean relative error converges to 7.9\%. Since the ray tracing algorithm initializes the rays at random positions, the lower relative error at \( n_{\text{ray}} = 1 \) may be caused by stochastic fluctuations. A ray density of \( n_{\text{ray}} = 100 \) is considered a good balance between accuracy and computational cost of the presented ray tracing algorithm since \( n_{\text{ray}} > 100 \) does not lead to a significant reduction of the computed mean relative error.

In addition, the influence of the spatial discretization on the obtained temperature field is investigated by varying \( \Delta x \) and keeping the dimensions of the simulated domain constant. A smoothing length of \( h = 1.5 \Delta x \) is employed, and each dimension of the domain is discretized by \( 2L/\Delta x \in \{25, 51, 101\} \) particles. This results in \( \{15625, 132651, 1030301\} \) SPH particles being simulated. Additionally, the domain is surrounded by three layers of wall particles determined by the smoothing length. The ray density is adjusted to \( n_{\text{ray}} = 2000 \) to minimize errors arising from the discretization of the laser beam.

Figure 5.7 shows the temperature field at \( z/L = y/L = 0 \) and \( t = 75 \, s \) predicted by Eq. (5.17) and the corresponding SPH simulation results. Moreover,
the computed mean relative error is shown as a graph in the upper right corner of Fig. 5.7. The mean relative error decreases from 18.4 % for $2L/\Delta x = 25$ to 7.9 % for $2L/\Delta x = 101$.

The last parameter investigated regarding its influence on the obtained temperature field is the smoothing length. Therefore, the smoothing length is set to $h/\Delta x \in \{1.5, 2.0, 2.5\}$. The domain is discretized in each spatial dimension by $2L/\Delta x = 101$ SPH particles (1030301 SPH particles) and, in addition, by $\{3\Delta x, 4\Delta x, 5\Delta x\}$ layers of SPH wall particles depending on the smoothing length. Furthermore, the ray density is adjusted to $n_{\text{ray}} = 2000$. Figure 5.8 shows the obtained temperature field at $z/L = y/L = 0$ and $t = 75 \text{s}$ as well as the corresponding mean relative errors of all particles included inside the laser radius when compared to Eq. (5.17).

The mean relative error decreases from 10.6 % for $h = 2.5\Delta x$ to 7.9 % for $h = 1.5\Delta x$. The result states that the approximation of the Gaussian intensity distribution becomes more accurate with decreasing smoothing length, $h \rightarrow 0$.

In the second test case, a cuboid with the same dimensions as in the previous test case ($r \in [-L, L]^3$) is placed in the origin of Euclidean space. To provide a more realistic scenario with respect to laser processing of metals,
a Neumann boundary condition is applied at $z/L = y/L = 0$. This represents a thermally insulated surface which is also considered and used in the laser melting simulations performed in this work. All other sides of the cuboid are kept at a constant temperature using Dirichlet boundary conditions. The initial temperature at $t = 0$ s is $T = 0$ K. The initial and boundary conditions are defined by

$$
T|_{\mathbb{R}^n \times \{0\}} = 0 \text{ K} \\
\lim_{z \to 0} \frac{dT}{dt} = 0 \text{ K s}^{-1} \\
\lim_{|x| \to L} T = 0 \text{ K} \quad \lim_{|y| \to L} T = 0 \text{ K} \quad \lim_{z \to -L} T = 0 \text{ K}.
$$

(5.19)
The corresponding analytical expression to Eq. (5.14) using the boundary conditions shown in Eq. (5.19) is given by

\[
T(x, t) = \frac{4P_0}{\pi w_0^2} \int_{t' = 0}^{t_1} \int_{y' = -L}^{L} \int_{x' = -L}^{L} \frac{1}{(4\pi D_{th}(t - t'))^{3/2}} \\
\cdot \exp \left( -\frac{2(x'^2 + y'^2)}{w_0^2} \right) \sum_{m = -\infty}^{\infty} \sum_{n = -\infty}^{\infty} \sum_{o = -\infty}^{\infty} (-1)^{m+n+o} \\
\cdot \exp \left( \frac{(x - x' + 2mL)^2 + (y - y' + 2nL)^2 + (z + 2oL)^2}{4D(t - t')} \right) \\
dx'dy'dt'.
\]

(5.20)

The corresponding derivation of the expression in Eq. (5.20) is presented in Appendix C.

Figure 5.9 shows the arrangement of SPH particles with \(2L/\Delta x = 101\) along the \(x\) and \(y\)-axis and a height \(H\) discretized by \(H/\Delta x = 51\) SPH particles. The chosen lattice spacing results in a total number of 520251 SPH particles plus Dirichlet wall particles placed around the cuboid except at \(z/L = 0\) in this setup. The smoothing length is set to \(h = 1.5\Delta x\) and the ray density is given by \(n_{ray} = 2000\). To apply the Neumann boundary condition, no particles are placed at \(z/L = 0\), which results in adiabatic behavior.
Figure 5.11 shows the peak temperature at $x/L = y/L = z/L = 0$ versus time obtained by Eq. (5.20) as a solid black line. The corresponding

![Graph showing peak temperature versus time](image)

Figure 5.10: Simulated peak temperature as a function of the smoothing length and computed mean relative errors. The mean relative error is computed from the simulated temperatures and the corresponding analytical prediction in Eq. (5.20) in the range $0 \, \text{s} \leq t \leq 75 \, \text{s}$ for varying smoothing length.

SPH particle temperature is given for varying smoothing length, $h/\Delta x \in \{1.5, 2.0, 2.5\}$, as blue, red, and green crosses, respectively. The temperature of the analytical solution converges towards an equilibrium temperature of approximately 0.128 K that is twice the equilibrium temperature predicted by Eq. (5.17). The obtained peak temperature of the SPH particle located in the center of the beam at $x/L = y/L = z/L = 0$ overestimates the analytical prediction in Eq. (5.20) with increasing smoothing length ($h = 2.0\Delta x$, $h = 2.5\Delta x$) and underestimates it with $h = 1.5\Delta x$. A reason for this could be the Neumann boundary condition, which is applied by disregarding the truncation of the kernel function at free boundaries. For instance, more precise boundary conditions could alleviate this problem, as demonstrated in [185]. The corresponding time-averaged relative error of the temperature of particles located in the center of the Gaussian intensity distribution decreases with decreasing smoothing length from 6.13% for $h = 2.5\Delta x$ to 4.30% for $h = 1.5\Delta x$.

Figure 5.11 shows the radial temperature field obtained from SPH simulations at $y/L = 0$ and $z/L = 0$. Here, the mean relative error between the simulated
temperature field of the irradiated layer of SPH particles and theory decreases with decreasing smoothing length from 10.65% for \( h = 2.5\Delta x \) to 1.76% for \( h = 1.5\Delta x \).

## 5.3 Application example: absorbance of titanium powder

In this section, the absorbance of laser irradiation by a monodisperse and a polydisperse titanium powder bed (Ti grade2 AP&C) at temperatures below the melting point is measured. The particle size distribution of the polydisperse powder is shown in Fig. 5.12 and is measured by optical evaluation of several samples using microscopy [S166]. In contrast, the monodisperse powder is set up by spheres with a diameter of 44.65 µm, which represents the mean value of the mass fraction with the largest sphere diameter in the polydisperse powder.

The software LIGGGHTS [100] is used to deposit titanium particles into a box with a base area of \((500 \times 500) \mu m^2\) and up to a height of approximately 250 µm. The final arrangement of the deposited powder particles is used to construct an STL file. Therefore, each particle is substituted with a spherical triangulated surface mesh with the same center of mass and radius. In a subsequent step,
the obtained STL file is read by the used SPH software. Each surface mesh of a sphere is filled by SPH particles placed on a rectangular lattice using a ray casting algorithm. Moreover, each set of SPH particles representing a distinct titanium particle is identified using a unique identification number. This number is used to identify SPH particles representing a single titanium particle and for which a surface mesh is computed using the CGAL-library [197]. A wall with a thickness of $10\Delta x$ is placed below the deposited titanium powder. In the following simulation cases, an initial particle spacing of $\Delta x = 2.5 \, \mu m$, and a smoothing length of $h = 2.0\Delta x$ is employed. This leads to $2.7 \times 10^6$ and $2.8 \times 10^6$ SPH particles used to discretize the monodisperse and polydisperse powder, which consist of 773 or 5718 titanium particles, respectively. The material properties of titanium presented in Section 3 are applied to the SPH particles.

The porosity of the monodisperse and polydisperse powder is computed from the material that is located in a box with dimensions $(400 \times 400 \times 200) \, \mu m^3$. To avoid boundary effects, SPH particles that are located in the vicinity of the domain boundaries are excluded from the porosity computation. The estimated porosity of the monodisperse and polydisperse powder is 0.402 and 0.366, respectively. The resultant powders, discretized by SPH particles, are shown in Fig. 5.13. The computed surface meshes using the CGAL-library are used to visualize the powder using Blender [42].
5.3 Application example: absorbance of titanium powder

Figure 5.13: Deposited monodisperse (top) and polydisperse titanium powder bed (bottom).

To model the reflectance of the powders, Eqs. (3.22) to (3.25) are used to describe the real and imaginary parts of the refractive index of a clean titanium surface. Moreover, assuming an aged titanium surface, Eqs. (3.28) to (3.31) are used. The absorbed power of the laser by the powder is measured within a single time step of the numerical simulation. Since the computational cost does not represent a numerical limitation in this scenario, $n_{ray} = 1000$ to achieve the highest accuracy.
Figure 5.14 shows the measured absorbtance, computed as the ratio of absorbed laser power to total laser power by the SPH particles representing the monodisperse and polydisperse powder, assuming a clean or aged material surface. The measured absorbtance of solid titanium is shown as a function of the powder temperature adjusted between $300 \text{ K}$ and $1800 \text{ K}$ in steps of $300 \text{ K}$. It can be seen that aged titanium powder has a significantly higher absorbtance than titanium powder with clean surfaces. The absorptance of the clean monodisperse powder increases from 0.04 (300 K) to 0.31 (1800 K) whereas the absorptance of the aged monodisperse powder increases from 0.49 (300 K) to 0.84 (1800 K). At all investigated temperatures, the absorptance of the polydisperse powder is slightly higher than that of the monodisperse powder. This effect increases with higher temperatures. For example, the absorptance of monodisperse powder (aged surface) is 0.84, whereas the absorptance of polydisperse powder (aged surface) is 0.86 at 1800 K. Maybe this behavior can be explained by the angle of incidence between the rays and the surface normals of the powder particles. A more plane surface morphology could increase the absorbed laser energy more strongly than the influence of the porosity of the powder bed.

Figure 5.15 shows the absorbed power by the titanium powder as a function of the height scaled with the maximum particle diameter, $D_{\text{max}} = 42.3 \text{ µm}$. The absorbed laser power by the titanium powder is measured from $z/D_{\text{max}} = 0$ to the material surface in steps of the spatial discretization,
5.4 Concluding remarks

This chapter presented the developed ray tracing algorithm, which discretizes a laser with a Gaussian intensity distribution into many energy portions. The method can be applied to laser-metal interaction problems with arbitrary surface morphologies under the assumption of geometrical optics in particle-based simulation methods.

To validate the presented ray tracing algorithm, two analytical expressions for the forced heat equation in a bounded domain are derived using the concept of Green’s functions and the method of images. In the first set of boundary conditions, all sides of a cube are kept at a constant temperature. The upper half of the cube is transparent to laser irradiation. In contrast, the lower half completely absorbs the incident irradiation within a thin material layer with a thickness equal to the SPH discretization length, $\Delta x$. The influence
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of the ray density, the smoothing length, and spatial discretization on the obtained temperature fields in the SPH simulations is investigated for this setup. A ray density of \( n_{\text{ray}} \geq 100 \) was found to have no significant effect on the mean relative error between the simulated and analytical temperatures of the absorbing surface layer. As a result, \( n_{\text{ray}} \approx 100 \) is a good compromise between numerical cost and accuracy. Moreover, the estimated mean relative error to the analytical prediction decreases with increasing spatial resolution and decreasing smoothing length. With 7.9\%, the lowest measured relative error is obtained for \( h = 1.5 \Delta x, x/L = 101, \) and \( n_{\text{ray}} = 2000. \)

In the second set of boundary conditions, the side of a cuboid that is facing the laser beam is assumed to be thermally insulating. All the other sides of the cuboid are kept at a constant temperature. The lowest measured relative error in this scenario is 4.13\% for \( h = 1.5 \Delta x, x/L = 101, \) and \( n_{\text{ray}} = 2000. \)

In conclusion, the ray density in the ray tracing algorithm should be adjusted to \( n_{\text{ray}} \approx 100 \) to balance numerical cost and accuracy, the smoothing length should be as small as possible, and the spatial resolution should be chosen as high as possible to achieve the best accuracy.

The developed ray tracing algorithm was subsequently used to investigate the absorption of the laser irradiation by a monodisperse and a polydisperse titanium powder surrounded by an argon atmosphere. The monodisperse and polydisperse powders have a porosity of 0.402 and 0.366, respectively. The titanium particles, which compose the powders, are assumed to have either a clean or an aged surface. Moreover, the absorptance of the titanium powders was investigated in a temperature range from 300 K to 1800 K. It was found that the powder beds that exposed an aged titanium surface exhibited a significantly higher absorptance than the titanium powder with a clean surface at all investigated temperatures. Moreover, the polydisperse powder absorbs more incident laser irradiation than the monodisperse powder at all investigated temperatures. It seems that the more homogeneous surface in the case of the polydisperse powder absorbs more laser radiation than the more porous monodisperse powder bed. The lowest absorptance of 0.04 was measured for monodisperse clean powder at 300 K and the highest absorptance of 0.84 was estimated for polydisperse powder with an aged surface at 1800 K.

By investigating the absorbed laser power as a function of the propagation depth into the powder, it was found that most irradiation is absorbed within the first layers of the powder bed. Furthermore, the laser irradiation propagates deeper into the monodisperse powder bed than the polydisperse powder bed due to the higher void fraction between the titanium particles. In addi-
tion, a more significant amount of laser energy is absorbed at higher powder temperatures.
6 Modeling interfacial tension at free boundaries

When simulating fluid flows with free surfaces using SPH [68, 119], surface tension is modeled either by introducing pairwise forces between the particles [139, 143, 194, 195] or by the phenomenological CSF [26, 133].

Pairwise forces are motivated by the molecular origin of surface tension [167] and are readily applicable to the simulation of free surfaces. It is widely used for solving problems in droplet dynamics, drop interaction with textured surfaces [179], and contact angle hysteresis [16]. When used in simulations, however, such models reveal an artificial virial pressure [195] and require a much greater computational effort than CSF to obtain similar results since a larger smoothing length is needed [139]. If one used the same smoothing length, simulations appear too dissipative [139] and noisy.

The CSF model does not suffer from this problem. For instance, it can reliably predict the dynamics due to surface tension gradients at phase boundaries, known as the Marangoni effect. However, its application to free surfaces is problematic since the truncation of the kernel integral near the free surface leads to unacceptable errors of the local curvature [133]. The need for reliable simulations of LASER-assisted additive manufacturing processes [95] is a vital motivation to develop stable and efficient numerical methods for fluid flows involving dynamic capillary-driven flows at gas-liquid interfaces.

Several methods have been proposed to correct the kernel truncation error at the free surface in CSF. Ordoubadi et al. [151] used mirror particles to provide the contribution of the omitted ambient phase to achieve stable two-dimensional flows in Weakly Compressible SPH. Hirschler et al. [77] simulated two-dimensional droplet collisions using CSF with kernel correction factors at the free surface. Unfortunately, these methods apply only to two-dimensional problems. Recently, Fürstenau et al. [66] improved the curvature estimate at the free surface by employing the curvature tensor computation and using a kernel renormalization technique. This approach also includes the application of extra capillary pressure at the free boundary in addition to the standard CSF formulation to stabilize the free surface boundary.

The current chapter presents an alternative surface tension model for use in SPH simulations. This model is based solely on the Young-Laplace (YL) pressure jump across an interface applied as a boundary condition to free surface particles. In addition, a CSF approach for free surfaces, capable of
modeling wetting phenomena, is presented. Therefore, the contact angle model proposed by [31] is modified for the application to free surface problems. Lastly, the modeling approach for Marangoni forces is presented.

The accuracy and robustness of the proposed approaches are demonstrated by utilizing examples that are known to be notoriously difficult for SPH. These include droplet oscillations and coalescence, the fragmentation of a fluid filament following the Plateau-Rayleigh instability, droplet spreading on a solid substrate with and without gravity, and the retardation of an accelerated drop that attempts to pass over the edge between two inclined planes. Lastly, the velocity field in a cavity, caused by Marangoni flow at the liquid-gas interface due to an applied temperature gradient, is validated.

This chapter introduces the following notation for different subsets of SPH particles located within the domain $\Omega$. The subset of solid particles is denoted by $\Omega^s \subseteq \Omega$ and the subset of liquid particles is denoted by $\Omega^l \subseteq \Omega$. Moreover, a subset of solid particles represents the wall ($\Omega^w \subseteq \Omega^s$). Surface particles are identified by the vertices of the computed surface mesh introduced in Chapter 5 and are denoted by $\Omega^v \subseteq \Omega$.

### 6.1 Boundary pressure method

In this section, surface tension is modeled by applying the YL pressure difference as a boundary condition at the liquid-gas interface. The YL pressure boundary condition can be applied to weakly compressible SPH and ISPH. Here, the YL pressure boundary condition is applied to ISPH, particularly to the PPE in Eq. (4.49) and the pressure gradient in Eq. (4.36). In contrast to [66] and the standard CSF approach [26], no forces are directly applied to free surface particles. This is achieved by supplementing the missing contribution of neighboring particles semi-analytically to the Laplacian of pressure in the PPE [138] instead of a scaling approach [66, 144]. Such an approach, in which the contribution of the particle neighborhood is estimated additively from the initial configuration of particles with full kernel support, has been successfully applied to both free surface [138] and wall boundary conditions [108]. Figure 6.1 shows a schematic representation of this model.

---

1 The content of this section has been published in P22.
Figure 6.1: Sketch of a free boundary where the truncation of the kernel integral of a particle is used to impose the YL pressure. The kernel of the black particle includes an insufficient number of neighboring (blue) particles. This leads to errors when computing physical quantities via kernel integration. The Dirichlet boundary condition for pressure is applied analytically through the volume beyond the free surface.

6.1.1 Curvature computation and external pressure

The free surface formulation of the pressure gradient in Eq. (4.36) and the corresponding free surface formulation of the PPE in Eq. (4.49) allow imposing an external pressure field \( p_o \) to free surface particles given by

\[
p_{o,a} = p_{amb,a} + \Delta p_{YL,a}.
\]

(6.1)

Here, \( p_{amb,a} \) is the ambient background pressure and \( \Delta p_{YL,a} \) is the YL pressure difference across a curved surface at position of particle \( a \). The pressure difference across the interface depends on the surface tension coefficient \( \sigma \) and the local mean curvature, \( \bar{\kappa}_a \), given by [167]

\[
\Delta p_{YL,a} = 2\sigma_a \bar{\kappa}_a,
\]

(6.2)

in three spatial dimensions. The mean curvature is given by

\[
\bar{\kappa}_a = \frac{\kappa_{a,1} + \kappa_{a,2}}{2},
\]

(6.3)

where \( \kappa_{a,1} \) and \( \kappa_{a,2} \) are the principal curvatures.

In the following, the procedure presented by [66] to compute the mean curvature for each SPH particle is employed. Starting with the normal vector
that points from liquid to gaseous phase and is computed using liquid SPH particles by
\[ \mathbf{n}_{lg,1}^a = - \sum_{b \in \Omega} \frac{m_b}{\rho_b} \nabla W_{ab}. \tag{6.4} \]

According to [134], the normal vectors should be smoothed to diminish erroneous normal vectors and to increase the stability of the surface tension model by
\[ \tilde{\mathbf{n}}_{lg,1}^a = \frac{1}{S_{la}} \sum_b \frac{m_b}{\rho_b} \mathbf{n}_{lg,1}^b W_{ab}. \tag{6.5} \]

Here, the Shepard filter computed from liquid particles, \( S_{la} \), given by Eq. (4.69) is used to account for the kernel truncation of particles near the free surface. Moreover, normal vectors whose magnitude is smaller than a given threshold, \( \epsilon_n \), typically adjusted in the range \( \epsilon_n = [0.1h, \ldots, 0.2h] \), are discarded to increase the accuracy of the computed mean curvature. Subsequently, the smoothed and filtered normal vectors from Eq. (6.5) are normalized by
\[ \hat{\mathbf{n}}_{lg,1}^a = \frac{\tilde{\mathbf{n}}_{lg,1}^a}{|\tilde{\mathbf{n}}_{lg,1}^a|}. \tag{6.6} \]

Now, the curvature tensor at the location of a liquid particle is computed by [66]
\[ K_l^a = \sum_{b \in \Omega} \frac{m_b}{\rho_b} \tilde{\mathbf{n}}_{ab}^1 \otimes \hat{\nabla}^1 W_{ab}, \quad \tilde{\mathbf{n}}_{ab}^1 = \tilde{\mathbf{n}}_a - \tilde{\mathbf{n}}_b, \tag{6.7} \]

where \( \otimes \) represents the dyadic or outer product, and \( \hat{\nabla}^1 W_{ab} \) is the normalized kernel gradient [25, 144],
\[ \hat{\nabla}^1 W_{ab} = L_a \nabla W_{ab}, \tag{6.8} \]

computed by using the correction matrix \( L_a^1 \),
\[ L_a^1 = \left( \sum_{b \in \Omega} \frac{m_b}{\rho_b} r_{ab} \otimes \nabla W_{ab} \right)^{-1}. \tag{6.9} \]
The curvature tensor $K_{\alpha}$ must be projected into tangent space to compute the principal curvatures. For the coordinate transformation, the following basis vectors are employed

$$t_{\alpha}^{(1)} = \begin{cases} \hat{n}_{\alpha} \times (0, 1, 0) & \text{if } \left| \hat{n}_{\alpha} \times (0, 1, 0) \right| > 0.01 \\ \hat{n}_{\alpha} \times (1, 0, 0) & \text{else} \end{cases} ,$$

(6.10)

and

$$\hat{t}_{\alpha}^{(1)} = \frac{t_{\alpha}^{(1)}}{|t_{\alpha}^{(1)}|} ,$$

(6.11)

Here, $t_{\alpha}^{(1)}$, $t_{\alpha}^{(2)}$ are tangential vectors to the surface and $\hat{t}_{\alpha}^{(1)}$, $\hat{t}_{\alpha}^{(2)}$ their normalized vectors. The symbol $\times$ denotes the cross product of vectors. Now, the basis can be changed using the metric tensor, $T$, and its corresponding transposed tensor, $T^T$, leading to

$$K_{\alpha}' = T_{\alpha}^T K_{\alpha} T_{\alpha} .$$

(6.13)

The metric $T_{\alpha}$ is given by

$$T_{\alpha} = (L_{B, \alpha}^T)^{-1} \cdot G_{\alpha} = L_{B, \alpha} \cdot G_{\alpha} = L_{B, \alpha} ,$$

(6.14)

where $G_{\alpha}$ is a matrix whose columns are represented by the Cartesian basis vectors, and $L_{B, \alpha} = (\hat{n}_{\alpha}^{lg, 1}, t_{\alpha}^{(1)}, \hat{t}_{\alpha}^{(2)})$ is the orthonormal matrix built from the local basis vectors.

The curvature tensor defined in tangential space can be obtained by removing the normal component corresponding to the first row and first column of $K_{\alpha}'$. Thus, the principal curvatures are given by the eigenvalues of $K_{\alpha}'$.

By modifying the Laplace pressure jump in Eq. (6.2) using the Shepard filter, the free surface becomes more stable,

$$\Delta p_{NL, \alpha}' = \sigma_{\alpha} \bar{\bar{k}}_{\alpha} \left( 1 + \frac{1}{\bar{\bar{S}}_{\alpha}^T} \right) .$$

(6.15)

Accordingly, the external pressure in Eq. (6.1) is modified to

$$p_{o, \alpha} = p_{amb, \alpha} + \Delta p_{NL, \alpha}' .$$

(6.16)
Eq. (6.16) can now be applied to Eq. (4.36) and Eq. (4.49) for liquid SPH particles. The introduced approximation to the Laplace pressure in Eq. (6.15) is consistent with respect to spatial resolution as shown in Section 6.1.2.

6.1.2 Validation

The proposed simulation method for surface tension at free boundaries is validated by means of various three-dimensional problems. The momentum equation of each liquid SPH particle is solved according to

\[
\frac{D\mathbf{u}_a}{Dt} = \begin{cases} 
\mathbf{f}_{p,a} + \mathbf{f}_{\eta,a} & \text{if } S_a \leq 0.95 \\
\mathbf{f}_{p,a} + \mathbf{f}_{\eta,a} & \text{else}
\end{cases},
\]  
(6.17)

where the pressure, \(f_{p,a}\), and viscous acceleration, \(f_{\eta,a}\), are given by Eqs. (4.37) and (4.41) and are solved for SPH particles located in the vicinity of a free boundary. In contrast, the pressure, \(f_{p,a}\), and viscous acceleration, \(f_{\eta,a}\), of SPH particles with sufficient neighboring particle support are given by Eqs. (4.35) and (4.38). Moreover, the PPE is solved by Eq. (4.49) for particles near the free surface and by Eq. (4.48) for SPH particles located in the bulk of the fluid.

For all test cases, the following parameters, if not otherwise stated, are employed: \(\sigma = 0.01 \text{ N m}^{-1}\), \(\eta = 0.01 \text{ Pa s}\), \(\rho = 1000 \text{ kg m}^{-3}\), \(p_{\text{amb}} = 0 \text{ Pa}\) and \(\epsilon_n = 0.1/h\). The SPH particles are initially arranged on a rectangular lattice with spacing \(\Delta x\). The smoothing length is \(h = 2.5\Delta x\), and the numerical timestep size is adjusted according to the CFL conditions for the maximum acceleration, velocity, viscous diffusion, and surface tension given in Eq. (4.66). The contribution of the viscous forces to the conservation of momentum in Eq. (4.34) is computed by Eq. (4.41) instead of Eq. (4.38). Explicit imposition of surface tension force is not required in Eq. (6.17) since the YL pressure is applied as a boundary condition in the PPE.

6.1.2.1 Laplace pressure jump

At equilibrium, the pressure inside a drop is larger than outside due to the surface tension, \(\sigma\). This effect is termed Laplace pressure jump. In the performed simulations initially \(\{4224, 9915, 14321, 113104, 268096\}\) SPH particles are placed on a rectangular lattice with spacing \(\Delta x\) inside a sphere of radius \(r_0 = 10^{-3}\) m. The threshold for the smoothed normal vectors in Eq. (6.5) is \(\epsilon_n = \frac{0.1}{h}\) for \(\Delta x = \frac{r_0}{10}\), and \(\Delta x = \frac{r_0}{30}\), \(\Delta x = \frac{r_0}{15}\), and \(\epsilon_n = \frac{0.15}{h}\) for both \(\Delta x = \frac{r_0}{10}\) and \(\Delta x = \frac{r_0}{13.3}\). This agrees with [66], who reports stable results for \(\epsilon_n = 0.1/h\) to \(\epsilon_n = 0.2/h\). For small droplets, the physical value of

\[104\]
the Laplace pressure jump can be substantial; for the parameters given above, the pressure inside the drop exceeds the ambient pressure by 20 Pa according to Eq. (6.2).

Figure 6.2a shows the pressure along a cut through the symmetry axis of the drop at \( t = 1 \) s when equilibrium was assumed. The pressure inside the droplet converges towards the analytical prediction for an increasing number of SPH particles (increasing resolution). In the case of the asymmetric initial particle configuration shown by the blue dots, the sphere translates in space, as expected. The deviation of the numerical results from the theory is shown in Fig. 6.2b. It decreases from 13.6\% (4,224 SPH particles) to 2.5\% (268,096 SPH particles). It can be concluded that YL predicts not only the correct analytical value but also leads to a constant pressure inside the drop, independently of the amount of SPH particles used. This is different from results known from the literature, e.g. [133, 222], where the simulated pressure decreases in the vicinity of the droplet boundary.

![Graph showing pressure and error data](image)

(a) Simulated pressure in a drop centered at \( y/r_0 = z/r_0 = 0 \) at \( t = 1 \) s for different spatial resolution. Note that the initially asymmetric positions of SPH particles for \( \Delta x = \frac{r_0}{13.3} \) leads to a translation of the droplet in the negative \( x \)-direction.

(b) Deviation of the simulated steady state pressure inside the droplet from the analytical value, Eq. (6.2). The plot shows the relative error of the computed Laplace pressure as a function of the spatial resolution.

Figure 6.2: Comparison of the computed steady state pressure inside a droplet with the analytical prediction of the YL equation, Eq. (6.2).

### 6.1.2.2 Droplet oscillations

As a further validation test, the oscillation of a droplet with initial ellipsoidal shape

\[
\frac{x^2}{(0.159 \ r_0)^2} + \frac{y^2}{(0.794 \ r_0)^2} + \frac{z^2}{(0.794 \ r_0)^2} = 1, \tag{6.18}
\]
as shown in Fig. 6.3, is investigated. The radius of the droplet at equilibrium

\[ r_0 = 1.26 \cdot 10^{-3} \text{ m}. \]

For the SPH simulation, 66,928 particles are used. The period of the oscillation of an incompressible and inviscid drop was given by Rayleigh [163]

\[ T_{osc} = \pi \sqrt{\frac{r_0^3 \rho}{2\sigma}}. \]  

(6.19)

For the chosen parameters, \( T_{osc} \approx 0.0314 \text{ s}. \) In the experiment, the initial deviation from the spherical shape leads to an oscillation with a decreasing amplitude due to the fluid's viscosity. In this simulation, the dynamic viscosity is \( \eta = 6.5 \cdot 10^{-3} \text{ Pa s}. \) Figure 6.4 shows the oscillation of the minor and major axes. The dimensionless capillary number characterizes the decay of the amplitude,

\[ Ca \equiv \frac{\eta U}{\sigma}, \]

(6.20)

which relates the viscous drag forces to surface tension. The characteristic velocity, \( U, \) is computed from the relaxation during the first oscillation, and the time needed for one oscillation, \( T_{osc} = 0.0358 \), is calculated using Fourier analysis.

Here, \( Ca \approx 4.8 \cdot 10^{-2}, \) and the relative error of the measured to the predicted time (given by Eq. (6.19)) for one oscillation period is 14.1%.

### 6.1.2.3 Cube droplet relaxation

In this test case, the relaxation of an initially cubic droplet under the action of surface tension is considered. The initial fluid cube of edge length \( L = 10^{-3} \text{ m} \) consists of 64,000 SPH particles with \( \Delta x = \frac{L}{20}. \) Figure 6.5 shows the temporal evolution of the drop. The surface tension, combined with viscous forces, leads to an oscillatory relaxation of the drop, which eventually assumes the shape of a sphere.
6.1 Boundary pressure method

Figure 6.4: Damped oscillation of a viscous droplet using the YL pressure boundary condition. The curves show the extension of the drop along the major and minor axes as functions of time.

This example demonstrates the high precision of the novel method: even though there are regions of high curvature near the corners of the initial cube, with sparse particle support of the kernel function, the curvature is computed with sufficient accuracy to provide a stable fluid phase. The preserved symmetric configuration of the SPH particles during the simulation is another indicator for the simulation’s stability.

Figure 6.5: Relaxation of an initially cubic droplet. The figures show snapshots of the droplet at increasing time.
6 Modeling interfacial tension at free boundaries

6.1.2.4 Coalescence of spherical droplets

The stability of the novel simulation method with respect to concave surfaces is demonstrated by means of a simulation of two spherical droplets of radii \( r_0 = 10^{-3} \) m. The initial particle spacing is \( \Delta x = \frac{r_0}{20} \) resulting in a total of 67104 SPH particles. Fig. 6.6 shows a snapshot of the coalescence process for an increasing time, evolving asymptotically to a larger droplet.

![Coalescence of two spheres](image)

Figure 6.6: Coalescence of two spheres. The images show snapshots of the process with increasing time.

6.1.2.5 Plateau-Rayleigh instability

The final example verifies the novel simulation method by means of a simulation of the breakup of a cylindrical liquid jet known as Plateau-Rayleigh instability. The first SPH simulation of the Plateau-Rayleigh instability was performed by Olejnik and Szewc [147]. In their simulation, the liquid and gas phases were simulated and represented by SPH particles.

In this section, the break-up of the liquid cylindrical jet in a domain that is periodically repeated along the axis of the cylinder is investigated. The system’s dimensions are given by the length \( L = 0.0105 \) m and the radius \( r_0 = 0.1 \) \( L \) of the cylinder, periodically repeated at \( x/L = 0 \) and \( x/L = 1 \). The fluid is specified by its viscosity, \( \eta = 0.01 \) Pa s, density, \( \rho = 1000 \) kg m\(^{-3} \), and surface tension, \( \sigma = 0.022 \) N m\(^{-1} \). With the initial particle spacing, \( \frac{L}{\Delta x} = 210 \) and \( \frac{r_0}{\Delta x} = 21 \), 293160 SPH particles are simulated. In contrast to the previous examples, a smaller smoothing length is applied, \( h = 1.75\Delta x \), to increase the sensitivity of the surface curvature to local deformations. The instability,
According to linear stability analysis [55], is triggered by imposing an initial velocity field where the component in the $x$-direction is given by

$$u_x(t = 0 s) = u_0 \sin \left( \frac{2\pi x}{L} \right).$$

Here, $u_0 = 0.171 \text{ m s}^{-1}$ is the initial velocity amplitude and $x \in [0, L]$ in a periodic domain. This enforces divergent and convergent liquid regions within the initial liquid cylinder. As a result, the cylinder breaks into two drops with different radii centered at $x/L = 0.5$ and $x/L = 0$, $x/L = 1$ due to the applied periodic boundary conditions. To compare the shape and breakup time of the evolving drop at $x/L = 0.5$ with the literature, the dimensionless numbers given in [47] are considered to describe this problem. These are the Reynolds number, $Re$, the Weber number, $We$, and the capillary number, $Ca$,

$$Re \equiv \frac{\rho U r_0}{\eta}; \quad We \equiv \frac{\rho r_0 U^2}{\sigma}; \quad Ca \equiv \frac{We}{Re}.$$

The properties employed in this test lead to $Re \approx 18$, $We \approx 1.4$, and $Ca \approx 0.078$. The temporal evolution of the drop at $x/L = 0.5$ is given in dimensionless time $t/t_c$, where

$$t_c \equiv \sqrt{\frac{\rho r_0^3}{\sigma}} \approx 7.25 \cdot 10^{-3} \text{ s}.$$

Figure 6.7 shows a series of simulation snapshots at different times. The initial velocity field leads to the swelling of a droplet in the center of the simulation domain. Due to the surface tension, the filament tightens further and further until it eventually tears off at $\frac{t}{t_c} \approx 3.42$.

Figure 6.8 shows details of the simulation results compared to data from the literature. The initial growth process, quantified by the maximum radius of the filament, is in quantitative agreement with the data by Dai and Schmidt [47].
Figure 6.7: Plateau-Rayleigh instability triggered by the initial velocity field. The tear-off takes place at $\frac{t}{t_c} \approx 3.42$, see also Fig. 6.8.
6.2 Continuum surface force method

They used a lattice-based method to simulate the Plateau-Rayleigh instability using the same parameters as the simulation presented here. The exact time of the tear-off can be determined from the evolution of the smallest radius of the filament shown in Fig. 6.8b. From the data shown there, the tear-off time \( t/t_c \approx 3.42 \) is estimated. This value is slightly smaller than the times predicted in the literature, \( t/t_c \approx 6.49 \) [47]; \( t/t_c \approx 4.49 \) [147]). Reasons for this difference in the tear-off time may be a different criterion for determining the tearing off, different regularization techniques, or the larger smoothing length used in this simulation compared to [147].

6.2 Continuum surface force method\(^1\)

The CSF model introduced by [26] converts the surface stress boundary condition given in Eq. (2.64) into a volume force that is distributed across the two-phase interface. In this section, the CSF model is applied to free-boundaries. Moreover, the wetting force model by [31] which can be used in conjunction with CSF, is modified for the application to free-surface problems. For this reason, two approaches for modeling wetting and non-wetting contact angles are presented. In the absence of a solid substrate, both methods can be applied to model a liquid. Moreover, the Marangoni force model is introduced.

\(^1\) Selected parts of the content of this section are submitted and intended for publication in Proceedings of CASICAM 2022 by Springer Nature. Reproduced with permission from Springer Nature.
For an in-viscid, incompressible fluid, the surface stress condition in Eq. (2.64) can be reduced to [26]

\[ f_{\sigma,a} = \frac{1}{\rho_a} \left( 2\sigma_a \tilde{\kappa}_a \tilde{n}_a + \nabla_s \sigma_a \right) \delta_s . \]  

(6.24)

Here, \( \delta_s \) is the interfacial delta function that peaks at the interface, and \( \nabla_s \) is the surface gradient. Moreover, \( \tilde{n}_a \) is the smoothed normalized normal vector at the position of a particle \( a \). The first term on the right-hand side of Eq. (6.24) acts in the normal direction toward the two-phase interface, whereas the second term on the right-hand side acts tangentially to the phase boundary. The resultant surface tension force, which acts on interfacial SPH particles, given by its normal, \( f_{\sigma,a}^{\perp} \), and tangential component, \( f_{\sigma,a}^{\parallel} \), can be written as

\[ f_{\sigma,a} = f_{\sigma,a}^{\perp} + f_{\sigma,a}^{\parallel} , \]

(6.25)

which is added to the right-hand side of the momentum equation in Eq. (4.34).

For numerical reasons, the surface delta function must be replaced with an appropriate function whose integral is normalized to one. Moreover, the function must take a value of zero for all fluid elements that are not located within the two-phase transition region. Therefore, using

\[ \delta_s = |n_a| , \]

(6.26)

where \( n_a \) is the normal vector of a particle before normalization, the normal component of surface tension, \( f_{\sigma,a}^{\perp} \), can be written as

\[ f_{\sigma,a}^{\perp} = 2 \frac{\sigma_a}{\rho_a} \tilde{\kappa}_a \tilde{n}_a |n_a| . \]

(6.27)

The tangential component of surface tension will be introduced in Section 6.2.2. Similar to Eq. (6.15), the Shepard filter is applied to Eq. (6.27) to increase the stability of the approach according to

\[ f_{\sigma,a}^{\perp} = \left( 1 + \frac{1}{S^n_a} \right) \frac{\sigma_a}{\rho_a} \tilde{\kappa}_a \tilde{n}_a |n_a| , \]

(6.28)

where \( S^n_a \) is the Shepard filter computed from SPH particles \( (\Omega^n \subset \Omega) \) whose normal vectors are not discarded by the threshold \( \epsilon_n \) by

\[ S^n_a = \sum_{b \in \Omega} \frac{m_b}{\rho_b} W_{ab} \quad \text{if} \quad |n_b| > \epsilon_n . \]

(6.29)
6.2 Continuum surface force method

6.2.1 Wetting forces

To model the spreading of a fluid on a solid substrate, according to Breinlinger et al. [31], the spreading force per unit length which applies at the three-phase contact line can be described as a function of the transient, $\Theta$, and the equilibrium contact angle, $\Theta_\infty$, by

$$F_{slg}^w = \sigma (\cos \Theta - \cos \Theta_\infty). \hspace{1cm} (6.30)$$

The subset of liquid SPH particles in the vicinity of the three-phase contact angle is affected by Eq. (6.30).

In the following, two approaches are presented, which attempt to model wetting contact angles $\Theta_\infty < 90^\circ$ or non-wetting contact angles $\Theta_\infty > 90^\circ$ in problems where the gas phase is not represented by SPH particles.

6.2.1.1 Wetting contact angles ($\Theta_\infty < 90^\circ$)

To model wetting contact angles, the normal vectors of liquid SPH particles and selected solid SPH particles in the vicinity of the three-phase contact line are modified. The normal vectors at the positions of the SPH particles are computed by

$$n_{lg}^a = - \sum_b m_b \rho_b \nabla W_{ab}, \hspace{1cm} \hat{n}_{lg}^a = \frac{n_{lg}^a}{|n_{lg}^a|}.$$

and the smoothed normal vectors and normalized smoothed normal vectors are given by

$$\hat{n}_{lg}^a = \frac{1}{S_a} \sum_b m_b \rho_b n_{lg}^a W_{ab}, \hspace{1cm} \hat{n}_{lg}^a = \frac{n_{lg}^a}{|n_{lg}^a|}.$$

The normal vectors $n_{lg}^a$ and $\hat{n}_{lg}^a$ are used to substitute $n_a$ and $\hat{n}_a$ in Eq. (6.28) to model wetting contact angles.

Similarly, the normal vectors pointing outwards of the solid phase at the position of an SPH particle $a$ are given by

$$n_{sf}^a = - \sum_{b \in \Omega_s} m_b \rho_b \nabla W_{ab}, \hspace{1cm} \hat{n}_{sf}^a = \frac{n_{sf}^a}{|n_{sf}^a|}.$$

The corresponding smoothed and normalized smoothed normal vectors are defined by

$$\hat{n}_{sf}^a = \frac{1}{S_a} \sum_{b \in \Omega_s} m_b \rho_b n_{sf}^a W_{ab}, \hspace{1cm} \hat{n}_{sf}^a = \frac{n_{sf}^a}{|n_{sf}^a|}.$$
Here, $S^s_a$ is the Shepard filter that is computed using only solid particles by

$$S^s_a = \sum_{b \in \Omega^s} \frac{m_b}{\rho_b} W_{ab}. \tag{6.35}$$

To include the wetting forces, the smoothed normal correction proposed by [31] is applied to liquid particles in the vicinity of the three-phase contact line ($\Omega^{slg}$). These particles are identified by the normal vectors, which are not discarded by the applied threshold ($|\mathbf{n}_{lg,a}| \geq \epsilon_n$) in combination with the condition $S^s_a > 0$ to identify liquid SPH particles which have solid particles in their neighborhood.

To apply the normal correction to the normal vectors at the position of the SPH particles that are located in the vicinity of the three-phase contact line, the tangent and normalized tangent vectors of particles near the solid-fluid interface must be computed by

$$\mathbf{t}^{sf}_a = \hat{\mathbf{t}}^{sf}_a - (\hat{\mathbf{t}}^{sf}_a \cdot \hat{\mathbf{n}}_a) \hat{\mathbf{n}}_a, \quad \mathbf{t}^{sf}_a = \frac{\mathbf{t}^{sf}_a}{|\mathbf{t}^{sf}_a|}. \tag{6.36}$$

Now, the corrected normal vectors of liquid SPH particles ($\Omega^l$) are obtained from the desired equilibrium contact angle

$$\hat{\mathbf{n}}^{lg}_{\infty,a} = \hat{\mathbf{t}}^{sf}_a \sin \Theta_{\infty} - \hat{\mathbf{t}}^{sf}_a \cos \Theta_{\infty}. \tag{6.37}$$

To avoid an instantaneous change of the modified normal vectors, a transition from the computed normal vectors, $\hat{\mathbf{n}}_a$, to the desired normal vectors, $\hat{\mathbf{n}}^{lg}_{\infty,a}$, is applied depending on distance of the particle to the solid phase by

$$\hat{\mathbf{n}}^{slg}_a = f_a \hat{\mathbf{n}}_a + (1 - f_a) \hat{\mathbf{n}}^{lg}_{\infty,a} \frac{f_a \hat{\mathbf{n}}_a + (1 - f_a) \hat{\mathbf{n}}^{lg}_{\infty,a}}{|f_a \hat{\mathbf{n}}_a + (1 - f_a) \hat{\mathbf{n}}^{lg}_{\infty,a}|}. \tag{6.38}$$

Here, $f_a$ is the normal distance between a liquid SPH particle and the closest solid SPH particle in the direction of $\hat{\mathbf{n}}_a$ scaled with the kernel radius and is given by

$$f_a (d^s_a) = \begin{cases} 0 & \forall \ d^s_a < 0, \\ d^s_a / r_{max} & \forall \ 0 \leq d^s_a \leq r_{max}, \\ 1 & \forall \ d^s_a > r_{max}. \end{cases} \tag{6.39}$$
The distance \( d_a^s \) is defined by

\[
d_a^s = \min \left( (r_a - r_b) \cdot \hat{n}_a^sf \right) - \Delta x .
\] (6.40)

The normal vectors computed in Eq. (6.38) replace the normal vectors obtained by Eq. (6.31) if a liquid SPH particle \( a \in \Omega^l \) is located in the vicinity of the three-phase contact line \( (a \in \Omega^{slg}) \) which is verified by

\[
a \in \Omega^{slg} \text{ if } S_a^s > 0 \land |n_a| > \epsilon_n
\] (6.41)
in this work. Thus, the normal vectors of the liquid SPH particles are given by

\[
\hat{n}_{a}^{lg} = \begin{cases} 
\hat{n}_{a}^{slg} & \text{if } a \in \Omega^{slg} \\
\hat{t}_{a}^{sf} \sin \Theta_{\infty}^{s} - \hat{n}_{a}^{sf} \cos \Theta_{\infty}^{s} & \text{if } a \in \Omega^{slg} \land r_{ab} \cdot \hat{n}_{a} > 0 \\
n_{a}^{lg} & \text{else}
\end{cases}.
\] (6.42)

In the course of this work, it was found that including the modified normal vectors of liquid SPH particles into the curvature computation is not sufficient to obtain stable droplet shapes for adjusted equilibrium contact angles \( (\Theta_{\infty} < 90^\circ) \) when a free boundary is present. For this reason, the normal vectors of selected solid SPH particles in the vicinity of the three-phase contact line are modified and included in the curvature computation of liquid SPH particles to increase the support of neighboring SPH particles. The proposed approach applies a fixed normal correction to selected solid particles in the neighborhood of a fluid SPH particle, intending to correct the otherwise underestimated curvatures, which have led to the continuous spreading of the liquid droplet on a solid substrate.

Therefore, the normal vectors of solid particles \( b \) in the neighborhood of a liquid, central SPH particle \( a \), are modified by

\[
\hat{n}_{\infty, b}^{lg,s} = \begin{cases} 
\hat{t}_{a}^{sf} \sin \Theta_{\infty}^{s} - \hat{n}_{a}^{sf} \cos \Theta_{\infty}^{s} & \text{if } a \in \Omega^{slg} \land r_{ab} \cdot \hat{n}_{a} > 0 \\
0 & \text{else}
\end{cases}.
\] (6.43)

Here, \( \Theta_{\infty}^{s} \) is the desired contact angle to adjust the solid normal vectors. Furthermore, the condition \( \hat{n}_{a}^{lg} > 0 \) identifies all neighboring solid SPH particles which are located on the liquid side of the tangent plane at the position of the liquid particle \( a \) defined by the normal vector of the liquid particle \( a \). Solid SPH particles that are located on the gas side of the tangent plane are not considered in the curvature computation of the liquid SPH particle. Moreover,
Θ^s_∞ is a free parameter to calibrate the wetting forces. By setting Θ^s_∞ > Θ_∞, the underestimated curvatures are corrected to larger values, which prevents the continuous spreading of the liquid on the solid substrate. Figure 6.9 shows cuts through the axis of symmetry of two drops resting on a solid substrate. For a desired equilibrium contact angle of Θ_∞ = 30° or Θ_∞ = 60°, the presented approach modifies the normal vectors of the red-colored solid SPH particles during the curvature computation. Note that each liquid SPH particle has its own set of identified solid particles whose normal vectors are used temporarily according to Eq. (6.43) during the curvature computation. The identification of the solid SPH particles, the correction of the normal vectors of the solid SPH particles, and the computation of the curvature at the position of a liquid SPH particle a are carried out simultaneously according to

\[
\vec{k}_a = -0.5 \sum_{b \in \Omega^l} \frac{m_b}{\rho_b} (\hat{n}_a - \hat{n}_b) \hat{n}_{W \ a b}
\]

\[
-0.5 \sum_{b \in \Omega^s} \frac{m_b}{\rho_b} (\hat{n}_a - \hat{n}_{\infty, b}^l) \hat{n}_{W \ a b},
\]

using the divergence approximation in Eq. (4.13). Here, the normalized kernel gradient [25, 144] is given by

\[
\hat{n}_{W \ a b} = L_a \nabla W_{a b},
\]

where the correction matrix, \( L_a \), is computed by including all neighboring particles

\[
L_a = \left( \sum_b \frac{m_b}{\rho_b} \mathbf{r}_{a b} \otimes \nabla W_{a b} \right)^{-1}.
\]

Note that the normal vectors of the included solid SPH particles are not considered in the computation of \( S^a_n \) in Eq. (6.29) since they only exist temporarily during the curvature computation.
Due to the avoided discretization of the gas phase using SPH particles, the application of arbitrary contact angles to the free-surface CSF model is still challenging in terms of stability and robustness. Therefore, additional conditions to achieve higher stability in the simulations are employed. The applied normalized kernel gradient in Eq. (6.45) is replaced with the normalized kernel gradient computed exclusively from liquid SPH particles in Eq. (6.8) if the number of neighboring SPH particles leads to an empirical threshold of $S_a < 0.6$.

For very low wetting contact angles, $\Theta_\infty \leq 30^\circ$, the maximum height of the liquid film might be in the same length scale as the kernel radius, $r_{\max}$. In this case, the smoothed normal correction leads to an incorrect computed surface curvature due to erroneous normal corrections for SPH particles if $\hat{n}_a \approx \hat{n}^{sf}_a$. For this reason, the normal correction of liquid SPH particles is only applied if $\hat{n}_a \cdot \hat{n}_a \leq 0.995$.

### 6.2.1.2 Non-wetting contact angles ($\Theta_\infty > 90^\circ$)

Instead of computing the curvature using liquid and selected solid particles, as done in the previous section for wetting contact angles, only liquid SPH particle neighbors are now considered for modeling non-wetting contact angles. Analogous to the normal correction scheme shown in Section 6.2.1.1, the tangent vector, $t^{sf,l}_a$, at the position of a liquid SPH particle must be computed by

$$
t^{sf,l}_a = \frac{\hat{t}^{sf,l}_a}{|t^{sf,l}_a|},
$$

where $\hat{t}^{sf,l}_a$ is given in Eq. (6.6). Furthermore, the corrected normal vectors of liquid SPH particles ($a \in \Omega^l$) for a desired equilibrium contact angle are obtained through a smooth transition from the computed normal vectors, $\hat{n}_a$, to the desired normal vectors, $\hat{n}^{lg,\infty}_a$, according to

$$
\hat{n}_a = \frac{f_a \hat{n}^{lg,l}_a + (1 - f_a) \hat{n}^{lg,\infty}_a}{f_a \hat{n}^{lg,l}_a + (1 - f_a) \hat{n}^{lg,\infty}_a},
$$

where

$$
\hat{n}^{lg,\infty}_a = t^{sf,l}_a \sin \Theta_\infty - \hat{n}_a \cos \Theta_\infty.
$$
The distance to the solid substrate, $f_a$, can be computed by Eq. (6.39). The modified normal vectors, $\tilde{n}_a$, replace the computed normal vectors if the liquid SPH particle is located in vicinity of the three-phase contact line (identified by Eq. (6.41)) by

$$
\tilde{n}_a = \begin{cases} 
\tilde{n}^{slg,l}_a & \text{if } a \in (\Omega^{slg} \land \Omega^l) \\
\hat{n}_a & \text{else}
\end{cases}.
$$

Thus, the mean curvature of a liquid SPH particle is given by

$$
\bar{k}_a = -0.5 \sum_{b \in \Omega^l} \frac{m_b}{\rho_b} \left( \tilde{n}^{lg,l}_a - \tilde{n}^{lg,l}_b \right) \hat{\nabla}^l W_{ab},
$$

where the renormalized kernel gradient, $\hat{\nabla}^l W_{ab}$, is obtained by Eq. (6.8). The normal vectors $n_a$ and $\tilde{n}_a$ in Eq. (6.28) are substituted with $n_a^{lg}$ and $\tilde{n}_a^{lg}$ provided by Eqs. (6.31) and (6.50) to model non-wetting contact angles.

### 6.2.2 Marangoni forces

If the liquid-gas interface is exposed to large temperature gradients, as is the case in laser processing of metals, thermocapillary flow arises. This motion occurs in this work at the liquid-gas interface in a tangential direction and transports mass from hot to cooler regions due to surface tension gradients. According to the CSF formulation in Eq. (6.24), the volumetric Marangoni force, denoted by the superscript $\parallel$, is given by

$$
f_{\parallel, a} = \nabla_s \sigma_a \delta_s / \rho_a.
$$

As introduced in Eq. (3.15) in Section 3.5, the surface tension is assumed to depend linearly on the temperature. Thus, the surface tension coefficient of a particle $a$ is given by

$$
\sigma_a = \sigma_0 + \sigma_T (T_a - T_0),
$$

where $T_a$ is the temperature of a particle $a$. Using the linear dependence in Eq. (6.53), the surface gradient of the temperature is obtained by removing the normal component by [202]

$$
\nabla_s T_a = \nabla T_a - \left( \nabla T_a \cdot \hat{n}_a \right) \hat{n}_a.
$$
where $\nabla T_a$ is obtained by

$$
\nabla T_a = - \sum_b \frac{m_b}{\rho_b} (T_a - T_b) \hat{W}_{ab} \tag{6.55}
$$

using Eq. (4.13) and the renormalized kernel gradient given in Eq. (4.26). Finally, Eq. (6.56) is applied to a single layer of interfacial SPH particles at the liquid-gas interface. Thus, the surface delta function in Eq. (6.52) is substituted with $\delta_s = 1/\Delta x$ if $a \in \Omega^v$, which leads to

$$
f_{\parallel, \sigma, a} = \frac{1}{\rho_a \Delta x} \sigma_{T, a} \left( \nabla T_a - \left( \nabla T_a \cdot \hat{n}_a \right) \hat{n}_a \right) \tag{6.56}
$$

To avoid the penetration of liquid SPH particles into solid walls, which could lead to unstable simulations, Eq. (6.56) is only applied to liquid SPH particles if $S_s^a \leq 0.5$.

### 6.2.3 Validation

To validate the presented modified CSF and wetting models, which are applicable to free surface problems, the momentum equation for the liquid phase is modeled by

$$
\frac{D\mathbf{u}_a}{Dt} = f_{p, a} + f_{\eta, a} + f_{\parallel, \sigma, a} + f_{g, a} \tag{6.57}
$$

in the following validation cases (except of Section 6.2.3.6 where the Marangoni forces are validated). To ensure incompressibility, the PPE in Eq. (4.49) is solved for liquid SPH particles near the free boundary and using Eq. (4.48) otherwise. The PPE is solved for solid wall particles according to Eq. (6.68) if $S_s^1 > 10^{-3}$ and using Eq. (4.48) for the remaining solid SPH particles. Furthermore, the no-slip boundary condition at walls, introduced in Section 4.4, is applied. The numerical time step is adjusted according to the CFL condition in Eq. (4.66).

#### 6.2.3.1 Laplace pressure jump

As already shown in Section 6.1.2.1, the equilibrium pressure inside a sphere depends on its radius. Therefore, the pressure inside a drop with a radius of $r_0 = 10^{-3}$ m is compared with the analytical prediction of Eq. (6.2). With $\sigma = 0.01$ N m$^{-1}$ the pressure inside the drop exceeds the ambient pressure by $\Delta p_{YL} = 20$ Pa. Moreover, $\eta = 0.05$ Pa s, $\rho = 1000$ kg m$^{-3}$, $p_{amb} = 0$ Pa and no body forces due to gravity are applied.
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(a) Pressure field in a drop centered in the origin of Euclidean space along the $x$-axis ($y/r_0 = z/r_0 = 0$) for different spatial resolutions. The pressure is averaged in time in the range of $0.8 \leq t \leq 1$ s.

(b) Relative error of the simulated steady state pressure inside the droplet from the analytical value, Eq. (6.2).

Figure 6.10: Comparison of the computed steady state pressure inside a droplet with the analytical prediction of the YL equation, Eq. (6.2).

All smoothed normal vectors with a magnitude smaller than $\epsilon_n = 0.3 h$ are discarded from the curvature computation. The smoothing length of the kernel function is set to $h = 2\Delta x$. Furthermore, \{4 224, 9 915, 44 720, 113 104, 268 096\} SPH particles are placed on a rectangular lattice with spacing $\Delta x \in \{r_0/10, r_0/15, r_0/22, r_0/30, r_0/40\}$. The pressure inside the drop along a cut through the symmetry axis is averaged from $t = 0.8$ s to $t = 1.0$ s. The reason for taking the average of the pressure field lies in observed temporal fluctuations. The computed equilibrium pressure is shown in Fig. 6.10a. When comparing the averaged equilibrium pressure with the pressure field in Fig. 6.2 obtained by the YL pressure boundary condition, the pressure inside the drop is not constant along the measured symmetry axis of the drop. Instead, the pressure decreases in the vicinity of the liquid-gas interface compared to the pressure in the center of the drop. This result agrees with results known from the literature, e.g. [133, 222], where the simulated pressure decays in the vicinity of the liquid-gas droplet boundary. For an increasing number of SPH particles (increasing spatial resolution), the pressure in the center of the droplet converges towards the analytical prediction. The deviation of the numerical results from the analytical prediction is shown in Fig. 6.10b. The relative error decreases from 18.0% using 4 224 SPH particles to 0.8% for 113 104 SPH particles and takes a value 1.0% when 268 096 SPH particles discretize the drop. The increase of the relative error using 268 096 SPH particles compared to fewer SPH particles could lie in using the Shepard filter to scale the YL-pressure in Eq. (6.29).
The applied normal threshold in this validation case could be a reason for underestimating the analytical YL pressure inside the drop for high spatial resolution since it truncates the applied forces at the liquid-gas interface.

### 6.2.3.2 Droplet oscillations

In contrast to Section 6.1.2.2, where the frequency of oscillation is compared to the analytical prediction for an inviscid fluid, here, the simulated frequency of oscillation and the damping coefficient is compared to the corresponding analytical values for a viscous drop. The spatial-temporal change of the liquid-gas interface of an axis-symmetric drop is given by [1]

\[ r (\theta, t) = r_0 \left( 1 + \epsilon_2(t) P_2 (\cos(\theta)) - \frac{1}{5} \epsilon_2^2(t) \right), \]  

where \( P_2 \) is the second degree Legendre polynomial, \( r_0 \) is the droplet radius in equilibrium shape and \( \epsilon_2(t) \) is given by

\[ \epsilon_2(t) \approx 0.08 e^{-\lambda_2 t} \cos(\omega_{2,0} t). \]  

Here, the frequency of oscillation \( \omega_{2,0} \) and damping constant \( \lambda_2 \) are given by

\[ \omega_{2,0} = \sqrt{\frac{8\sigma}{\rho r_0^3}}, \quad \lambda_2 = \frac{5\eta}{\rho r_0^2}. \]  

In contrast to Section 6.1.2.2, where the frequency of oscillation is compared to the analytical prediction for an inviscid fluid, here, the simulated frequency of oscillation and the damping coefficient is compared to the corresponding analytical values for a viscous drop.

The initial radius at \( t = 0 \) s is given as a function of the angle \( \theta \) by

\[ r (\theta, t = 0) = r_0 \left( 1 + 0.08 P_2 (\cos(\theta)) - \frac{1}{5} 0.08^2 \right). \]  

Using \( \Delta x = 5 \cdot 10^{-5} \) m, 33240 SPH particles are initially placed on a rectangular lattice representing an ellipsoid with a near spherical shape as shown in Fig. 6.11. In this simulation test case \( \sigma = 0.01 \) N m\(^{-1}\), \( \rho = 1000 \) kg m\(^{-3}\), \( \eta = 5 \cdot 10^{-3} \) Pa s and \( h = 2\Delta x \). According to Eq. (6.19) the time period for one oscillation is given by \( T_{\text{osc}} = 2.22 \cdot 10^{-2} \) s, which agrees with Eq. (6.60) since \( T_{\text{osc}} = 2\pi / \omega_{2,0} \). Moreover, the damping constant is \( \lambda_2 = 25 \) s\(^{-1}\). Figure 6.12 shows the major and minor axes of the drop which oscillates over time due to initial ellipsoidal shape. The capillary number is computed according to Eq. (6.20) from the
first oscillation of the major axis and is given by $Ca = 9.9 \cdot 10^{-3}$.

Fitting the formula of a damped harmonic oscillator with amplitude $A_{osc}$,

$$
\omega = A_{osc} \exp (-\lambda_{osc}) \cos (\omega_{osc} t) ,
$$

(6.62)

to the simulated interface position of the major axis over time, allows to measure the damping constant and the angular frequency given by $\lambda_{osc} = 22.44 \text{ s}^{-1}$ and $\omega_{osc} = 261.5 \text{ s}^{-1}$, respectively. The relative error between the simulated and theoretical angular frequency and damping constant is 7.5% and 5.1%. It was found that adjusting the normal threshold, $\epsilon_n$, to an appropriate value is crucial for obtaining stable simulations. The problem lies in distributing the surface tension forces across the liquid-gas interface to the liquid SPH particles. Any asymmetry in the applied forces with respect to
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Table 6.1: Equilibrium contact angles used to correct the normal vectors of liquid and solid SPH particles in the vicinity of the three-phase contact line.

<table>
<thead>
<tr>
<th>$\Theta_\infty /^\circ$</th>
<th>15</th>
<th>30</th>
<th>45</th>
<th>60</th>
<th>75</th>
<th>90</th>
<th>105</th>
<th>120</th>
<th>135</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Theta_\infty^s /^\circ$</td>
<td>15</td>
<td>32</td>
<td>50</td>
<td>65</td>
<td>85</td>
<td>105</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

the axes of symmetry leads to destabilization of the oscillating drop. If the normal threshold is too low, the curvature computation becomes erroneous. In contrast, if the normal threshold is too high, surface tension may be applied only to an interfacial layer of SPH particles.

6.2.3.3 Equilibrium shape of drops resting on a plane substrate

Depending on the adjusted equilibrium contact angle in Eq. (6.30), the liquid phase shows a wetting or non-wetting behavior on a solid substrate. In this section $\eta = 5 \cdot 10^{-2}$ Pa s, $\rho = 1000$ kg m$^{-3}$ and $p_o = 0$ Pa. Initially, a hemisphere with radius $r_0 = 10^{-3}$ m is represented by SPH particles placed on a rectangular lattice with $r_0/\Delta x = 20$. The smoothing length and kernel radius are given by $h = 2.5\Delta x$ and $r_{\text{max}} = 5\Delta x$, respectively. Therefore, the thickness of the underlying solid substrate is $5\Delta x$. Moreover, the threshold for the normal vectors is $0.1/h$. For the desired contact angle, $\Theta_\infty$, the normal vectors of the liquid particles are modified. Similarly, the approach presented in Section 6.2.1.1 necessitates modifying the normal vectors (corresponding to a contact angle $\Theta_\infty^s$) of selected solid SPH particles, which can be seen as an extension of the liquid geometry. The applied contact angles of solid and liquid particles are shown in Tab. 6.1. Figure 6.13 shows the drop shapes for different adjusted contact angles, $\Theta_\infty \in \{15^\circ, 60^\circ, 120^\circ, 150^\circ\}$, at $t = 1$ s where equilibrium is assumed. The corresponding total kinetic energy of all liquid SPH particles is shown in Fig. 6.14 over time. It can be seen that the kinetic energy of the SPH particles for wetting contact angles decreases by several orders of magnitude. For $\Theta_\infty = 15^\circ$ and $\Theta_\infty = 60^\circ$, the kinetic energy at $t = 1$ s is given by $1.16 \cdot 10^{-14}$ J and $6.94 \cdot 10^{-15}$ J, respectively. Compared to the wetting contact angles, the non-wetting contact angles lead to larger kinetic energies of the liquid SPH particles. At $t = 1$ s the kinetic energies are given by $7.43 \cdot 10^{-12}$ J and $1.38 \cdot 10^{-12}$ J for $\Theta_\infty = 120^\circ$ and $\Theta_\infty = 150^\circ$. Moreover, the kinetic energies fluctuate more strongly compared to the wetting contact angles. The reason lies in the application of the wetting forces to the triple line region. For non-wetting contact angles, problems in identifying these particles arise. This leads to a vortex flow of particles in this
region, which also results in translational movement of the drop across the solid substrate and prevents a decrease in the total kinetic energy.

Figures 6.15 and 6.16 show the interface particle positions at $y/r_0 = 0$ at $t = 1$ s for wetting and non-wetting contact angles. In the legend, the measured and the adjusted equilibrium contact angles (in brackets) are given. The contact angles are measured using the following relation:

$$
\begin{align*}
\Theta &= \frac{\pi}{2} + \arctan \left( \frac{H - r}{B} \right) & \text{if } H < r \\
\Theta &= \frac{\pi}{2} - \arctan \left( \frac{r - H}{B} \right) & \text{else}
\end{align*}
$$

(6.63)

where $r, H, B$ are the radius, height and base radius of the drop. The radius is given by

$$
r = \frac{H^2 + B^2}{2H}.
$$

(6.64)

With decreasing contact angles, the drop spreads increasingly on the solid substrate. In contrast, for non-wetting contact angles, as shown in Fig. 6.16, the
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Figure 6.14: Total kinetic energy of spreading droplets as a function of time. Wetting contact angles lead to a decrease in kinetic energy with time, whereas non-wetting contact angles lead to an increase over time.

contact area of drop and the solid substrate becomes smaller with increasing equilibrium contact angles.

Using the following set of equations:

\[ r = \left( \frac{2r_0^3}{2 - 3 \cos(\Theta_\infty) + \cos^3(\Theta_\infty)} \right)^{1/3}, \quad (6.65) \]

\[ H = r (1 - \cos(\Theta_\infty)), \quad (6.66) \]

\[ B = \sqrt{2rH - H^2}, \quad (6.67) \]

where \( r_0 \) is the radius of the hemisphere, the base radius and drop height as a function of the equilibrium contact angle can be computed assuming a hemisphere with an initial base radius of \( r_0 \) and constant volume.

Figure 6.17a shows the analytical base radius and drop height computed by Eqs. (6.66) and (6.67) as a function of \( \Theta_\infty \). In addition, the drop height and drop base radius measured in the simulations are shown. Furthermore, Fig. 6.17b shows the deviation of the measured contact angle from the desired equilibrium contact angle. The deviation of simulated and desired equilibrium contact angle in the range \( 15^\circ \leq \Theta_\infty \leq 135^\circ \) is between 0.8\% and 4.4\%. For higher contact angles, the relative error increases to a value of 14.3\% at \( \Theta_\infty \leq 150^\circ \) due to the mentioned issues in applying the forces to particles in the triple line region for non-wetting contact angles.

Smaller relative errors could be achieved by reducing the normal threshold for SPH particles in the vicinity of the solid substrate in order to improve the
sensitivity of the detection of particles to which surface tension forces are applied.

6.2.3.4 Droplet deformation due to gravity

The height of a drop resting on a solid substrate decreases with increasing gravitational forces directed normally toward the solid wall. A measure for the ratio of gravitational to surface tension forces is the Bond number, defined as

$$Bo = \frac{\rho g_z r_0^2}{\sigma}.$$  (6.68)

Here, $g_z$ is the body acceleration directed in the $z$-direction, $\mathbf{f}_g = [0, 0, g_z]$. In the following, the droplet height is measured as a function of the Bond number, ranging from $10^{-3}$ (capillary-dominated regime) to $10^2$ (gravity-dominated regime). For this reason, 16776 liquid SPH particles are placed on a rectangular lattice, forming a hemispherical shape. The equilibrium contact angle is adjusted to $\Theta_\infty = 50^\circ$ ($\Theta_s^\infty = 55^\circ$), which leads to an initial radius according to Eq. (6.65) of $r_0 = 7.93 \cdot 10^{-4}$ m. For the gravity-dominated regime, the height of the droplet converges to the height that depends on the capillary length (the length where Laplace pressure and pressure caused by gravity are equal to each other) given by [56]

$$H_\infty = 2 \sqrt{\frac{\sigma}{\rho g_z}} \sin \left(\frac{\Theta_\infty}{2}\right).$$  (6.69)
6.2 Continuum surface force method

Figure 6.16: Liquid-gas interface position of the droplet for different non-wetting contact angles at \( t = 1 \) s, where steady state is assumed.

Figure 6.18 shows the ratio of the simulated droplet height to the initial height \( H/H_0 \) as a function of the Bond number for \( \Theta_\infty = 50^\circ \) by black circles. With an increasing Bond number, the droplet becomes increasingly flat. Up to \( Bo = 10^{-2} \) the height of the droplet and the overall droplet shape are unaffected by gravity. For \( Bo > 10^{-2} \), the droplet height is affected by gravity, and the droplet increasingly spreads on the solid substrate with higher values of \( Bo \). It can be seen that the drop height converges towards the capillary length. Nevertheless, for \( 5 \leq Bo \leq 100 \) the simulated drop height is greater than the capillary length. Figure 6.19 shows the corresponding interfacial particle positions at \( y/H_0 = 0 \) for various \( Bo \) numbers.

6.2.3.5 Pinning of drops at surface edges

The contact line between two inclined planes represents a barrier to liquid droplets that attempt to pass over this surface discontinuity. To move from the first to the second plane, the droplet’s contact angle must exceed an upper limit defined by \( \Theta = \Theta_\infty + \Psi \), where \( \Psi \) is the inclination angle of the planes to each other. To reach the upper limit, a force must be applied to the droplet so that it can pass over the edge. If the accelerating force is too small, the droplet remains pinned at the contact line of the two planes. In this problem, a hemisphere with an initial radius \( r_0 = 10^{-3} \) m is placed on a solid substrate. The contact angle is adjusted to \( \Theta_\infty = 75^\circ (\Theta_s = 80^\circ) \). The SPH particles are initially placed on a rectangular lattice with a spacing \( \Delta x = 5 \cdot 10^{-5} \) m. Moreover, \( \eta = 5 \) mPa s, \( \rho = 1000 \) kg m\(^{-3} \). As soon as the droplet has reached
its equilibrium shape, a body acceleration of $\mathbf{f}_g = [7.5, 0.0, -7.5]$ that is directed towards the edge of the two planes is applied to all liquid SPH particles for $t > 0.05\,s$. Simulation snapshots at $t = 50\,ms$ can be seen in column (a) of Fig. 6.21. In column (b) at $t = 100\,s$ the drops are decelerated due to the contact discontinuity until the contact angle exceeds $\Theta_\infty + \Psi$. Due to the smoothing nature of the SPH method, pinning starts to occur if the contact line of the two planes lies within the smoothing length of an SPH particle. Instead of a sharp force, the particles experience a smooth counteracting force so that some SPH particles are able to pass the contact line. An asymmetrical shape of the pinned droplets can be observed. The last column shows that droplets have been able to pass the contact line of the inclined planes with $\Psi \in \{22.5^\circ, 45.0^\circ, 67.5^\circ\}$. In contrast, the contact line of the planes that are inclined by $\Psi = 90.0^\circ$ to each other represents a barrier to the drop, which can not be passed since $\Theta_\infty + \Psi = 165^\circ$ is not reached.

Figure 6.22 shows the sum of the kinetic energies of all liquid SPH particles for the different test cases as a function of time. From $t = 0\,ms$ to $t = 50\,ms$ the body force is disabled in the simulations and the droplets take its equilibrium shapes for the adjusted wetting forces. Then the drop is continuously accelerated for $t > 50\,ms$, leading to a sharp increase in kinetic energy. The drop approaches the contact line between the two planes around $t = 55\,ms$, leading to a deceleration of the drop as a function of $\Psi$. The drop, which approaches the edge of the two planes inclined by $\Psi = 90^\circ$, experiences
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Figure 6.18: Drop height as a function of the Bond number. Increasing gravitational forces leads to a transition from a surface tension-dominated regime to a gravity-dominated regime. Blue circles show the drop height obtained from SPH simulations, whereas the solid lines denote the analytical prediction.

the highest deceleration, which results in the arrest of the drop. For smaller $\psi$ values, the acceleration by $g$ is large enough to move the drop across the surface discontinuity, which can be seen by the increase in kinetic energy for $t > 80$ ms. In addition, sharp spikes of kinetic energy can be seen in all simulated cases. Due to the no-slip boundary condition, several liquid SPH particles detach from the liquid droplet and wet the solid substrate. Due to the low number of liquid SPH particles attached to the solid phase behind the moving drop, the computed curvatures for these particles can approach large, inaccurate values due to the low number of liquid particle neighbors. Thus, these particles experience either high accelerations towards the solid substrate or into the ambiance. The wall boundary condition prevents the penetration of liquid SPH particles into the solid due to extensive pressure values. However, this may also cause the repulsion of liquid particles into the ambiance. This issue could be solved by computing the mean curvature of liquid SPH particles only if there is a sufficient number of liquid SPH particle neighbors and otherwise leaving the particles unaffected by surface tension.
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\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure6_19.png}
\caption{Liquid-gas interface position as a function of the Bond number obtained at $y/\mathcal{H}_0$ for $\Theta_\infty = 50^\circ$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure6_20.png}
\caption{Schematic of the pinning process of a drop at the contact line between two inclined planes. The applied body acceleration $\mathbf{f}_g = [7.5, 0.0, -7.5]$ moves the droplet towards the contact line of the inclined planes and which can only be passed by the drop if $\Theta = \Theta_\infty + \Psi$.}
\end{figure}

6.2.3.6 Marangoni flow in a heated cavity

To validate the tangential term in Eq. (6.56), the normal contribution of surface tension and the forces due to wetting with the solid walls are disregarded and disabled. Thus, the momentum balance for liquid SPH particles yields:

\begin{equation}
\frac{D\mathbf{u}_a}{Dt} = \begin{cases} 
\mathbf{f}_{p,a} + \mathbf{f}_{\eta,a} + \mathbf{f}^\parallel_{\sigma,a} + \mathbf{f}_{g,a} & \text{if } S_a \leq 0.95 \\
\mathbf{f}_{p,a} + \mathbf{f}_{\eta,a} + \mathbf{f}^\parallel_{\sigma,a} + \mathbf{f}_{g,a} & \text{else} 
\end{cases}
\end{equation}

(6.70)

The energy equation is solved by applying a temperature gradient within the domain. In this test case, no phase transitions occur, and the heat conduction equation is solved by

\begin{equation}
\rho_a c_{p,a} \frac{DT_a}{Dt} = \sum_b \frac{m_b}{\rho_b} \frac{4k_a k_b}{k_a + k_b} (T_a - T_b) F_{ab}.
\end{equation}

(6.71)
6.2 Continuum surface force method

Figure 6.21: Simulation snapshots of droplets that are accelerated towards the contact line of two inclined planes. Column (a) shows droplets in absence of gravitational forces resting on a solid plane with $\Theta_\infty = 50^\circ$. Column (b) shows the droplets approaching the contact discontinuity. In column (c), some droplets could pass over the surface discontinuity where the drop that attempts to pass the contact line between two planes that are inclined by $\Psi = 90^\circ$ remains pinned.

Equation (6.71) is integrated in time using the implicit Euler scheme in Eq. (4.65) but excluding the source terms which account for laser irradiation, heat radiation, evaporation, and the effective heat capacity, by

$$T_{a}^{n+1} - \Delta t \sum_b \frac{m_b}{\rho_b} \frac{4k_a k_b}{k_a + k_b} \left(T_{a}^{n+1} - T_{b}^{n+1}\right) F_{ab} = T_{a}^{n}. \quad (6.72)$$

The Dirichlet wall boundary conditions for the temperature are applied in the linear system of equations by setting in Eq. (6.72) $T_{a}^{n+1} = T_{b}^{n+1}$ which leads to

$$T_{a}^{n+1} = T_{a}^{n+1}, \quad (6.73)$$

where the off-diagonal elements on the left-hand side of Eq. (6.73) are zero, and no source terms occur on the right-hand side of Eq. (6.73).
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In this validation case a two-dimensional cavity that is enclosed by walls at \( x/L = 0 \), \( x/L = 1 \) and \( z/H = 0 \) in Cartesian coordinates is considered. Between the walls, a liquid is filled to a height of \( z/H = 1 \). The length and height of the cavity are given by \( L = 800 \times 10^{-6} \) m and \( H = L/8 \). The walls at \( x/L = 0 \) and \( x/L = 1 \) are kept at constant temperatures so that the difference in temperature is \( \Delta T = 400 \) K and \( T(x/L = 0) < T(x/L = 1) \). Due to the arising accelerations along with the liquid-gas interface, the liquid is transported along with the interface towards the cold wall. Due to gravity, a circular flow evolves. The liquid is heating up due to the hot wall at \( x/L = 1 \). This leads to a tangential flow at the liquid-gas interface due to the temperature gradient from the hot to the cold wall. Due to gravity, a circular flow evolves, and the velocity at the bottom wall (\( z/H = 0 \)) vanishes due to the applied no-slip boundary condition.

The analytical prediction of the velocity at \( x/L = 0.5 \) along the \( z \)-coordinates is given by [109]

\[
   u_x(z) = \frac{\sigma_T \Delta T}{4 \eta H L} \left( 3z - 2H \left[ 1 + \frac{3x \sigma_T \Delta T}{2 \rho^* g_z H^2 L} \right] \right).
\] (6.74)

Here, \( g_z \) is applied in the \( z \)-direction and \( f_y = [0, 0, g_z] \). The corresponding SPH simulations are carried out with periodic boundary conditions applied in the \( y \)-direction. Moreover, viscosity, density and temperature dependent surface tension coefficient of the liquid are given by \( \eta = 3.3 \times 10^{-3} \) Pa s, \( \rho = 4318 \) kg m\(^{-3} \) and \( \sigma_T = -5 \times 10^{-5} \) N m\(^{-1} \) K\(^{-1} \), respectively. The maximum velocity in this system is then given by \( u_{\text{max}} (L/2, H) = 0.1894 \) m s\(^{-1} \) according to Eq. (6.74). Moreover, thermal conductivity and heat capacity are given
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by \( k = 100 \text{ W m}^{-1} \text{ K}^{-1} \) and \( c_p = 100 \text{ J kg}^{-1} \text{ K}^{-1} \), respectively. The thermodynamic properties are chosen so that the thermal transport is much faster than the material transport by convection, which is defined by the Péclet number

\[
Pe = \frac{L u_{\text{max}}}{D_{th}} = 6.54 \cdot 10^{-3},
\]

where \( D_{th} \) is the thermal diffusivity given by

\[
D_{th} = \frac{k}{\rho c_p}.
\]

Furthermore, the applied gravitational forces are large compared to inertial forces to avoid wave formation of the liquid phase, which is characterized by the Froude number

\[
Fr = \frac{u_{\text{max}}}{\sqrt{g z L}} = 6.76 \cdot 10^{-2}.
\]

The smoothing length and the kernel radius in this simulation are set to \( h = 2\Delta x \) and \( r_{\text{max}} = 4\Delta x \). Therefore, the walls are represented by four layers of SPH particles \( (4\Delta x) \). Initially, SPH particles are placed on a rectangular lattice with \( L/\Delta x \in \{80, 160, 320, 640\} \) \( (H/\Delta x \in \{10, 20, 40, 80\}) \) and the depth in the \( y \)-direction is discretized with 14 layers of SPH particles which yields \{11 200, 44 800, 179 200, 716 800\} liquid SPH particles.

Figure 6.23 shows the obtained velocities at \( x = L/2 \) in the \( y \)-direction obtained by theory (solid line) in Eq. (6.74), and SPH simulations. The velocity field of the SPH simulation is averaged in the \( y \)-direction, in which the domain is periodic. For an increasing number of SPH particles, the mean relative error between the velocities at \( x/L = 0.5 \) of the analytical solution and the simulation decreases from 1.5% \( (L/\Delta x = 80) \) to 0.15% \( (L/\Delta x = 640) \).

6.3 Concluding remarks

This chapter presented a surface tension model for ISPH that is entirely handled by a pressure boundary condition. Therefore, the PPE and pressure gradient are modified, so that particles in the vicinity of the free surface experience an external pressure. To compute the Laplace pressure, the mean curvature of the SPH particles is calculated from the eigenvalues of the curvature tensor following the approach presented by [66]. To increase the stability of the YL pressure boundary condition, the Laplace pressure is scaled with the Shepard filter. Using the proposed YL pressure boundary condition to model the equilibrium pressure inside a drop with a radius of 1 mm has led
Figure 6.23: Equilibrium velocity field in a liquid-filled cavity with constant temperature gradient measured at $x/L = 0.5$. The temperature gradient leads to Marangoni forces at the liquid-gas interface which causes a circular flow in the cavity.

to a relative error of 13.6 % using 4 224 SPH particles and 2.5 % using 268 096 SPH particles when compared to the analytical Laplace pressure.

Moreover, oscillations of an initially ellipsoidal drop have been simulated. The relative error of the frequency of oscillation computed from the first oscillation is estimated to be 11.4 % when compared to the analytical prediction. In addition, more problems such as cube droplet relaxation or the coalescence of spherical drops are simulated successfully using the YL pressure boundary condition. In the final simulation case, the YL pressure boundary condition was used to simulate the Plateau-Rayleigh instability, representing the disintegration of a liquid cylinder into individual drops. Compared to other works, the tear-off occurs slightly faster than the times predicted in the literature. The developed approach of applying a pressure boundary condition to SPH particles near a liquid-gas interface is not limited to model surface tension but can be used for any ambient pressure field, such as the recoil pressure which occurs in the laser metal processing.

Since wetting phenomena and Marangoni forces play an essential role in the laser melting of metals, the CSF model has been adopted to apply to SPH particles located near a free boundary. In CSF, the curvature is computed by the divergence of unit normal vectors using a renormalized kernel gradient instead of computing the eigenvalues of the curvature tensor in this work. The proposed free surface CSF approach is validated by comparing the equilibrium pressure inside a drop with a radius of 1 mm with the analytically predicted
Laplace pressure. In this scenario, the relative error decreases from 18.0 %, using 4,224 SPH particles, to 1.0 %, using 268,096 SPH particles. In addition, the oscillation of a viscous drop was simulated. The corresponding frequency of oscillation and the damping rate of the amplitude deviates by 7.5 %, and 5.1 % from the analytical solution for this problem and the adjusted material and simulation parameters, respectively.

To include wetting forces into the developed numerical software, the wetting force model proposed by Breinlinger et al. [31] is modified to apply to free surface problems. Therefore, two approaches were presented to model wetting (\( \Theta < 90^\circ \)) or non-wetting (\( \Theta > 90^\circ \)) equilibrium contact angles, respectively.

In the first approach, the mean curvature of a liquid SPH particle is estimated by including both liquid SPH particles and selected solid SPH particles located in the vicinity of the three-phase line in the computation. Neighboring solid SPH particles of a liquid SPH particle near the three-phase contact line are identified by their distance from the tangent plane constructed from the corrected normal vector corresponding to \( \Theta_\infty \) at the position of a liquid SPH particle. Solid SPH particles lying on the gas side of the tangent plane are excluded from the computation of the curvature of a liquid SPH particle. Solid particles that are identified to be located on the liquid side of the tangent plane can be viewed as a geometric extension of the liquid-gas interface into the solid substrate. The normal vectors of the identified solid SPH particles within the neighborhood of a liquid SPH particle that are needed for the computation of the curvature are obtained by projecting the liquid SPH particle’s normal vector to the positions of the solid SPH particles, and subsequently, modifying these normal vectors depending on another equilibrium contact angle, \( \Theta_{\infty^s} \). By taking \( \Theta_{\infty^s} > \Theta_\infty \), the computed curvature is affected so that a presumably underestimated curvature, which might result in non-terminating spreading on a solid substrate, is prevented. The ratio of \( \Theta_{\infty^s} \) to \( \Theta_\infty \) must be calibrated.

The second approach attempts to model non-wetting contact angles (\( \Theta > 90^\circ \)). For this reason, the mean curvature of a liquid SPH particle is computed by only including the normal vectors of neighboring liquid SPH particles and discarding solid SPH particles. In contrast to the first approach for wetting contact angles, the correction matrix used to renormalize the SPH kernel gradient is only computed from liquid SPH particles. Furthermore, the normal vectors of liquid SPH particles in the vicinity of the three-phase contact line are modified analogously to the first approach.

A range of validation cases was performed to verify the proposed wetting model, ranging from the simulation of drops resting on a plane surface with
and without gravity to the pinning of accelerated drops towards the contact line between two inclined planes. The relative errors of the simulated equilibrium contact angles in the absence of gravity are estimated between 0.8 % and 4.4 % for \(15^\circ \leq \Theta_\infty \leq 135^\circ\). For greater desired equilibrium contact angles, the estimated relative error increased to 14.3 % \(\Theta_\infty = 150^\circ\). Furthermore, the height of a drop resting on a plane substrate with \(\Theta_\infty = 50^\circ\) is measured as a function of the Bond number. The simulated height of the drop in the range \(3 \leq Bo \leq 40\) is larger than the corresponding capillary length, which may be attributed to errors in the curvature computation. Moreover, it was shown that the proposed approach to model wetting contact angles minimizes the liquid drops’ total kinetic energy. In contrast, the kinetic energy of SPH particles in the case of non-wetting contact angles does not converge to a minimum. The reason for this could be difficulties in identifying SPH near the three-phase contact line and erroneously computed forces applied to that region’s particles. In addition, the behavior of drops that are accelerated towards the edge between two inclined planes was investigated in this chapter. Therefore, the kinetic energy of drops is measured for different inclination angles between the two planes \(\Psi \in \{22.5^\circ, 45.0^\circ, 67.5^\circ, 90.0^\circ\}\). It was shown that the total kinetic energy of the drop decreases when approaching the edge of the two planes. For small inclination angles, the drop can pass this contact line, whereas, for \(\Psi = 90.0^\circ\), the drop is pinned to the edge. Lastly, to model the interfacial flow due to temperature gradients, Marangoni forces are applied exclusively to a single layer of SPH particles at the liquid-gas boundary, identified by the meshing algorithm introduced in Chapter 5. The equilibrium velocity field in a cavity enforced by an applied temperature gradient was compared to the corresponding analytical prediction. Here, the mean relative error between the analytical solution and the simulation decreases from 1.5 % using 11 200 SPH particles to 0.15 % using 716 800 SPH particles.
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This chapter investigates the influence of the laser processing parameters on the melt and welding seam geometry. In particular, the influence of wetting forces and the material surface quality are explored. Therefore, the Institute of Photonic Technologies (LPT) at the Friedrich-Alexander-Universität Erlangen-Nürnberg (FAU) measured the welding seam geometries obtained by single-line laser tracks on titanium grade 2 metal sheets. The experimentally produced welding seams are compared to the seam geometry prediction obtained with the developed simulation tool for identical sets of parameters. Some of these parameter sets lead to evaporation of the liquid phase in the simulations. Therefore, this chapter introduces the pressure boundary condition used to apply the recoil pressure at the evaporating titanium surface. The emerging vapor due to evaporation may absorb a significant amount of the laser energy. For this reason, an absorption model for laser irradiation in the emerging vapor phase is presented. In this work, the optical properties of titanium are modeled by differentiating between clean and aged surfaces. Nevertheless, these optical properties at the surface can change due to melting and subsequent melt flow. For that reason, a modeling approach to capture the effective real and imaginary parts of the refractive index at the material surface is introduced in this chapter. The developed model is used to study the influence of the titanium surface properties on the obtained melt geometry, and a correlation between laser process parameters and weld seam geometry is established.

7.1 Experiments

The LPT of the FAU provides the experimental data in this section. A laser beam with a Gaussian intensity distribution is used to produce welding seams on titanium grade 2 metal sheets. Each laser track is produced with a different set of laser processing parameters. In the performed experiments, an Aconity mini from Aconity GmbH is employed. In addition, a redPower Qube fiber laser from SPI Lasers Ltd. with a wavelength of 1.08 µm is used. The laser is operated in continuous wave mode and uses the Axialscan 30 from Raylase. The spot radius of the laser beam, which includes 86.5% of the total energy of the Gaussian intensity distribution at the material surface, is adjusted
to 120 µm or 75 µm. The beam quality factor is $M^2 = 1.2$. In preparation for the experiments, the metal sheets were sandblasted to remove surface contaminants. The experiments were carried out at room temperature without preheating the titanium samples. Moreover, the processing chamber is filled with argon at atmospheric pressure. Subsequently, two cuts through the solidified welding seam, where the equilibrium shape of the welding seam is assumed, are applied using an angle grinder. The obtained cross-sections through the welding seam are polished with OP-S and $H_2O_2$ and subsequently etched according to Kroll ($H_2O$, $HNO_3$, HF). Images of the welding seam were taken using a Zeiss microscope with a polarization filter.

Table D.1 shows the melt depth and width measured by the LPT as a function of laser power, $P_0$, laser scanning velocity, $u_l$, and beam waist radius, $w_0$. In addition, the energy density for the corresponding parameter set is computed by [136]

$$E_A = \frac{P_0}{2w_0u_l}.$$  \hspace{1cm} (7.1)

Depending on the processing parameters, a continuous or discontinuous welding seam is observed in the experiments. This is mentioned in Tab. D.1 in the last column, “quality”, where “1” corresponds to a continuous welding seam and “0” to a discontinuous welding seam. The measured melt width, depth, and the surface geometry of the welding will be compared to the simulation results in Sections 7.3 and 7.4.

### 7.2 Numerical model

This section finalizes the developed numerical model. In Section 5.3, the influence of the surface quality and morphology of clean or aged titanium powder has been investigated below melting temperature. Due to the complex melt flow, the optical properties of the material surface could change between clean and aged titanium. Therefore, a model for the effective real and imaginary parts of the refractive index is proposed. Moreover, the high intensity of the laser irradiation that is absorbed by the material may lead to evaporation. This can lead, on the one hand, to recoil pressure acting on the evaporating surface and, on the other hand, to a significant reduction of the laser power arriving at the hot titanium surface due to absorption in the emerging vapor phase. A simple model is presented to consider the laser absorption in the vapor phase. Lastly, the introduced effective heat capacity accounts for the release or the absorption of the latent heat during phase transitions (crystallization, melting, solidification) in a narrow temperature range (mushy region) around the phase transition temperature. As a result,
the temperature change per numerical time step of each SPH particle must be smaller than the width of the mushy region to model these phase transitions correctly. For this reason, an adaptive time-stepping scheme for the solution of the energy equation is introduced in this section.

### 7.2.1 Effective optical surface properties

As mentioned in Section 2.3.4, the absorption of laser irradiation by any metal depends significantly on its surface properties. Pollution, an oxide layer, or surface roughness decreases the material’s optical reflectivity. It is assumed that Eqs. (3.22) to (3.25) describe the optical properties of a clean titanium surface, whereas Eqs. (3.28)–(3.31) represent an aged titanium surface with lower reflectivity when compared to an atomically clean titanium surface.

The ray tracing algorithm introduced in Section 5.1, evaluates the optical properties of the material surface at the moment a ray intersects a triangle of the triangulated surface mesh. A triangle is composed of three vertices represented by SPH particles ($\Omega^v$). Upon melting and subsequent mixing of SPH particles, a triangle can be composed of SPH particles that represent clean and aged titanium. Therefore, the effective real, $n_{1,\text{eff}}^s$, and imaginary part, $n_{2,\text{eff}}^s$, of the refractive index is modeled by

\[
\begin{align*}
    n_{1,\text{eff}}^s &= \kappa n_{1,\text{aged}}^s + (1 - \kappa) n_{1,\text{clean}}^s \\
    n_{2,\text{eff}}^s &= \kappa n_{2,\text{aged}}^s + (1 - \kappa) n_{2,\text{clean}}^s
\end{align*}
\]

assuming that the mean temperature of the three vertices (SPH particles) is below the melting temperature. Here, $\kappa = \{1/3, 2/3, 1\}$ if 1, 2, or 3 SPH particles are modeled with the optical properties of the aged titanium surface. Accordingly, the effective real, $n_{1,\text{eff}}^l$, and imaginary part, $n_{2,\text{eff}}^l$, of the refractive index of a triangle whose temperature exceeds melting temperature (liquid) is given by

\[
\begin{align*}
    n_{1,\text{eff}}^l &= \kappa n_{1,\text{aged}}^l + (1 - \kappa) n_{1,\text{clean}}^l \\
    n_{2,\text{eff}}^l &= \kappa n_{2,\text{aged}}^l + (1 - \kappa) n_{2,\text{clean}}^l
\end{align*}
\]

Figure 7.1 shows a cut through the initial configuration of SPH particles arranged on a rectangular lattice representing a polydisperse titanium powder deposited on a solid substrate. All interfacial particles (red) are modeled with the optical properties of aged titanium, whereas all blue particles, which are initially not located at the interface, are modeled with the optical properties of clean titanium. The surface particles are identified by the employed meshing.
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Algorithm.

7.2.2 Recoil pressure and optical absorption of metal vapor

SPH particles whose temperature exceeds the boiling temperature evaporate. This results in a recoil pressure that acts on evaporating SPH particles at the liquid gas interface. The recoil pressure, $p_{\text{recoil},a}$, that acts on an evaporating SPH particle, $a$, is greater than the ambient pressure by a certain pressure difference given by

$$\Delta p_{\text{recoil},a} = p_{\text{recoil},a} - p_{\text{amb}}.$$  \hspace{1cm} (7.4)

Here, $\Delta p_{\text{recoil},a}$ is the pressure difference between the recoil pressure, given by Eq. (2.48), and the ambient pressure, $p_{\text{amb}} = 1 \text{ atm}$.

Thus, the external pressure which is applied to the PPE and the pressure gradient in Eqs. (4.49) and (4.36) is given by

$$p_{o,a} = \Delta p_{\text{recoil},a}.$$ \hspace{1cm} (7.5)

Nevertheless, applying (7.5) to the PPE and the pressure gradient in Eq. (4.49) and Eq. (4.36) has led to unstable free surfaces with the onset of evaporation. For this reason, $\Delta p_{\text{recoil},a}$ is additionally smoothed by

$$\Delta \tilde{p}_{\text{recoil},a} = \frac{1}{S_a} \sum_{b \in \Omega} \frac{m_b}{\rho_b} \Delta p_{\text{recoil},b} W_{ab}.$$ \hspace{1cm} (7.6)
where $S^v_a$ is the Shepard filter computed from surface SPH particles ($\Omega^v$) that are identified by the surface meshing algorithm by

$$S^v_a = \sum_{b \in \Omega^v} \frac{m_b}{\rho_b} W_{ab}.$$  

(7.7)

Thus, $\Delta p_{\text{recoil},a}$ in Eq. (7.5) is substituted with the corresponding smoothed pressure difference which yields:

$$p_{o,a} = p_{\text{amb},a} + \tilde{\Delta} p_{\text{recoil},a}.$$  

(7.8)

Due to evaporation, metal vapor propagates towards the laser source and may absorb a significant amount of the laser energy. The absorbance of the metal vapor is assumed to be linearly proportional to the evaporation coefficient, $\phi$, introduced in Section 2.2.2. Therefore, the power carried by a ray in the ray tracing algorithm is reduced according to

$$P_{\text{ray},i} = (1 - \phi) P_{\text{ray},i}.$$  

(7.9)

if it intersects a triangle with a temperature of $T > T_{\text{boil}}$. In Eq. (7.9) a proportionality constant of unity is assumed. However, a non-unity proportionality constant could be used to calibrate the vapor absorption model with experiments.

To model the evaporated mass, SPH particles are removed from the simulation once they are evaporated. Therefore, the mass fraction $w$, defined as the ratio of the evaporated to the initial mass of an SPH particle, is introduced. At the beginning of the simulation, $w = 0$. If the SPH particle exceeds the boiling temperature, the evaporated mass per time can be computed by the evaporation rate in Eq. (2.29). Upon temporal integration, the absolute amount of evaporated mass at time $n + 1$ is obtained by

$$w^{n+1}_a = w^n_a + \frac{\dot{m}_{\text{vap},a} \Delta x^2 \Delta t}{m_a},$$  

(7.10)

where $w^n_a$ is the evaporation mass fraction of particle $a$ at time $n$.

### 7.2.3 Adaptive thermal time stepping

To resolve the temperature-dependent material properties, notably the mushy region of the employed latent heat model (see Eq. (4.52)), the numerical
time step must be chosen small enough that these properties are sufficiently approximated.

This represents a non-linear problem due to the variety of physical phenomena that affect the heating rate of the material. Therefore, the temporal integration of the energy equation is carried out using a thermal numerical time step, $\Delta t_{th}$, which is executed in an internal loop under the assumption $\Delta t_{th} < \Delta t$. This is generally true as long as the laser is switched on in the following simulations. A linear controller is used to adjust $\Delta t_{th}$ as a function of the maximum temperature change of an SPH particle between two consecutive time steps by

$$
\Delta t_{th}^{n+1} = \exp \left( 0.1 \cdot \frac{\Delta T_{max} - \Delta T_{control}}{\Delta T_{control}} \right) \cdot 0.1 \sum_{i=1}^{10} \Delta t_{th}^{n-i} .
$$

(7.11)

Here, $\Delta T_{control}$ is the desired temperature change between two consecutive time steps, and $\Delta T_{max}$ is the highest temperature change of an SPH in the simulated system between two consecutive thermal numerical time steps, $\Delta t_{th}$. The maximum temperature change of the SPH particles is given by

$$
\Delta T_{max} = \max \left( |T_a^n - T_a^{n-1}| \right) .
$$

(7.12)

The presented adaptive thermal time step to solve the energy equation is employed for all simulations in this chapter and Chapter 8. The implementation of $\Delta t_{th}$ into the software is shown by Algorithm 1 assuming $\Delta t_{th} < \Delta t$. To reduce the computational costs of the meshing algorithm, the triangulated surface mesh is computed only every $n_{tr} = 5$ time steps in all subsequent simulations. Within each numerical time step $\Delta t$, the energy equation is solved multiple times using the thermal numerical time step $\Delta t_{th}$ until the simulated thermal time, $t_{th}$, is equal to the global numerical time step that is used to advance the SPH particles in space.

### 7.3 Influence of laser parameters and material aging

The developed simulation model is verified in this section by comparing the obtained welding seam geometries with the corresponding experimentally measured melt widths and depths for the same set of laser parameters shown in Tab. D.1. The material is characterized by the material properties of titanium given in Chapter 3.1. The titanium melt is modeled using the momentum balance

$$
\frac{\text{D} u_a}{\text{D} t} = f_{p,a} + f_{\eta,a} + f_{\sigma,a}^\parallel + f_{\sigma,a}^\perp + f_{g,a} .
$$

(7.13)
Data: Particle position $r^n_a$, velocity $u^n_a$, temperature $T^n_a$ at time $n$

Result: Updated $r^{n+1}_a$, $u^{n+1}_a$, $T^{n+1}_a$ at time $n + 1$

while $t < \text{end time}$ do

\[ r^n_a = r^n_a + \Delta t u^n_a \]

if $n \% n_{tr} = 0$ then compute triangulated surface mesh

$t_{th} \leftarrow 0$ s

while $t_{th} < \Delta t$ do

\[ \Delta t_{th} \leftarrow \text{solution of Eq. (7.11)} \]

if $t_{th} + 2 \Delta t_{th} > \Delta t$ then \[ \Delta t_{th} \leftarrow \Delta t - t_{th} \]

update $\tilde{c}_{p,a}$, $k_a$, $\sigma_a$ by Eqs. (4.52), (3.14), (3.13), (3.15)

\[ \dot{q}_{l,\text{ray},a} \leftarrow \text{solution of Eq. (5.13)} \text{ if } a \in \Omega \]

\[ \dot{q}_{r,a} \leftarrow \text{solution of Eq. (2.54)} \text{ if } a \in \Omega \]

\[ \dot{q}_{\text{vap},a} \leftarrow \text{solution of Eq. (2.55)} \]

\[ \tilde{c}_{p,a} \rho_a \frac{DT_a}{Dt} \leftarrow \text{solution of Eq. (4.51)} \]

\[ T^{n+1}_a \leftarrow T^n_a + \frac{1}{\tilde{c}_{p,a} \rho_a} \frac{DT_a}{Dt} \Delta t_{th} \]

$t_{th} \leftarrow t_{th} + \Delta t_{th}$

end

$f_{\eta,a} \leftarrow \text{solution of Eq. (4.38)}$

$f_{\sigma,a} \leftarrow \text{solution of Eq. (6.24)}$

$u^*_a = u^n_a + (f_{\eta,a} + f_{\sigma,a} + f_{g,a}) \Delta t u^n_a$

$p_a \leftarrow \text{solution of Eq. (4.48), Eq. (4.49) and (4.68)}$

$f_{p,a} \leftarrow \text{solution of Eq. (4.37)}$

$w^{n+1}_a = w^n_a + \frac{m_{\text{vap},a} \Delta x^2 \Delta t}{m_a}$

if $w^{n+1}_a > 1$ then remove SPH particle

else

\[ u^{n+1}_a = u^n_a + f_{p,a} \Delta t \]

\[ r^{n+1}_a = r^n_a + \left( \frac{u^n_a + u^{n+1}_a}{2} \right) \Delta t \]

end

$t \leftarrow t + \Delta t$

$n \leftarrow n + 1$

end

Algorithm 1: Algorithm to determine position, velocity, and temperature of the SPH particles. Adaptive thermal time steps are used to solve the energy equation.
Furthermore, the energy balance for solid and liquid titanium,

\[ \rho_a c_{p,a} \frac{DT_a}{Dt} = \sum_b m_b \frac{4k_a k_b}{\rho_b k_a + k_b} (T_a - T_b) F_{ab} + \frac{\dot{q}_{\text{ray},a} + \dot{q}_{r,a} + \dot{q}_{\text{vap},a}}{\Delta x}, \]

(7.14)
is solved using the explicit Euler scheme with the introduced thermal numerical time step. The thermal time step follows the CFL condition for thermal diffusion given in Eq. (4.66).

Moreover, the mass balance of liquid SPH particles is solved using Eqs. (4.48) or (4.49) as a function of \( S_a \). The PPE of solid wall particles is solved according to Eq. (4.68) whereas the pressure of the remaining solid particles is obtained by Eq. (4.48). In addition, the no-slip boundary condition as introduced in Section 4.4 is ensured by SPH wall particles. The external pressure, which includes the effect of recoil pressure caused by evaporation, is considered by applying Eq. (7.8) to the PPE in Eq. (4.49) as well as to the pressure gradient in Eq. (4.49) for liquid SPH particles. The momentum equation and mass balance are solved using the numerical time step estimated based on the CFL condition given in Eq. (4.66).

The simulated solid block of titanium with length, \( L \), height \( H \), and depth, \( D \), is aligned with the \( x-, y- \), and \( z- \) axes of Euclidean space. The laser beam with a total power of \( P_0 \in \{100, 200\} \) W is moving in the \( x- \) direction from \( x/L = 0.12 \) to \( x/L = 0.88 \). Furthermore, when using \( P_0 \in \{350, 500\} \) W the laser is moving from \( x/L = 0.14 \) to \( x/L = 0.96 \). In all simulation cases, the laser tracks have a length of 1000 \( \mu \)m. The melt width and depth are measured at \( x/L \approx 0.75 \) in the simulations, where an equilibrium cross-section of the melt is assumed. Moreover, the spot radius of the laser beam is \( w_0 = 120 \) \( \mu \)m.

The dimensions of the simulated domain, initial particle spacing, and the corresponding number of SPH particles are given in Tab. D.2 as a function of the process parameters. The dimensions of the simulated material are chosen to be as small as possible to minimize the computational cost but large enough that the applied adiabatic boundary conditions do not affect the melt geometry in the range of \( 0.1 \leq x/L \leq 0.9 \) due to heat accumulation in the material when compared to a semi-infinite body. The kernel radius and smoothing length are given by \( r_{\text{max}} = 4\Delta x \) and \( h = 2\Delta x \). The equilibrium contact angle, which serves as an input parameter in the employed wetting model in these simulations, is adjusted to \( \Theta_{\infty} = 45^\circ \) (\( \Theta_s = 50^\circ \)) and which is considered a
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good approximation for a wide range of laser processing parameters. Moreover, the threshold used to discard erroneous normal vectors is \( \epsilon_n = 0.1/h \).

The surface mesh is computed every five time steps, \( \Delta t \). Moreover, half the width of the mushy region is \( \Delta T = 2 \, \text{K} \) and the adaptive time step is adjusted by the linear controller to \( \Delta T_{\text{control}} = 2 \, \text{K} \). The chosen \( \Delta T_{\text{control}} \) has been estimated in preceding tests and does not influence the melt geometry when compared to smaller values, \( \Delta T_{\text{control}} < 2 \, \text{K} \). In addition, the ray density is \( n_{\text{ray}} = 75 \), the ambient temperature required by Eq. (2.54) is \( T_0 = 300 \, \text{K} \) and the ambient pressure which is required for Eq. (2.33) is \( p_a = 1 \, \text{atm} \). Moreover, the initial temperature of the simulated material is 300 K. For the solution of the PPE at free boundaries, \( p_{\text{amb}} = 0 \, \text{Pa} \). The rays of the ray-tracing algorithm are initialized uniformly within a circle with radius \( r_{\text{ray,0}} = 2w_0 \). Moreover, gravity acts in the \( z \)-direction with \( g_z = -9.81 \, \text{m s}^{-2} \), \( \textbf{g}_a = [0, 0, g_z] \).

To estimate the melt width and depth, the number of melted layers of SPH particles is counted. One layer corresponds to the chosen discretization length, \( \Delta x \). In Fig. 7.2 and Fig. 7.6, simulation and experimental results for the melt depth (upper image) and melt width (lower image) are compared. The experimental results are shown as crosses connected by solid black lines, whereas the simulation results are connected by dashed lines. For each experimental data point of the melt width and depth, three simulations were performed. In the first simulation (sim. 1) the optical properties of all SPH particles are described by Eqs. (3.22) to (3.23) assuming clean titanium. The second simulation (sim. 2) utilizes the model introduced in Section 7.2.1 in Eqs. (7.2) and (7.3), where effective surface properties are assumed. The last simulation (sim. 3) models the absorption of laser irradiation in the evaporating vapor in conjunction with the effective optical properties (Eqs. (7.2) and (7.3)) at the surface.

Figure 7.2 shows the measured melt depth and width obtained from experiments and simulations for \( P_0 = 100 \, \text{W} \). In sim. 1 no melting occurs for energy densities below 0.69 J mm\(^{-2} \). The high reflectivity at the titanium surface prevents melting since the major fraction of the incident laser irradiation is reflected and therefore lost to the ambiance. For energy densities of 1.04 J mm\(^{-2} \) and higher, melting occurs. The melt depth and width obtained by sim. 1 show a large deviation from the measured experimental values. Nevertheless, melt width and depth converge with increasing laser energy density towards experimental values. It can be seen that the optical properties of the material surface have a significant influence on the melt geometry at lower energy densities but a decreasing influence on the melt geometry with increasing laser energy densities. The results that are obtained by sim. 2, and
Figure 7.2: Comparison of simulated melt depth (top) and melt width (bottom) with experiments for $P_0 = 100\,\text{W}$ and $w_0 = 120\,\mu\text{m}$. Experimental data provided by Florian Huber, LPT, FAU.

Sim. 3 coincide for all investigated energy densities. This implies that the surface temperature remains below the boiling temperature; hence, no laser energy is absorbed by emerging metal vapor. Moreover, sim. 2 and sim. 3 show quantitative agreement with experiments for all investigated energy densities.

Figure 7.3 shows the melt depth and width obtained from experiments and simulations for $P_0 = 200\,\text{W}$. In comparison to $P_0 = 100\,\text{W}$, the experimentally measured melt depth fluctuates for energy densities between $E_A = 0.93\,\text{J mm}^{-2}$ and $E_A = 3.33\,\text{J mm}^{-2}$. Moreover, the average melt depth decreases from 134 µm to 64 µm for $E_A = 3.33\,\text{J mm}^{-2}$ to $E_A = 8.33\,\text{J mm}^{-2}$ which may be attributed to laser absorption by the evaporating titanium vapor.

The reason for these fluctuations in the experiments is not clear, but it may be related to complex melt flow or the evaporation process. The resultant vapor plume could lead to non-equilibrium melt geometries since it could distract the laser beam from its original focal plane. In addition, according to Tab. D.1 a non-stable welding seam geometry was observed in the experiments.
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Figure 7.3: Comparison of simulated melt depth (top) and melt width (bottom) with experiments for \( P_0 = 200 \) W and \( w_0 = 120 \) \( \mu \)m. Experimental data provided by Florian Huber, LPT, FAU.

for \( E_A = 1.34 \) J mm\(^{-2} \) (\( P_0 = 100 \) W, \( u_1 = 600 \) mm s\(^{-1} \)). The performed simulations can not reproduce these fluctuations in melt depth observed in the experiments. Instead, the simulations follow the trend of the increasing melt depth towards higher energy densities of the laser up to \( E_A = 3.33 \) J mm\(^{-2} \). At greater laser energy density (\( E_A = 8.33 \) J mm\(^{-2} \)), the absorption of laser energy in the vapor plume due to evaporation affects the melt geometry, as can be seen by the deviation of the measured melt depth in sim. 2 and sim. 3. Moreover, at \( E_A = 8.33 \) J mm\(^{-2} \) the measured melt depth of sim. 1 is identical to the melt depth of sim. 2, which implies that the effect of the surface quality on the melt geometry decreases for high laser energy densities. Furthermore, it can be seen that the melt depth measured in sim. 1 is smaller than the corresponding melt depth obtained from sim. 2 for all energy densities, except for \( E_A = 8.33 \) J mm\(^{-2} \), caused by distinct optical surface properties.

The mean melt width obtained by the experiments increases with increasing energy density up to \( E_A = 3.33 \) J mm\(^{-2} \). For higher energy density,
the melt width decreases from 315 µm ($E_A = 3.33 \text{ J mm}^{-2}$) to 153 µm ($E_A = 8.33 \text{ J mm}^{-2}$) and hence shows a similar trend as the melt depth. In the simulations, the measured melt width increases from 360 µm ($E_A = 3.33 \text{ J mm}^{-2}$) to 560 µm ($E_A = 8.33 \text{ J mm}^{-2}$). Hence, the simulation is not capable of capturing the behavior obtained in the experiments, which might be caused by the evaporation of metal. Nevertheless, the measured melt width is in quantitative agreement with the experiments up to $E_A = 3.33 \text{ J mm}^{-2}$, where evaporation has a minor influence on the melt geometry. A more profound investigation of the evaporating vapor and its interaction with the laser beam is necessary to understand the experimentally observed decrease in melt width and depth at higher energy densities.

In Fig. 7.4, the experimentally measured melt depth and melt width obtained by a laser with a power of $P_0 = 350 \text{ W}$ are shown along with the simulation results. It can be seen that the experimentally measured mean melt depth and mean melt width increase with an increasing energy density of the laser beam. Moreover, the melt geometry does not fluctuate noticeably as it did for
$P_0 = 200 \mu m$ in Fig. 7.3. In contrast to the simulations for $P_0 = 100 W$ and $P_0 = 200 W$, where the best agreement between simulation and experiment was achieved by sim. 3, here sim. 1 shows the best correspondence with the experiments for energy densities below $E_A = 2.92 J mm^{-2}$.

Nevertheless, the melt width and depth obtained by sim. 3 show the best qualitative agreement with the experiments considering all measured energy densities due to the employed vapor absorption model. By comparing the measured results of sim. 2 and sim. 3, it can be seen that the melt depth is significantly affected by the laser absorption in the vapor phase for $E_A = 5.83 J mm^{-2}$.

Assuming a clean titanium surface in combination with the laser absorption in the evaporating vapor phase could lead to better agreement with the experiments in the range from $E_A = 0.73 J mm^{-2}$ to $E_A = 5.83 J mm^{-2}$. This should be verified in future work. The melt width obtained in sim. 2 and sim. 3 is overestimated compared to the experimental results up to $E_A = 0.97 J mm^{-2}$ whereas for higher energy densities, a good agreement across all performed simulations can be observed. However, the best agreement for high energy densities is obtained by sim. 1.

An even better agreement with the experiments could be achieved by using a higher spatial resolution of the simulation domain. The reason for this lies in using interfacial particles to represent the aged titanium surface. Using more particles reduces the volume fraction of surface particles, which could shift the measured melt width and depth to the results of sim. 1 since these particles are melted faster and subsequently leave the hot regions in the center of the laser spot due to Marangoni forces earlier. The displacement of surface SPH particles due to Marangoni forces is shown in Fig. 7.5 for $P_0 = 600 W$, $w_0 = 120 \mu m$ and $u_l = 3000 mm s^{-1}$. The dimension of the domain and the discretization length is given in Tab. D.3 together with Tab. 7.1. It can be seen that surface SPH particles (red, aged titanium) are moving tangentially along the surface due to the surface temperature gradient from hot to cooler regions. The surface particles accumulate at the solid-liquid-gas interface, as can be seen at $t = 30 \mu s$ and $t = 40 \mu s$. At a later time, the surface particles mix with bulk particles (blue, clean titanium). However, the highest concentration of surface particles can be found along the solid-liquid-gas interface in front of the laser beam. Finally, Fig. 7.6 shows the experimental and simulation results for the melt depth and melt width for a laser power of $P_0 = 500 W$. Here, the influence of the laser absorption in the metal vapor is more pronounced in the measured melt depth than in the measured melt width, as can be seen for $E_A = 8.33 J mm^{-2}$. Furthermore, it can be seen that the melt depth obtained
Figure 7.5: Simulation snapshots of a single-line laser track at different times for $P_0 = 600$ W, $u_l = 3000$ mm s$^{-1}$, $w_0 = 120$ µm, $\Theta_\infty = 55^\circ$ and $\Theta_s^\infty = 60^\circ$. Red particles are modeled with the optical properties of aged titanium and blue particles are modeled with the optical properties of clean titanium.

by sim. 3 is smaller compared to sim. 1 and sim. 2. The reason for this is the amount of energy absorbed by the vapor phase in sim. 3. In contrast, the melt width obtained by sim. 3 at $E_A = 4.17$ J mm$^{-2}$ is larger than in the results obtained by sim. 1 and sim. 2. An explanation for this behavior could be the formation of a keyhole which allows more laser energy to be transmitted deeper into the material and which is why less energy is absorbed near the material surface. Therefore, the melt width decreases while the melt depth increases. In addition, Fig. 7.7 shows simulation snapshots for $P_0 = 500$ W. Here, liquid particles are colored red and solid particles are colored blue.
It can be seen that a keyhole does indeed form due to the resultant recoil pressure at the evaporating surface. The keyhole is increasingly pronounced with decreasing scanning velocities of the laser beam.

7.4 Influence of laser parameters and wetting forces

In this section, the influence of the wetting forces on the surface geometry of the solidified welding seam is investigated for the material properties of titanium given in Chapter 3.1. As mentioned in Section 2.2.4, the equilibrium contact angle in homologous wetting problems is not known a priori but can be estimated by experiments as shown by [170, 171, 172]. Therefore, single-line tracks of the laser beam on a solid titanium block are simulated for the laser parameters given in Tab. 7.1. The parameter sets are distinguished by assigning numbers from 1 to 7, as shown by the first column in Tab. 7.1. The parameter set number is used to refer to the investigated laser parameters more easily. The corresponding dimensions of the simulated domain and the
Figure 7.7: Simulation snapshots at different times for $P_0 = 500$ W, $w_0 = 120$ µm and varying laser scanning velocity.

spatial discretization by SPH particles for each parameter set are given in the appendix in Tab. D.3. To relate the data of Tab. 7.1 to Tab. D.3, the parameter set number is used. The corresponding experimental images of the weld are provided for each parameter set by the LPT and shown in the appendix in Fig. D.1. For parameter set 7, no experimental data are provided.

In this section the same numerical model as employed in the previous Section 7.3 is used. The simulated domain is aligned with the axes of Euclidean space. The laser moves in the $x$-direction and starts at a distance of 165 µm
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Table 7.1: Processing parameter sets that are investigated regarding their influence on the obtained surface geometry of the welding seam.

<table>
<thead>
<tr>
<th>set</th>
<th>$P_0$ / W</th>
<th>$u_l$ / mm s$^{-1}$</th>
<th>$w_0$ / µm</th>
<th>$E_A$ / J mm$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>600</td>
<td>120</td>
<td>0.69</td>
</tr>
<tr>
<td>2</td>
<td>350</td>
<td>500</td>
<td>120</td>
<td>2.92</td>
</tr>
<tr>
<td>3</td>
<td>350</td>
<td>1500</td>
<td>120</td>
<td>0.97</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>1500</td>
<td>120</td>
<td>3.47</td>
</tr>
<tr>
<td>5</td>
<td>600</td>
<td>3000</td>
<td>120</td>
<td>0.83</td>
</tr>
<tr>
<td>6</td>
<td>350</td>
<td>2000</td>
<td>75</td>
<td>1.17</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>600</td>
<td>75</td>
<td>2.22</td>
</tr>
</tbody>
</table>

from the domain boundary. The kernel radius and the smoothing length are given by $r_{\text{max}} = 4\Delta x$ and $h = 2\Delta x$, respectively. The mushy region of the employed latent heat model is defined by $\Delta T = 2\,\text{K}$ and the adaptive thermal time step is adjusted to $\Delta T_{\text{control}} = 2\,\text{K}$ by the linear controller. In addition, rays which discretize the laser beam energy are initialized within a circle with a radius of $r_{\text{ray},0} = 2w_0$ and with a density of $n_{\text{ray}} = 75$. The surface mesh required for the ray tracing algorithm is computed every five time steps to reduce the computational cost of the simulations. Moreover, gravity acts in the $z$-direction with $f_{g,a} = [0, 0, -9.81\,\text{m s}^{-2}]$, the ambient temperature is $T_0 = 300\,\text{K}$ (necessary for Eq. (2.54)), the ambient pressure is $p_a = 1\,\text{atm}$ (necessary for Eq. (2.33)) and the background pressure in the simulation is $p_{\text{amb}} = 0\,\text{Pa}$ (required by Eqs. (7.8) and (4.49)). The initial temperature of the simulated material is $T_0 = 300\,\text{K}$. The threshold for the normal vectors is adjusted in all subsequent simulations to $\epsilon_n = 0.1/h$. In the first set of simulations (using parameter set 1) the wetting forces are adjusted by the desired equilibrium contact angle, $\Theta_\infty$. Therefore, $\Theta_\infty$ is increased from $\Theta_\infty = 20^\circ$ to $\Theta_\infty = 40^\circ$ in steps of $5^\circ$. The corresponding values of $\Theta^{\infty}_s$ for each $\Theta_\infty$ are given in Tab. 7.2.

Figure 7.8 shows the obtained welding

Table 7.2: Adjusted wetting forces in the simulations with parameter set 1 ($w_0 = 120\,\mu\text{m}$, $P_0 = 100\,\text{W}$ and $u_l = 600\,\text{mm s}^{-1}$).

<table>
<thead>
<tr>
<th>$\Theta_\infty$ / $^\circ$</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Theta^{\infty}_s$ / $^\circ$</td>
<td>22</td>
<td>27</td>
<td>32</td>
<td>38</td>
<td>45</td>
</tr>
</tbody>
</table>
(a) $\Theta_\infty = 20^\circ$, $\Theta_{\infty}^s = 22^\circ$

(b) $\Theta_\infty = 25^\circ$, $\Theta_{\infty}^s = 27^\circ$

(c) $\Theta_\infty = 30^\circ$, $\Theta_{\infty}^s = 32^\circ$

(d) $\Theta_\infty = 35^\circ$, $\Theta_{\infty}^s = 38^\circ$

(e) $\Theta_\infty = 40^\circ$, $\Theta_{\infty}^s = 45^\circ$

Figure 7.8: Simulation snapshots of single-line laser tracks at $t = 1.7$ ms using parameter set 1 ($w_0 = 120 \mu m$, $P_0 = 100$ W, $u_1 = 600$ mm s$^{-1}$) and varying wetting forces.
7.4 Influence of laser parameters and wetting forces

seam geometries as a function of the applied wetting forces as well as the corresponding temperature fields at $t = 1.7\,\text{ms}$. The wetting forces which result from adjusting $\Theta_\infty$ and $\Theta_s^\infty$ in the simulations, and which act at the three-phase contact line, affect the shape of the welding seam. It can be seen that high wetting forces ($\Theta_\infty = 20^\circ$), as shown in Fig. 7.8a, lead to a depression along the scanning path of the laser beam. This is caused by the liquid, which attempts to wet the solid titanium with a certain spreading velocity. As a result, a heap forms at the melt boundaries due to the combined effects of solidification and liquid spreading on the solid substrate. For increasing equilibrium contact angles, the applied wetting forces at the three-phase triple line decrease. As a result, the depression obtained for $\Theta_\infty = 20^\circ$ vanishes, which can be seen in Figs. 7.8b and 7.8c, where $\Theta_\infty = 25^\circ$ and $\Theta_\infty = 30^\circ$, respectively.

If the wetting forces are further decreased, the liquid melt starts to coalesce along the scanning path of the laser beam, which can be observed for $\Theta_\infty \geq 35^\circ$ and $\Theta_\infty = 40^\circ$ in Fig. 7.8d and Fig. 7.8e. As a result of the lower wetting forces, the molten titanium accumulates in the vicinity of the starting position of the laser beam. In contrast, a depression arises at the end of the laser track, as can be seen in Fig. 7.8d and Fig. 7.8e. The behavior of the melt at the beginning and end of the laser track is least pronounced for $\Theta_\infty = 25^\circ$ in Fig. 7.8b.

Moreover, small elevations on top of the solid material on both sides of the welding seam in Fig. 7.8d and Fig. 7.8e arise. This can be attributed to SPH particles that have emerged from the melt pool and solidified on the material block. Possibly, lower wetting forces lead to a less stable melt. To compare the welding seams obtained by simulations with the experiments, two-dimensional histograms of the $y$- and $z$-coordinates of those SPH particles located within $0.33 \leq x/L \leq 0.54$ at $t = 1\,\text{ms}$, are computed. The investigated section of the domain is chosen so that non-equilibrium effects of the melt, in particular the formed heap at the beginning and the depression at the end of the weld, are excluded from the computation of the histogram.

As a result, five histograms for the varying wetting forces and parameter set 1 are obtained as shown in Fig. D.2 in the appendix. The computed histograms allow for identifying regions with high and low particle numbers and thus extracting the welding seam contours. Due to problems encountered when using numerical methods to estimate the exact welding seam contours, the contours must be determined with the bare eye.
Figure 7.9 shows the estimated welding seam contours extracted from Fig. D.2 for parameter set 1 depending on the applied wetting forces. Moreover, the corresponding experimental images of the weld cross-sections are shown to allow for a comparison with the simulations. The best agreement with the experimental welding seam geometry is obtained for $\Theta_\infty = 25^\circ$ or $\Theta_\infty = 30^\circ$. Higher values of $\Theta_\infty$ (too low wetting forces) result in convex surface contours. In contrast, smaller values of $\Theta_\infty$ (too high wetting forces) lead to the formation of a depression that does not comply with the experimental observation.

Figure 7.10 shows the temporal evolution of the welding seam using $\Theta_\infty = 25^\circ$ as well as the corresponding temperature fields. It can be seen that the temperature remains below the boiling temperature throughout the simulation. In addition, the start and end of the laser track show the already mentioned heap and depression, respectively.

To relate the adjusted wetting forces to the laser processing parameters, the temperature difference between the liquid phase located near the solid-liquid interface and the melting temperature is computed for every simulation snapshot. Therefore, the normal distance of all liquid SPH particle positions to the closest solid SPH particle position is computed by

$$d_s^a = \min \left( \left| (\mathbf{r}_a - \mathbf{r}_b) \cdot \mathbf{n}_a^s \right| \right),$$

(7.15)

where particle $a \in \Omega^l$ and particle $b \in \Omega^s$. Subsequently, all liquid SPH particles that are located in a distance of $10 \, \mu\text{m} < d_s^a < 12 \, \mu\text{m}$ are used to compute the Stefan number given by

$$St = \frac{c_{pl}^s (T^l - T_m)}{h_m}.$$  

(7.16)

Here, $c_{pl}^s = 881.72 \, \text{J kg}^{-1} \, \text{K}$ is the mean value of the heat capacities of the solid and liquid phase at melting temperature, $T_m = 1943 \, \text{K}$, and $T^l$ is given by

$$T^l = \frac{1}{N_{\text{SPH}}^l} \sum_{b \in \Omega^l} T_b,$$

(7.17)

where $N_{\text{SPH}}^l$ is the number of liquid SPH particles located in a distance of $10 \, \mu\text{m} < d_s^{sl} < 12 \, \mu\text{m}$ to the solid phase, respectively.
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Figure 7.9: Comparison of the weld geometries obtained by experiments and simulations with varying wetting forces for parameter set 1 ($w_0 = 120 \mu m$, $P_0 = 100 W$, $u_1 = 600 \text{mm s}^{-1}$). Experimental images provided by Florian Huber, LPT, FAU.
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Figure 7.10: Simulation snapshots of single-line laser tracks at different times using parameter set 1 ($w_0 = 120 \mu m$, $P_0 = 100 W$, $u_1 = 600 \text{mm s}^{-1}$) and $\Theta_\infty = 25^\circ$. 

(a) $t = 10^{-3}$ ms

(b) $t = 0.5$ ms

(c) $t = 1.0$ ms

(d) $t = 1.5$ ms

(e) $t = 2.0$ ms
Figure 7.11 shows the computed Stefan numbers as a function of $\xi$, which represents laser position scaled with $L_0 = 1$ mm given by

$$\xi = \frac{(u_1 t)}{L_0}.$$  \hfill (7.18)

![Figure 7.11: Stefan numbers as a function of the laser position obtained by simulations with parameter set 1 ($w_0 = 120 \mu m$, $P_0 = 100$ W, $u_1 = 600$ $mm$ $s^{-1}$) and varying wetting forces.](image)

The temperature difference between the liquid phase with $10 \mu m < d^\text{mol}_a < 12 \mu m$ and melting temperature takes a maximum value after the laser has melted the first layers of SPH particles, approximately at $\xi = 0.05$, for all investigated wetting forces, adjusted via $\Theta_\infty$.

As the laser advances along its predefined path, the melt geometry approaches an equilibrium shape, and the Stefan number converges towards a minimum for all investigated wetting forces. Fluctuations in $St$ can be seen in the range $0.2 \leq \xi < 1$. This may be attributed to the liquid flow and SPH particles entering and leaving the region where the liquid’s temperature is measured. Moreover, it can be seen that the Stefan number increases with increasing wetting forces (decreasing $\Theta_\infty$). A reason for this could be the film thickness of the melt on the solid substrate. For higher wetting forces, the liquid spreads faster on the solid substrate, which is why the measured temperature difference between the advancing front of the liquid and the solid substrate is greater, which results in higher Stefan numbers. Another reason could be the shape of the melt. For high wetting forces (small values of $\Theta_\infty$), the surface of the weld remains flat or becomes depressed. Therefore, according to the Fresnel equations, the laser irradiates more surface area elements close to normal incidence, which results in a higher fraction of absorbed laser energy. In contrast, a higher fraction of the incident irradiation of the laser beam is
reflected due to the elevated weld shape obtained by lower wetting forces. When the laser beam is turned off at $\xi = 1$, the Stefan number decreases rapidly and approaches zero when all SPH particles are solidified.

Figure 7.12 shows the weld shapes obtained by experiments and simulations for parameter set 6. The wetting forces in the simulations are adjusted as given in Tab. 7.3. The weld contours of the simulation are obtained in the same way as for parameter set 1. The two-dimensional histograms are computed from

\[
\begin{array}{cccc}
\Theta_\infty / ^\circ & 50 & 60 & 70 & 80 \\
\Theta_s ^\circ & 55 & 65 & 75 & 85 \\
\end{array}
\]
all SPH particles that are located within $0.28 \leq x/L \leq 0.58$ and are shown in Fig. D.3 in the appendix. The extracted contours from the simulations are compared to the experimental weld geometry in Fig. 7.12. Each image shows two or three contours extracted from the simulation data and the histograms in Fig. D.3. The occurrence of multiple contours of the weld cross-section can be addressed to discontinuous welding seams caused by weak wetting forces between the liquid and solid phase. The occurrence of heaps and depressions in the welding seam is also called humping. It can be seen that the height of the humps increases with increasing $\Theta_\infty$ and thus, decreasing wetting forces. The best agreement with the experimental weld is obtained for $\Theta_\infty = 60^\circ$.

The comparisons of the weld geometries obtained by experiments and simulations for parameter sets 3 and 4 are shown in the appendix D. Since the simulations that use parameter sets 3 and 4 overestimate the dimensions of the weld geometry compared to the experiments, comparing the weld contours obtained by simulations with the experimental image of the weld is aggravated. It is assumed that $\Theta_\infty = 60^\circ$ leads to the best agreement with the experiments since the experimental welding seam shapes are similar to those shown in Fig. 7.12.

To investigate the influence of low wetting forces on the Stefan number, simulations with parameter set 5 are carried out for the equilibrium contact angles given in Tab. 7.4. Subsequently, the Stefan numbers are computed by

Table 7.4: Adjusted wetting forces in the simulations with parameter set 5 ($w_0 = 120 \mu m$, $P_0 = 600 \text{ W}$ and $u_1 = 3000 \text{ mm s}^{-1}$).

<table>
<thead>
<tr>
<th>$\Theta_\infty /^\circ$</th>
<th>35</th>
<th>45</th>
<th>55</th>
<th>65</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Theta_s /^\circ$</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>75</td>
</tr>
</tbody>
</table>

Eq. (7.16) as a function of the dimensionless laser position. The results are shown in Fig. 7.13. Here, the measured Stefan number shows only a weak dependence on the wetting forces. This is in agreement with the results plotted in Fig. 7.11, where the computed Stefan number shows no significant change from $\Theta_\infty = 35^\circ$ to $\Theta_\infty = 40^\circ$. In addition, Fig. 7.14 shows simulation snapshots using parameter set 5 ($w_0 = 120 \mu m$, $P_0 = 600 \text{ W}$, $u_1 = 3000 \text{ mm s}^{-1}$) and $\Theta_\infty = 55^\circ$. 
Figure 7.13: Stefan numbers as a function of the laser position obtained by simulations with parameter set 5 ($w_0 = 120 \, \mu m$, $P_0 = 600 \, W$, $u_l = 3000 \, mm \, s^{-1}$) and varying wetting forces.
7.4 Influence of laser parameters and wetting forces

Figure 7.14: Simulation snapshots of single-line laser tracks at different times using parameter set 5 ($w_0 = 120 \, \mu m$, $P_0 = 600 \, W$, $u_l = 3000 \, mm \, s^{-1}$) and $\Theta_\infty = 55^\circ$. 
Compared to the simulation which employs parameter set 1 (\(w_0 = 120 \, \mu m, P_0 = 100 \, W, u_1 = 600 \, \text{mm s}^{-1}\)), the melt pool is more elongated. Due to the adjusted wetting forces, humping can also be observed. Furthermore, it can be seen that liquid melt coalesces at the tail of the melt. This could indicate that the occurrence of humping depends on the available time before the liquid phase is re-solidified. The longer a volume element of the titanium remains liquid, the longer the wetting forces act at the three-phase contact line of that liquid volume element. Moreover, the experimentally obtained welding seams using the parameter set 2, 5, and 7 are similar to those of the already investigated weld geometries where the parameter sets 1, 3, 4, and 6 are applied. For this reason, no further simulations are carried out to find the optimal wetting forces.

Table 7.5 shows the applied equilibrium contact angles used to adjust the wetting forces for parameter sets 1 to 7. Since no significant influence of the Stefan number on the wetting forces is observed in Fig. 7.13 for \(\Theta_s^{\infty} > 35^\circ\), it is assumed that the Stefan numbers, which are obtained by the simulations with the parameter sets given in Tab. 7.5, are comparable to each other. The estimated Stefan numbers for parameter sets 1, 2, 4, 5, and 6 are shown as a function of the laser position in Fig. 7.15. It can be seen that the computed Stefan number is affected by the adjusted laser processing parameters. When the obtained Stefan number is compared to the corresponding experimental images of the weld shape in Fig. 7.16, it can be seen that higher Stefan numbers are associated with more elevated welding seams. Higher Stefan numbers are related to higher temperature differences between liquid SPH particles near the solid-liquid interface particles and the melting temperature. This implies

Table 7.5: Laser processing parameters and corresponding calibrated equilibrium contact angles in the simulations.

<table>
<thead>
<tr>
<th>set</th>
<th>(P/, W)</th>
<th>(u_1/, \text{mm s}^{-1})</th>
<th>(w_0/, \mu m)</th>
<th>(E_A/, J , \text{mm}^{-2})</th>
<th>(\Theta^{\infty}/^\circ)</th>
<th>(\Theta_s^{\infty}/^\circ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>600</td>
<td>120</td>
<td>0.69</td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td>2</td>
<td>350</td>
<td>500</td>
<td>120</td>
<td>2.92</td>
<td>60</td>
<td>65</td>
</tr>
<tr>
<td>3</td>
<td>350</td>
<td>1500</td>
<td>120</td>
<td>0.97</td>
<td>60</td>
<td>65</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>1500</td>
<td>120</td>
<td>3.47</td>
<td>60</td>
<td>65</td>
</tr>
<tr>
<td>5</td>
<td>600</td>
<td>3000</td>
<td>120</td>
<td>0.83</td>
<td>60</td>
<td>65</td>
</tr>
<tr>
<td>6</td>
<td>350</td>
<td>2000</td>
<td>75</td>
<td>1.17</td>
<td>60</td>
<td>65</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>600</td>
<td>75</td>
<td>2.22</td>
<td>60</td>
<td>65</td>
</tr>
</tbody>
</table>
7.4 Influence of laser parameters and wetting forces

Figure 7.15: Stefan numbers as a function of the laser position obtained by the simulations with parameter set 1, 2, 4, 5, 6, and the corresponding adjusted wetting forces given in Tab. 7.5.

a greater temperature gradient across the solid-liquid interface, which may influence the resultant wetting forces.
Figure 7.16: Microscopy images of the welding seam cross-sections obtained by experiments for various laser process parameters. Images provided by Florian Huber, LPT, FAU.
To represent each parameter set with a single number that describes the temperature field in the vicinity of the solid-liquid interface, the mean value of the Stefan numbers obtained in the range of $0.25 \leq \xi \leq 0.5$ is computed for each simulation. The computed mean Stefan numbers, denoted as $\overline{St}$, are given in Tab. 7.6 as a function of the process parameters.

**Table 7.6: Laser processing parameters and estimated mean Stefan number of the liquid phase in the vicinity of the solid-liquid interface.**

<table>
<thead>
<tr>
<th>set</th>
<th>$P_0$ / W</th>
<th>$u_i$ / mm s$^{-1}$</th>
<th>$w_0$ / m</th>
<th>$E_A$ / J mm$^{-2}$</th>
<th>$\Theta_\infty$ /°</th>
<th>$\Theta_{\infty}^\circ$ /°</th>
<th>$\overline{St}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>600</td>
<td>120</td>
<td>0.69</td>
<td>25</td>
<td>27</td>
<td>1.33</td>
</tr>
<tr>
<td>2</td>
<td>350</td>
<td>500</td>
<td>120</td>
<td>2.92</td>
<td>60</td>
<td>65</td>
<td>1.48</td>
</tr>
<tr>
<td>3</td>
<td>350</td>
<td>1500</td>
<td>120</td>
<td>0.97</td>
<td>60</td>
<td>65</td>
<td>2.76</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>1500</td>
<td>120</td>
<td>3.47</td>
<td>60</td>
<td>65</td>
<td>2.87</td>
</tr>
<tr>
<td>5</td>
<td>600</td>
<td>3000</td>
<td>120</td>
<td>0.83</td>
<td>60</td>
<td>65</td>
<td>3.56</td>
</tr>
<tr>
<td>6</td>
<td>350</td>
<td>2000</td>
<td>75</td>
<td>1.17</td>
<td>60</td>
<td>65</td>
<td>2.95</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>600</td>
<td>75</td>
<td>2.22</td>
<td>60</td>
<td>65</td>
<td>2.02</td>
</tr>
</tbody>
</table>

Consequently, $\overline{St} = 1.33$ (parameter set 1, $\Theta_\infty = 25^\circ$) and $\overline{St} = 1.48$ (parameter set 2, $\Theta_\infty = 60^\circ$) can be associated with the slightly elevated welding seams in Fig. 7.16a and Fig. 7.16b. The shape of the simulated weld cross-section with parameter set 2 has not been compared to the experimental image of the weld, which is why $\Theta_\infty$ is questionable. It is assumed that the correct value for the equilibrium contact angle for parameter set 2 should lie in the range $30^\circ < \Theta_\infty < 60^\circ$. However, since no significant deviation of the measured Stefan numbers could be seen for $\Theta_\infty > 35^\circ$ in Figs. 7.11 and 7.13, it is assumed that $\overline{St} = 1.48$ represents the difference of the liquid phase to the melting temperature in the vicinity of the solid-liquid interface correctly.

In addition, $\overline{St} = 2.87$ (parameter set 4), $\overline{St} = 2.95$ (parameter set 6) and $\overline{St} = 3.56$ (parameter set 5) correspond to the highly elevated welding seams shown in Figs. 7.16c, 7.16d and 7.16e, respectively. Since good agreement of the weld shapes, obtained from simulations and experiments, can be observed for parameter set 1 (see Fig. 7.8 with $\Theta_\infty = 25^\circ$) and parameter set 6 (see Fig. 7.12 with $\Theta_\infty = 60^\circ$), it is assumed that the wetting forces decrease with increasing $St$.

To relate $St$ to the processing parameters, the laser intensity is plotted over the laser scanning velocity in Fig. 7.17. Furthermore, the data points in Fig. 7.17...
are colored according to the corresponding values of $\overline{St}$. Here, the filled circles show the measured $\overline{St}$ values in the simulations for parameter sets 1 to 5 with $w_0 = 120$ $\mu$m. In contrast, the filled squares show the values $\overline{St}$ obtained from simulations with parameter sets 6 and 7, where the beam waist radius is $w_0 = 75$ $\mu$m. The estimated mean Stefan numbers increase with increasing laser scanning velocity and intensity due to the greater temperature difference to the melting temperature measured in the vicinity of the solid-liquid interface.

This means that stable and flat welding seams are obtained by choosing laser processing parameters which lead to small Stefan numbers. In contrast, harsh laser parameters (high intensity, high laser scanning velocity) result in elevated welding seams or even lead to bead formation of the melt, which is known as the humping phenomenon shown in Fig. 7.14. Thus, to avoid the humping phenomenon, the evolving temperature difference across the solid-liquid interface must be minimized by reducing the laser intensity or scanning velocity. Preheating the solid material may also reduce the occurrence of humping.

Figure 7.17: Computed mean Stefan number as a function of the laser intensity and laser scanning velocity. The filled circles denote the simulation results with $w_0 = 120$ $\mu$m and the filled squares denote the simulation results with $w_0 = 75$ $\mu$m.
7.5 Concluding remarks

This chapter finalized the numerical method used for laser melting of metals by applying the smoothed pressure difference between recoil pressure and ambient pressure as a boundary condition to the PPE in Eq. (4.49) and the free surface formulation of the pressure gradient in Eq. (4.36). Moreover, a model that describes the effective optical properties of titanium has been presented. The energy equation is solved using adaptive numerical time steps to overcome the imposed restrictions on the numerical time step due to the latent heat model. Due to the non-linearity of the material’s heating rate, a linear controller is used to adjust the thermal adaptive time step size to the desired value.

The LPT of the FAU provided experimental measurements of the weld geometry for several laser processing parameters. The weld geometries obtained by simulations using the SPH software are compared to the corresponding experimentally measured melt depth and width.

Therefore, three sets of simulations have been performed for each parameter set to investigate the surface properties of titanium and the resultant weld depth and width. It was found that the simulated weld geometry obtained by welding processes in the heat conduction regime, without evaporation, agrees quantitatively with the experiments when an aged titanium surface for the optical properties is assumed. Nevertheless, when considering a clean titanium surface, melt width and depth are drastically underestimated. This effect becomes less pronounced with decreasing laser scanning velocities and higher energy densities.

If the laser power is increased, the experimentally measured cross-sectional area of the weld does not increase linearly with decreasing laser scanning velocity but fluctuates. This may be attributed to complex melt flow, evaporation, or defocusation due to the evaporating vapor. The performed simulations can not reproduce these fluctuations. Still, the tendency of increasing melt depth and width with decreasing laser scanning velocity can be reproduced qualitatively. Here, the best simulation results, when compared to the experiments, are obtained using the numerical model that employs effective optical properties and, in addition, correlates the absorbed laser energy by the emerging vapor with the evaporation coefficient.

Subsequently, the influence of the wetting forces that act on the three-phase contact line of the melt has been investigated. For this reason, the applied wetting forces in the SPH simulations were adjusted iteratively until a qualitative agreement with the experimental weld shapes was achieved. Moreover,
the Stefan numbers, which characterize the temperature difference of selected SPH particles located in the vicinity of the solid-liquid interface to the melting temperature, are computed in all simulations. It is found that large Stefan numbers are related to more elevated welding seams, whereas small Stefan numbers are related to flat welding seams. Moreover, the Stefan number can be related to laser intensity and scanning velocity. An increase in laser power, a decrease in laser spot size, or an increase in the scanning velocity leads to greater Stefan numbers.

Finally, the Stefan numbers are related to the wetting forces. Higher Stefan numbers require to reduce the wetting forces in the simulations to obtain comparable welding seam geometries with the experiments. It can be seen that low wetting forces can result in the humping phenomenon prevalent in welding processes. In contrast, small Stefan numbers demand high wetting forces to obtain welding seam geometries comparable to experiments. Nevertheless, if the wetting forces are adjusted too high, the weld forms a depression along the moving direction of the laser beam.

To avoid the occurrence of the humping phenomenon, the laser intensity or the laser scanning velocity must be reduced.
8 Application: additive manufacturing

In this chapter, the developed simulation software, finalized in Chapter 7, is used to simulate LMD-w as well as SLM. Therefore, the kernel radius and the smoothing length are given by $r_{\text{max}} = 4\Delta x$ and $h = 2\Delta x$. The width of the mushy region of the latent heat model is $\Delta T = 2 K$ and the adaptive time step is adjusted by the linear controller to $\Delta T_{\text{control}} = 2 K$. The rays used to discretize the laser beam are initialized within a circle with radius $r_{\text{ray},0} = 2w_0$ and with a ray density of $n_{\text{ray}} = 75$. The normal threshold is $\epsilon_n = 0.1/h$. Moreover, the ambient temperature is $T_0 = 300 K$ (necessary for Eq. (2.54)), the ambient pressure is $p_a = 1 \text{ atm}$ (necessary for Eq. (2.33)) and the background pressure in the simulation is $p_{\text{amb}} = 0 \text{ Pa}$ (required by Eqs. (7.8) and (4.49)). Furthermore, the initial temperature of the simulated material is $T_0 = 300 K$.

8.1 Wire-based laser metal deposition

The application of 3D printing in space is increasingly attracting the interest of the scientific community. However, handling powder in space is difficult, which is why wire-based laser metal deposition is a potential candidate for application in space. To estimate the influence of gravity on the LMD-w process, the developed software is used to simulate the LMD-w process with and without gravity.

To represent the LMD-w process under conditions of zero-gravity, the body acceleration is given by $g_z = 0 \text{ m s}^{-1}$, whereas the corresponding process under earth conditions is simulated using $g_z = −9.81 \text{ m s}^{-2}$. Moreover, the conservation laws are solved as given in Section 7.3. The dimension of the solid substrate onto which the metal is deposited by melting a wire with a diameter of 1 mm has the dimension of $(9.8 \times 5.0 \times 1.0) \text{ mm}^3$. The simulated domain aligns with the axes of Euclidean space. Furthermore, the wire is oriented at $45^\circ$ with respect to the solid substrate in the direction $[-0.707, 0, -0.707]$. The wire is irradiated by a laser beam with $P_0 = 1750 \text{ W}$ and $w_0 = 0.56 \text{ mm}$. Thus, the spot size of the laser is slightly larger than the diameter of the wire.

Wire and laser are moved in the $x$-direction with the same velocity, $u_l = 100 \text{ mm s}^{-1}$. Furthermore, the feed velocity of the wire in the direction $\hat{u}_{\text{wire}} = [-0.707, 0.0, -0.707]$ is adjusted depending on the distance between the wire tip (which is connected by a liquid bridge to the solid substrate in the
course of the simulations) and the solid substrate using a linear controller. The intermediate feed velocity at time $n$ is given by

$$u_{\text{feed}}^n = \begin{cases} a_{\text{wire}} \Delta z_{\text{wire}} & \text{if } a_{\text{wire}} (\Delta z_{\text{wire}}) < u_{\text{feed,max}} \\ u_{\text{feed,max}} & \text{else} \end{cases}, \quad (8.1)$$

where

$$\Delta z_{\text{wire}} = z_{\text{control}} - z_{\text{wire,min}} = 0.4 \text{ mm}, \quad (8.2)$$

is the desired distance in the $z$-direction of the wire tip to the solid substrate, $z_{\text{wire,min}}$ represents the lowest $z$-position of a solid SPH particle that belongs to the subset of SPH particles representing wire, $u_{\text{feed,max}} = 200 \text{ mm s}^{-1}$ is the maximum allowed feed velocity, and $a_{\text{wire}}$ is a scaling parameter defined as

$$a_{\text{wire}} = \frac{u_{\text{feed,max}}}{\Delta x}. \quad (8.3)$$

The intermediate feed velocity in Eq. (8.1) is damped by taking the average of the intermediate feed velocities from the previous ten time steps,

$$\overline{u}_{\text{feed}} = 0.1 \sum_{i=0}^{9} u_{\text{feed}}^{n-i}. \quad (8.4)$$

The final velocity of the wire is composed of the laser scanning velocity vector, $u_l = [u_l, 0, 0]$, and the feed velocity, $\overline{u}_{\text{feed}}$, by

$$u_{\text{wire}} = u_l + \overline{u}_{\text{wire}} \overline{u}_{\text{feed}}. \quad (8.5)$$

The equilibrium contact angle for the wetting model is adjusted to $\Theta_\infty = 45^\circ$ with $\Theta_{\infty} = 50^\circ$. The feed velocity of the wire depends on its distance to the desired $z$-position, guided by the linear controller, shown in Fig. 8.1 for the simulation with applied gravity. It can be seen that the linear controller is capable of steering the feed velocity (solid blue line) depending on the wire tip position (solid black line) to maintain the position of the wire tip at a desired height above the solid substrate. Figure 8.2 shows simulation snapshots of LMD-w with (left column) and without applied gravity (right column). At $t = 1 \text{ ms}$, the laser irradiation starts to melt the wire. Moreover, a narrow region on the solid substrate is heated and melted since the laser spot diameter is slightly larger than the wire diameter. The continuous heating of the wire leads to the evolution of a liquid drop attached to the tip of the wire. When comparing the drop attached to the wire at $t = 19 \text{ ms}$ obtained by the simulation with and without gravity, it can be seen that the center
8.2 Selective Laser Melting

To simulate the SLM process, titanium powder with the size distribution shown in Fig. 5.12 is deposited into a box. The particle size fractions for the two smallest particle diameters are ignored to reduce the computational costs of the subsequent SPH simulations. The box has the base dimensions of $(1500 \times 640) \mu \text{m}^2$ and is filled approximately up to a height of $85 \mu \text{m}$ using LIGGGHTS [100].
Only a spatial fraction of the deposited titanium powder with the dimension (600 × 340) \(\mu m^2\) is selected to simulate the SLM process. Moreover, a solid substrate is put underneath the powder with a height of 50 \(\mu m\). The powder
8.2 Selective Laser Melting

The bed is represented by SPH particles which are placed on a rectangular lattice with a spacing $\Delta x = 2.5 \cdot 10^{-6} \text{ m}$. This results in 1049660 SPH particles used to discretize the domain. As shown in [P20], the spherical shape of the powder leads to higher peak temperatures when compared to the laser welding simulations in Chapter 7. Therefore, to exclude evaporation effects, the laser parameters are adjusted to $P_0 = 100 \text{ W}$, $w_0 = 120 \mu\text{m}$, $u_l = 900 \text{ mm s}^{-1}$.

The laser is moving in $x$-direction along the $x$-axis of the simulated domain, which is aligned with the axes of Euclidean space. The single-line track has a length of $400 \mu\text{m}$. The start and end of the scanning path have a distance of $100 \mu\text{m}$ to the domain boundaries.

In this simulation, the CSF and the wetting model derived in Section 6.2 are replaced with the pairwise force model shown in [139]. This is necessary due to the complexity of the surface geometry, which has led to erroneous curvature estimates and unstable simulations when using CSF. Increasing the number of SPH particles used to simulate the SLM process could tackle this problem. However, that would lead to long simulation times. Accordingly, the terms of the CSF model in the momentum balance are replaced with the pairwise force term, $f_{p,a}^{\text{sf}}$, according to

$$\frac{D\mathbf{u}_a}{Dt} = f_{p,a} + f_{\eta,a} + f_{\sigma,a}^{\text{sf}} + f_{g,a}.$$

Note that the employed pairwise force model cannot model Marangoni forces due to temperature gradients. The contact angle in the pairwise force model is adjusted by the ratio of attractive forces between SPH particles of the same kind and attractive forces between different types of SPH particles (solid and liquid phase) to $\Theta_{\infty} = 45^\circ$. Moreover, the solid titanium particles are immobile in space.

Figure 8.3 shows simulation snapshots at different times. Upon irradiation by the laser, liquid bridges are formed among titanium particles, as can be seen at $t = 0.01 \text{ ms}$ and $t = 0.03 \text{ ms}$. 
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Figure 8.3: Simulation snapshots of the SLM process at different times using $w_0 = 120\, \mu m$, $P_0 = 100\, W$ and $u_1 = 900\, mm\, s^{-1}$. 
8.3 Concluding remarks

The evolving melt is accumulating due to the attractive forces between SPH particles and moves along with the laser beam in the $x$-direction. This behavior is different from the laser welding simulations carried out in this work and may be contributed to the balling phenomenon. Whether this behavior is caused by the employed pairwise force model and the absence of Marangoni forces or by the complex morphology of the powder bed has to be evaluated in more detail in the future. If the motion of the melt is caused by the employed pairwise forces and the incorporated contact angle model, it could indicate that pairwise forces are inappropriate to model laser melting processes. The employed CSF model, applied at free surfaces, should be further refined to allow the simulation of laser melting of complex geometries such as metal powder beds. A comparison of both approaches in more simple scenarios of laser melting could also clarify the observed behavior in this simulation.

8.3 Concluding remarks

This chapter shows two other application cases for the developed software. The LMD-w process with and without gravity has been simulated in the first scenario. It is found that the liquid bridge remains stable for a longer time in the absence of gravity. In contrast, the simulation with gravity leads to discontinuously deposited beads on the solid substrate.

In the second scenario, SLM has been simulated. Therefore, a polydisperse titanium powder bed is generated, and subsequently, each deposited particle is represented by many SPH particles. Due to the complex geometry of the powder bed, using CSF is not straightforward because of inaccurate curvature estimates, which leads to unstable simulations. This is why CSF is replaced with the pairwise force model shown in [139]. As a result, Marangoni forces are not modeled. It could be seen that the melt is accumulating due to attractive forces between SPH particles and is collectively moving in the same direction as the laser beam, leaving a sink along the path of the laser. Since this behavior could not be observed in the laser welding simulations of the previous chapter, it might be attributed to the balling phenomenon. To eliminate the possibility that the missing Marangoni forces trigger this behavior in the pairwise force model, the CSF model, which can be applied to free surfaces, should be refined for the application to complex geometries.
9 Summary and conclusion

In this work, the laser melting process of titanium is investigated by employing the ISPH method. In the ambiance of titanium, argon as an inert gas at atmospheric pressure is assumed. To minimize the computational cost of the developed numerical method, the ambient gas phase is not represented by SPH particles; instead, appropriate boundary conditions are applied at the liquid-gas interface.

The heat capacity, thermal conductivity, surface tension, and optical properties of titanium are considered temperature-dependent. At room temperature, the reported optical properties of titanium for a wavelength of 1.08 µm in the literature imply a reflectivity for normal incidence between 49% [155] and 97.0% [215] when using Fresnel laws. The variance of the experimentally estimated optical properties may be attributed to the sensibility of these measurements on the quality of the material surface. The formation of an oxidation layer, contamination with other chemicals, or a rough surface may affect the measured optical properties of titanium significantly. For this reason, this work distinguishes between a clean and an aged titanium surface.

To prevent the penetration of liquid SPH particles into solid walls, the impermeability condition of the wall is met by solving the PPE for solid SPH wall particles exclusively using liquid neighboring SPH particles. Moreover, the no-slip boundary condition is ensured by mirroring the fluid velocity of the liquid SPH particles to the solid SPH wall particles as proposed by [4]. The accuracy and robustness of the wall boundary conditions are verified by comparing the simulated transient velocity fields in a Poiseuille flow problem with to an analytical solution. In this test case, the deviation between simulation and theory is 1.6% for the highest investigated spatial discretization.

Moreover, a ray-tracing algorithm is implemented into the employed SPH software to model the energy transfer of the Gaussian laser beam into the material. In this method, the laser beam is discretized into a finite number of rays, whereas each ray carries a fraction of the total laser power. The rays are homogeneously distributed in a circular area located above the irradiated surface. The energy carried by a ray depends on its radial distance to the center axis of the laser beam. To model the transfer of the rays to the SPH particles, a surface mesh is computed from the SPH particle positions. Any triangle of the surface mesh is made up of three SPH particles. Upon intersection of a ray with a triangle, the energy carried by the ray is transferred to the SPH particles as a function of their optical properties according to Fresnel laws.
To estimate the accuracy of the ray-tracing approach, analytical predictions of the forced heat equation with a Gaussian laser source term in a bounded domain are derived for two sets of boundary conditions. By imposing the first set of boundary conditions, the time-dependent temperature field in a cube where all sides are kept at constant temperature and whose upper half is transparent to laser irradiation is investigated. The effect of the statistical number of rays intersecting a triangle (ray density), smoothing length, and spatial discretization is analyzed. As a result, $n_{\text{ray}} \approx 100$ is found as the optimal ray density in terms of numerical cost and accuracy. It can be shown that the time-averaged relative error between the temperature of the SPH particle located in the center of the laser beam and the analytical prediction decreases with decreasing smoothing length, increasing spatial resolution, and an increasing number of rays. For a smoothing length of $h = 1.5\Delta x$ and the highest investigated spatial resolution and ray density, the time-averaged relative error of the simulated temperature in the center of the laser beam to the corresponding analytical prediction is 1.8%. Furthermore, the lowest mean relative error between the temperature field of the irradiated layer of SPH particles and the theoretical temperature field, at a time where equilibrium is assumed, is 7.9%. In the second test case, the time-dependent temperature field in a cuboid where all sides, except for the plane facing the laser beam, are kept at a constant temperature is investigated. In this case, the plane irradiated by the laser beam represents a thermally insulated surface. The lowest computed time-averaged relative error between the simulated peak temperatures in the center of the laser beam and the corresponding analytical predictions is 4.3%. Moreover, the lowest mean relative error between the equilibrium temperature field of the irradiated layer of SPH particles and the theoretical predicted temperature field is 1.8%.

The presented ray-tracing approach was subsequently used to investigate effective laser absorption by a monodisperse and a polydisperse titanium powder bed at different temperatures below melting temperature and as a function of the surface quality. The powder is surrounded by argon gas at atmospheric pressure. It was found that the powder beds with the assumed aged surfaces exhibited a significantly higher absorptance than the corresponding titanium powder with clean surfaces. Moreover, the fraction of the absorbed laser energy increases with increasing temperature according to the temperature dependence of the material’s surface reflectivity. The lowest absorptance of 0.04 is measured for the monodisperse clean powder at 300 K and the highest absorptance of 0.84 is measured for the aged polydisperse powder at 1800 K. Furthermore, the laser irradiation propagates more deeply into the monodisperse powder bed than into the polydisperse powder bed due to the higher
void fraction between the titanium particles. Moreover, it was found that most irradiation is absorbed within the first layers of the titanium powder beds. Due to the higher void fraction of the monodisperse powder compared to the polydisperse titanium powder, the laser irradiation propagates more deeply into the monodisperse powder.

In this work, the truncation of the kernel integral of SPH particles in the vicinity of a free boundary is computed analytically. It is used to impose the time-varying pressure field of the ambient gas phase to the PPE and the pressure gradient approximation. Subsequently, surface tension is modeled by applying the Young-Laplace pressure to SPH particles in the vicinity of the liquid-gas interface as a boundary condition. The mean curvature at the position of liquid SPH particles near the liquid-gas interface is computed as the eigenvalues of the curvature tensor as proposed by [66]. To achieve sufficient accuracy in the curvature computation, the kernel gradient is renormalized using a correction matrix [25, 144]. The accuracy and robustness of the presented approach have been shown in a range of notoriously difficult test cases, including the measurement of the equilibrium pressure inside a spherical drop, whose relative error to the analytical estimated Young-Laplace pressure difference is 2.5 % using 268 096 SPH particles to represent the sphere. Furthermore, droplet oscillation, coalescence of drops, and the separation of a liquid cylinder into several drops following the Plateau-Rayleigh instability have been investigated.

Furthermore, the CSF model [26] is modified for the application to free surface problems. The mean curvature at the position of SPH particles near the liquid-gas interface is estimated by the SPH approximation of the divergence of normal vectors and using the renormalized kernel gradient [25, 144]. Using the modified CSF approach, the time-averaged relative error of the measured equilibrium pressure inside a spherical drop with varying spatial resolution has led to temporal pressure fluctuations. For this reason, the relative error between simulation and theory is computed from the simulated time-averaged pressure inside the drop and is estimated to be 1 % for a sphere represented by 268 096 particles. In another test case, the relative error of the oscillation frequency and the damping constant of an oscillating drop in zero-gravity between simulation and theory is estimated to be 7.5 %, and 5.1 %, respectively.

To include wetting forces, the smoothed normal correction scheme by Breinlinger et al. [31] is adopted. Here, the normal vectors of SPH particles located in the vicinity of the three-phase contact line are modified so that the resulting curvature encourages the wetting or non-wetting behavior of the liquid on a solid substrate. The normal vectors’ orientation is determined by the desired
equilibrium contact angle, $\Theta_\infty$, that a liquid drop should have on a plane solid substrate. Thus, the equilibrium contact angle is an input parameter to the simulation. Applying this approach to model wetting forces with no other modification results in insufficient accuracy of the applied wetting forces due to the missing contribution of SPH particles representing the gas phase. For this reason, two modifications to the smoothed normal correction scheme are presented to model wetting phenomena at free boundaries.

In the first approach, wetting contact angles ($\Theta < 90^\circ$) are modeled. Here, the mean curvature of a liquid SPH particle is computed by including liquid SPH particles and selected solid SPH particles located in the vicinity of the three-phase contact line in the kernel approximation. The solid SPH particle neighbors of a liquid SPH particle near the three-phase contact line are identified according to their distance to the tangent plane, which is constructed from the corrected normal vector corresponding to $\Theta_\infty$ at the position of a liquid SPH particle. Solid SPH particles, located on the tangent plane's gaseous side, are excluded from the curvature computation of a liquid SPH particle. Thus, the solid SPH particles identified on the tangent plane's liquid side can be seen as a geometric extension of the liquid-gas interface into the solid substrate. The normal vectors of the identified solid SPH particles in the neighborhood of a liquid SPH particle, which are required for the computation of the curvature, are obtained by projecting the liquid SPH particle's normal vector to the positions of the solid SPH particles and subsequently, modifying these normal vectors as a function of another contact angle, $\Theta_{s\infty}$. By taking $\Theta_{s\infty} > \Theta_\infty$, the computed curvature is affected so that a possibly underestimated curvature, which would lead to non-terminating spreading on a solid substrate, is prevented. The ratio of $\Theta_{s\infty}$ and $\Theta_\infty$ must be calibrated.

The second approach attempts to model non-wetting contact angles ($\Theta > 90^\circ$). For this reason, the mean curvature of a liquid SPH particle is computed by including only the normal vectors of neighboring liquid SPH particles and disregarding solid SPH particles. In contrast to the first approach, the correction matrix used to renormalize the SPH kernel gradient is also computed using liquid SPH particles alone. Moreover, the normal vectors of liquid SPH particles in the vicinity of the three-phase contact line are modified analogously to the first approach.

To verify the presented modifications to the smoothed normal correction scheme by Breinlinger et al. [31], a range of validation cases were performed, ranging from the simulation of drops resting on a plane surface with and without gravity to the pinning of drops that are accelerated towards the contact line of two planes that are inclined to each other. The simulated equilibrium
contact angles of drops in the absence of gravity deviate by 0.8% and 4.4% for $15^\circ \leq \Theta_{\infty} \leq 135^\circ$ to the desired equilibrium contact angle. For higher desired equilibrium contact angles, the relative error between measured and desired equilibrium contact angle increases to 14.3% for $\Theta_{\infty} = 150^\circ$. The reason for these errors in the regime of non-wetting contact angles lies in the challenging detection of SPH particles located in the vicinity of the three-phase contact line and in inaccurately computed wetting forces caused by considering only liquid SPH particles in the corresponding computations for the curvature.

Furthermore, the height of the drop is measured as a function of the applied gravitational forces, adjusted by the Bond number. The simulated height of the drop in the range $3 \leq Bo \leq 40$ is larger than the corresponding capillary length, which may be caused by overestimated curvatures of SPH particles in the vicinity of the three-phase contact line. Lastly, the pinning of drops accelerated towards the contact line of two planes as a function of their inclination angle is investigated. It can be seen that higher inclination angles lead to a stronger deceleration of the moving drop. Moreover, for an inclination angle of $90^\circ$, the liquid drop cannot pass the surface discontinuity of the two planes.

Marangoni forces, which arise due to surface tension gradients and are caused by temperature gradients in this work, are modeled at the liquid-gas interface by computing the surface gradient of temperature using the renormalized kernel gradient. The Marangoni forces are applied to a single layer of liquid SPH surface particles. The accuracy of this approach is verified by comparing the simulated velocity field in a cavity that is heated from one side and cooled from the other side with theory. A relative error of 0.15% between the simulated and theoretical velocity field is obtained for the highest investigated spatial resolution.

To simulate laser-metal interaction problems, the employed numerical model is extended with a model that accounts for the absorption of laser radiation in the emerging vapor plume due to the rapid evaporation of the metal. In the presented model, the absorption of the laser energy by the emerging vapor is assumed to be linearly proportional to the temperature-dependent evaporation coefficient, which the employed evaporation model provides. Moreover, the recoil pressure caused by the metal’s rapid evaporation is computed on a single layer of interfacial SPH particles at the liquid-gas interface. After that, the computed recoil pressure is projected to the position of SPH particle neighbors of the evaporating SPH particle. Thus, the smoothed recoil pressure is obtained for SPH particles located in the vicinity of the liquid-gas interface and can be imposed as a pressure boundary condition to the
PPE and the pressure gradient approximation, analogous to the presented pressure-based surface tension model. The reason for using the smoothed recoil pressure lies in more stable and robust simulations. In addition, due to the melting of titanium, SPH particles that are located initially at the material surface and which may represent aged titanium are possibly located in the bulk when the material is resolidified. Since any triangle of the computed surface mesh consists of three vertices, the effective optical properties of a triangle are computed as a linear combination of the optical properties of the SPH particles that constitute the triangle. Furthermore, an adaptive time-stepping scheme for the solution of the energy equation is introduced to overcome the imposed time step restriction of the employed latent heat model. Within each numerical time step, the energy equation is solved multiple times using a thermal numerical time step that is smaller than the numerical time step used to advance the SPH particles in space according to the momentum balance. Therefore, a linear controller is used to adjust the thermal numerical time step as a function of the material’s heating rate and cooling rate.

The developed numerical model is subsequently used to investigate the laser melting of titanium at atmospheric pressure using argon as an inert gas. Therefore, the weld geometries obtained in simulations of single-line laser tracks on titanium are compared to the weld geometries obtained by experiments for the same set of laser parameters. The experimental data are provided by the LPT of the Friedrich-Alexander-Universität Erlangen-Nürnberg. For each parameter set, three simulations were performed. In these simulations, a clean titanium surface, an aged titanium surface, or a clean titanium surface in conjunction with the presented vapor absorption model are investigated. The aged titanium surface is modeled by initially assigning the optical properties of aged titanium to a boundary layer of SPH particles, whereas the remaining SPH particles are modeled with the optical properties of clean titanium. It was found that the simulated weld geometries obtained for laser parameters that do not lead to evaporation effects agree quantitatively with the experiments when an aged titanium surface is assumed. In contrast, when assuming a clean titanium surface, melt width and depth are underestimated compared to experiments. Nevertheless, the melt width and depth converge to the experimentally measured values for decreasing laser scanning velocities, indicating that the material’s surface quality is essential, especially when the laser is operated at relatively low power. At higher laser powers, the experimentally measured cross-sectional area of the weld shows fluctuations. This behavior may be attributed to complex melt flow or the defocusation of the laser as a result of the evaporating vapor. In the simulations, these fluctuations in the melt geometry cannot be observed, and the simulated melt depth and width
follow the experimental prediction qualitatively. The best agreement with the experiments is obtained when laser absorption in the evaporating metal vapor is considered, and an aged titanium surface is assumed.

Subsequently, the surface geometry of the welding seam has been investigated as a function of laser processing parameters. The processing parameters could be shown to affect the temperature difference between the melt in the vicinity of the solid-liquid phase interface and the material’s melting temperature. The temperature difference is used to compute the Stefan number, which is related to the welding seam’s shape. The wetting forces applied to specific process parameters in these simulations are found iteratively by comparing the simulated welding seam cross-section with the experimentally obtained images of the weld cross-section. As a result, the computed Stefan numbers are related to the wetting forces, which depend on the process parameters of the laser.

The higher the Stefan number, the more elevated the welding seam becomes; hence, the lower the wetting forces in the simulations must be adjusted to match the experimental results. Sufficiently low wetting forces lead to the fragmentation of the liquid melt. The origin of this humping phenomenon, which may occur in welding processes, is assumed to lie in the dependence of wetting forces and the Stefan number. This is in contrast to previous theories which ascribe the origin of the humping phenomenon to Raleigh’s capillary instability [28, 71], Kelvin-Helmholtz instability [105, 203], hydraulic jump [180], or to Marangoni forces [125]. Finally, it could be shown that the measured mean Stefan number increases with increasing laser intensity and scanning velocity.

In the last chapter, simulations of LMD-w and SLM are carried out. The LMD-w process is investigated regarding its applicability to zero-gravity environments. By comparing the LMD-w process with and without gravity, it has been found that the liquid bridge connecting wire and substrate remains more stable in the absence of gravity. A single laser track on polydisperse titanium powder is simulated in the SLM process. Due to the complex geometry of the powder bed, using CSF to model surface tension in this test case is not straightforward due to the orientation of the surface normal vectors on each titanium particle. This is why CSF is replaced with the pairwise force model shown in [139] which does not model Marangoni forces. It could be seen that the melt is accumulating due to attractive forces between SPH particles and moves collectively with the laser beam spot. Since this behavior could not be observed in the laser welding simulation shown in this work, the origin
could lie in absent Marangoni forces. Nevertheless, this observation must be investigated in future work to clarify this phenomenon.
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Appendix

A Derivation of the Fresnel power reflectance

This section presents the derivation of the reflectivity of electromagnetic radiation at an interface between two optical media whose imaginary parts of the refractive index are unequal zero. In contrast to Eqs. (2.22) and (2.23), this leads to a more general formulation of the reflectivity for s- and p-polarization with respect to the plane of incidence. Moreover, both phases are assumed to have the same magnetic permeability. Therefore, in the following, the superscripts (1), e.g. the gas phase, and (2), e.g. the metal irradiated by the laser beam, denote the phases on both sides of the interface. The Fresnel coefficient for s-polarization (perpendicular orientation of the electric field with respect to the plane of incidence) is given by the amplitude ratio of the incident, and reflected electric field, by [231]

\[
\left| \left( \frac{E_r}{E_i} \right)_\perp \right| = \frac{\cos \theta_i - \sqrt{n^2 - \sin^2 \theta_i}}{\cos \theta_i + \sqrt{n^2 - \sin^2 \theta_i}}.
\]  

(A.1)

Here, \( n \) is the ratio of the complex refractive indices of phases (1) and (2), and is given by

\[
n = \frac{n^{(2)}}{n^{(1)}} = \frac{n_2^{(2)}}{n_1^{(1)} + i n_2^{(1)}} = \frac{n_2^{(1)} n_1^{(1)} + n_1^{(2)} n_2^{(2)}}{n_1^{(1)} + n_2^{(1)}} + i \cdot \frac{n_1^{(1)} n_2^{(2)} - n_2^{(1)} n_1^{(2)}}{n_1^{(1)} + n_2^{(1)}}
\]  

(A.2)

Substitution of \( n = \bar{n} + i \bar{k} \), given in Eq. (A.2), into Eq. (A.1) leads to

\[
\left| \left( \frac{E_r}{E_i} \right)_\perp \right| = \frac{\cos \theta_i - \sqrt{\bar{n}^2 - \bar{k}^2 - \sin^2 \theta_i} + 2i \bar{n} \bar{k}}{\cos \theta_i + \sqrt{\bar{n}^2 - \bar{k}^2 - \sin^2 \theta_i} + 2i \bar{n} \bar{k}}.
\]  

(A.3)

By substituting the radicand in Eq. (A.3) using

\[
\bar{N} = \bar{n}^2 - \bar{k}^2 - \sin^2 \theta_i, \quad \bar{K} = 2\bar{n} \bar{k},
\]  

(A.4)
this leads to
\[ \left| \begin{pmatrix} E_r \\ E_i \end{pmatrix} \right|^\perp = \frac{\cos \theta_i - \sqrt{N + iK}}{\cos \theta_i + \sqrt{N + iK}}. \tag{A.5} \]

Taking the square of Eq. A.5 gives the reflectivity for s-polarized light by
\[ R^\perp = \frac{\cos^2 \theta_i - 2 \cos \theta_i \sqrt{r} \cos \left( \frac{1}{2} \phi \right) + r}{\cos^2 \theta_i + 2 \cos \theta_i \sqrt{r} \cos \left( \frac{1}{2} \phi \right) + r}, \tag{A.6} \]
where \( r \) and \( \phi \) are given by
\[ r = \sqrt{N^2 + K^2}, \quad \phi = \arccos \frac{N}{r}. \tag{A.7} \]

Analogously, the reflectivity for p-polarization (parallel orientation of the electric field with respect to the plane of incidence) can be derived. Starting with the Fresnel coefficient for p-polarization given by \[231\]
\[ \left| \begin{pmatrix} E_r \\ E_i \end{pmatrix} \right|^\parallel = \frac{n^2 \cos \theta_i - \sqrt{n^2 - \sin^2 \theta_i}}{n^2 \cos \theta_i + \sqrt{n^2 - \sin^2 \theta_i}}, \tag{A.8} \]
the reflectivity, \( R^\parallel \), is given by
\[ R^\parallel = \frac{\cos^2 \theta_i r'^2 - 2 \cos \theta_i r' \sqrt{r} \cos \left( \phi' - \frac{1}{2} \phi \right) + r}{\cos^2 \theta_i r'^2 + 2 \cos \theta_i r' \sqrt{r} \cos \left( \phi' - \frac{1}{2} \phi \right) + r}, \tag{A.9} \]
using the substitutions given in Eq. (A.10)
\[ \tilde{N}' = n^2 - k^2, \quad r' = \sqrt{\tilde{N}'^2 + K^2}, \quad \tilde{\phi}' = \arccos \frac{\tilde{N}'}{r'}. \tag{A.10} \]

\[ \textbf{B \quad Evaporation model} \]

The mass and heat-loss to the ambiance, and the resultant surface pressure on the surface of the condensed phase, are estimated using the evaporation model by \[101\].

The net mass flux of evaporating particles at the ambient side of the Knudsen layer is given as a function of the flow velocity, \( u_{Kn} \), and gas density, \( \rho_{Kn} \), by
\[ j^{\text{net}} = u_{Kn} \rho_{Kn}. \tag{B.11} \]
Moreover, the pressure, $p_{Kn}$, at the outer edge of the Knudsen layer can be formulated using the ideal gas law by

$$p_{Kn} = p_{Kn} R_{g,sp} T_{Kn} = \rho_{Kn} \frac{k_B}{m_{A,v}} T_{Kn}. \quad (B.12)$$

In addition, according to [101] the pressure ratio and temperature ratio of the gas, relating the properties at the outer edge of the Knudsen layer to the properties directly at the evaporating surface, are given by

$$p_{Kn} = p_s \cdot \frac{\rho_{Kn} T_{Kn}}{\rho_s T_s}, \quad T_{Kn} = T_s \cdot \frac{T_{Kn}}{T_s}. \quad (B.13)$$

C Analytical expressions for the forced heat equation in a bounded domain

The forced heat equation with a Gaussian laser source term represents an inhomogeneous boundary value problem according to

$$\mathcal{L}T = f. \quad (C.14)$$

Here, $\mathcal{L}$ represents a linear differential operator acting on the temperature $T$ and $f$ is the Gaussian laser source term. In order to solve Eq. (C.14) one needs to find an inverse operator that solves this problem according to

$$T = \mathcal{L}^{-1} f. \quad (C.15)$$

Since $\mathcal{L}$ is expected to be an integral operator, a function or kernel, $G$, must be found that fulfills

$$\mathcal{L}^{-1} f(x) = \int_a^b G(x, x') f(x') dx'. \quad (C.16)$$

Here $x'$ marks the spatial position of the source term. If such a functions exists it is called Green’s function to $\mathcal{L}$ and hence

$$T(x) = \int_a^b G(x, x') f(x') dx'. \quad (C.17)$$

This implies that

$$\mathcal{L}G(x, x') = \delta(x - x'), \quad (C.18)$$
where $\delta(x - x')$ is the Dirac delta distribution. Green's functions can be constructed using direct integration, eigenvector expansion, or the Fourier transform. Here, the Fourier transform is used to derive the analytical expressions which are utilized to validate the employed ray tracing approach presented in Chapter 5.

In the first problem, the solution to the three-dimensional forced heat equation,

$$\nabla^2 T - k \frac{\partial T}{\partial t} = f(x, y), \quad (C.19)$$

is required. Therefore, the Green's function to the inhomogeneous heat equation in Eq. (C.33), is given by

$$\frac{\partial}{\partial t} G(x, t; x', t') - D_{th} \nabla^2 G(x, t; x', t') = \delta^d (x - x') \delta(t - t') , \quad (C.20)$$

where $x'$ represents the spatial position at a certain time $t'$ and $\delta^d (x - x')$ denotes the product of $d$ Dirac delta distributions depending on the number of spatial dimensions.

To solve Eq. (C.20), Fourier transformations are applied to the terms that include spatial coordinates according to

$$\mathcal{F} [G(x, t; x', t')] = \tilde{G}(k, t; x', t') ,$$

$$\mathcal{F} [\delta^d (x - x')] = e^{-i k \cdot x'}, \quad (C.21)$$

$$\mathcal{F} [D_{th} \nabla^2 G(x, t; x', t')] = -D_{th} |k|^2 \tilde{G}(k, t; x', t') ,$$

where $\tilde{G}(k, t; x', t')$ is the Fourier transform of $G(x, t; x', t')$ with respect to the spatial coordinates, $k$ is the spatial frequency vector which represents the spatial coordinates in frequency domain, and $\nabla^2$ is the Laplace operator.

Using the Fourier transforms provided by Eq. (C.21), Eq. (C.20) is given by

$$\frac{d}{dt} \tilde{G}(k, t; x', t') + D_{th} |k|^2 \tilde{G}(k, t; x', t') = e^{-i k \cdot x'} \delta(t - t') , \quad (C.22)$$

which represents a first order, linear, inhomogenous differential equation of the form

$$\frac{dy}{dt} + p(t) y = q(t) . \quad (C.23)$$
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Here, \( y, p(t) \) and \( q(t) \) are given by

\[
\tilde{G}(k, t; x', t') = p(t) = D_{th} |k|^2, \quad q(t) = e^{-ikx' \delta(t-t')}. \tag{C.24}
\]

The general solution to Eq. (C.23) is given by

\[
y = e^{-P(t)} \int e^{P(t)} q(t) dt, \quad P(t) = \int_0^t p(t) dt. \tag{C.25}
\]

Applying Eq. (C.25), as well as the initial condition \( \tilde{G}(k, 0; x', t') = 0 \) to equation (C.22), leads to

\[
\tilde{G}(k, t; x', t') = e^{-ikx' - D|k|^2 t} \int_0^t e^{D|k|^2 t'} \delta(t - t') dt', \tag{C.26}
\]

which can be solved according to

\[
\tilde{G}(k, t; x', t') = \begin{cases} 
0 & t < t' \\
e^{-ikx' + D|k|^2 (t-t')} & t > t'
\end{cases}. \tag{C.27}
\]

Equation (C.27) can be written as

\[
\tilde{G}(k, t; x', t') = \Theta(t - t') e^{-ikx' + D|k|^2 (t-t')} \quad \tag{C.28}
\]

using the Heaviside step function \( \Theta_H \). By transforming Eq. (C.28) back to spatial coordinates, Green's function is given by

\[
G(x, t; x', t') = \Theta_H(t - t') S_d(x - x', t - t') \tag{C.29}
\]

which leads to

\[
G(x, t; x', t') = \Theta_H(t - t') S_d(x - x', t - t') \tag{C.30}
\]

where \( S_d \) is the fundamental solution, or heat kernel, of the heat equation given by

\[
S_d(x - x', t - t') = \frac{1}{(4\pi D (t - t'))^d/2} \exp \left( \frac{|x - x'|^2}{4D_{th} (t - t')} \right). \tag{C.31}
\]
Thus, the temperature within an infinite domain is given by

\[ T(x, t) = \int_0^\infty \int_{\mathbb{R}} G(x, t; x', t') f(x', t') \, dx' \, dt'. \]  
\hspace{1cm} (C.32)

In the first problem, the boundary conditions given by

\[ T|_{R^d \times \{0\}} = 0 \, \text{K} \quad \lim_{|x| \to \infty} T = 0 \, \text{K} \]  
\hspace{1cm} (C.33)

shall be imposed. This represents a cube centered in the origin of Euclidean space, whose sides are kept at a constant temperature. The laser source term is applied in the \( x-y \)-plane at \( z/L = 0 \) which means that the domain \( z/L > 0 \) is transparent for laser irradiation.

The method of images is employed to apply the boundary condition to this problem in a bounded domain. Thus, the solution to the forced heat equation can be described by a linear combination of heat sources, \( f \), that are added to Eq. (C.32). To obtain Dirichlet boundary conditions at \( |x| \to L \) an odd periodic extension, where heat sources are placed alternating \( 2L \) periodically in each dimension, is applied to Eq. (C.30). This leads to

\[ G(x, t; x', t') = \frac{\Theta_H(t-t')}{(4\pi D_{th}(t-t'))^{3/2}} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \sum_{o=-\infty}^{\infty} (-1)^{m+n+o} \cdot \exp \left( \frac{(x-x'+2mL)^2 + (y-y'+2nL)^2 + (z-z'+2oL)^2}{4D_{th}(t-t')} \right), \]  
\hspace{1cm} (C.34)

considering an arbitrary source term \( f \) in three dimensions. Finally, the temperature field in the bounded domain is given by

\[ T(x, t) = \int_{t'=0}^{t_1} \int_{z'=-L}^{L} \int_{y'=-L}^{L} \int_{x'=-L}^{L} f(x', t') \frac{f(x', t')}{(4\pi D_{th}(t-t'))^{3/2}} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \sum_{o=-\infty}^{\infty} (-1)^{m+n+o} \cdot \exp \left( \frac{(x-x'+2mL)^2 + (y-y'+2nL)^2 + (z-z'+2oL)^2}{4D_{th}(t-t')} \right) \, dx' \, dy' \, dz' \, dt', \]  
\hspace{1cm} (C.35)

where the integral limits are the spatial domain boundaries and \( t_1 \) represents the pulse duration of the laser beam. Now, \( f \) can be substituted with the Gaussian source term in Eq. (2.49). Moreover, assuming a non-divergent laser
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beam with \( w(z) = w_0 \) whose energy is absorbed by a thin surface layer of material, the integral in \( z' \) vanishes and Eq. (C.35) can be written as

\[
T(x, t) = \frac{2P_0}{\pi w_0^2} \int_{t'}^{t_1} \int_{y'=-L}^{L} \int_{x'=-L}^{L} \frac{1}{(4\pi D_{\text{th}} (t - t'))^{3/2}} \cdot \exp \left( -\frac{2(x'^2 + y'^2)}{w_0^2} \right) \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \sum_{o=-\infty}^{\infty} (-1)^{m+n+o} \\
\cdot \exp \left( \frac{(x - x' + 2mL)^2 + (y - y' + 2nL)^2 + (z + 2oL)^2}{4D_{\text{th}} (t - t')} \right) d{x'}d{y'}d{t} .
\] (C.36)

The second problem is represented by the following set of initial and boundary conditions

\[
T \big|_{R^d \times \{0\}} = 0 \text{ K} , \quad \lim_{z \to 0} \frac{dT}{dt} = 0 \text{ K s}^{-1} \forall t \\
\lim_{|x| \to L} T = 0 \text{ K} , \quad \lim_{|y| \to L} T = 0 \text{ K} , \quad \lim_{z \to -L} T = 0 \text{ K} .
\] (C.37)

This represents a cuboid kept at a constant temperature on all sides except for the plane at \( z/L = 0 \), which is irradiated by the laser beam. Here, adiabatic conditions shall be applied. Following the same procedure which has led to Eq. (C.36), and applying an odd periodic extension to achieve Dirichlet boundary conditions and an even periodic extension to obtain the Neumann boundary condition at \( z/L = 0 \), the solution of the forced heat equation and the given boundary conditions in Eq. (C.37) can be expressed as

\[
T(x, t) = \frac{4P_0}{\pi w_0^2} \int_{t'}^{t_1} \int_{y'=-L}^{L} \int_{x'=-L}^{L} \frac{1}{(4\pi D_{\text{th}} (t - t'))^{3/2}} \cdot \exp \left( -\frac{2(x'^2 + y'^2)}{w_0^2} \right) \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \sum_{o=-\infty}^{\infty} (-1)^{m+n+o} \\
\cdot \exp \left( \frac{(x - x' + 2mL)^2 + (y - y' + 2nL)^2 + (z + 2oL)^2}{4D_{\text{th}} (t - t')} \right) d{x'}d{y'}d{t} .
\] (C.38)
Appendix

D Supplementary material regarding laser welding of titanium

The LPT of the FAU provided the measurement data on the weld width and weld depth shown in Tab. D.1 for various laser processing parameters. The first three columns denote the laser parameters: total power \( P_0 \), laser scanning velocity \( u_l \) and energy density \( E_A \) given by Eq. (7.1). Two measurements of the melt width and depth have been provided for each parameter set, denoted as 1 and 2. The last column shows the quality of the obtained welding seam. One represents a continuous and zero a discontinuous welding seam.

Table D.2 shows the domain sizes, discretization lengths, and resulting number of SPH particles simulated to measure melt width and melt depth as a function of the processing parameters.

To investigate the surface geometry of as a function of the adjusted wetting forces, the laser processing parameters given in Tab. D.3 are investigated. Figure D.1 shows microscopy images of cross sections through the welding seam for various laser process parameters. In dependence on the process parameters, the welding seam is flat (see Fig. D.1a), or becomes more elevated, as can be seen, for instance, in Fig. D.1f.

Figure D.2 shows the histograms that are computed from the SPH particle positions obtained by parameter set 1 and varying wetting forces. All SPH particles that are laying within \( 0.33 \leq x/L \leq 0.54 \) are binned as a function of their \( y \)- and \( z \)-coordinates at \( t = 1 \text{ ms} \). The largest number of SPH particles are positioned in the vicinity of the solid-liquid interface. In contrast, the lowest number of SPH particles is located near the solid-gas interface. With decreasing wetting forces (larger \( \Theta_\infty \)), the welding seam becomes more elevated.

Figure D.3 shows the histograms computed from the SPH particle positions obtained by parameter set 6 and varying wetting forces. All SPH particles that are laying within \( 0.28 \leq x/L \leq 0.58 \) are binned as a function of their \( y \)- and \( z \)-coordinates at \( t = 1 \text{ ms} \).

In addition, the comparison of the weld geometries from experiments and simulations using parameter set 3 and 4 is shown in the appendix. Table D.4 shows the adjusted wetting forces in these simulations. Moreover, Figs. D.4, D.5, D.6, D.7 show the corresponding histograms and extracted contour lines which are compared to the experimental weld geometry.
Table D.1: Experimental measurements of weld width and weld depth as a function of the laser parameters and \( w_0 = 120 \text{ µm} \). The last column denotes the quality of the obtained welding seam. A “1” represents a continuous welding seam, whereas a “0” represents a discontinuous welding seam. Experimental data provided by Florian Huber, LPT, FAU.

<table>
<thead>
<tr>
<th>laser parameter</th>
<th>melt width</th>
<th>melt depth</th>
<th>quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_0 ) W</td>
<td>( u_1 ) mm s(^{-1})</td>
<td>( E_A ) J mm(^{-2})</td>
<td>1 µm</td>
</tr>
<tr>
<td>100.0</td>
<td>900.0</td>
<td>0.46</td>
<td>29.0</td>
</tr>
<tr>
<td>100.0</td>
<td>600.0</td>
<td>0.69</td>
<td>44.0</td>
</tr>
<tr>
<td>100.0</td>
<td>400.0</td>
<td>1.04</td>
<td>63.5</td>
</tr>
<tr>
<td>100.0</td>
<td>250.0</td>
<td>1.67</td>
<td>69.5</td>
</tr>
<tr>
<td>100.0</td>
<td>100.0</td>
<td>4.17</td>
<td>117.0</td>
</tr>
<tr>
<td>200.0</td>
<td>900.0</td>
<td>0.93</td>
<td>41.0</td>
</tr>
<tr>
<td>200.0</td>
<td>600.0</td>
<td>1.39</td>
<td>115.0</td>
</tr>
<tr>
<td>200.0</td>
<td>400.0</td>
<td>2.08</td>
<td>70.0</td>
</tr>
<tr>
<td>200.0</td>
<td>250.0</td>
<td>3.33</td>
<td>150.0</td>
</tr>
<tr>
<td>200.0</td>
<td>100.0</td>
<td>8.33</td>
<td>54.0</td>
</tr>
<tr>
<td>350.0</td>
<td>2000.0</td>
<td>0.73</td>
<td>27.0</td>
</tr>
<tr>
<td>350.0</td>
<td>1500.0</td>
<td>0.97</td>
<td>69.5</td>
</tr>
<tr>
<td>350.0</td>
<td>900.0</td>
<td>1.62</td>
<td>66.0</td>
</tr>
<tr>
<td>350.0</td>
<td>500.0</td>
<td>2.92</td>
<td>126.0</td>
</tr>
<tr>
<td>350.0</td>
<td>250.0</td>
<td>5.83</td>
<td>133.0</td>
</tr>
<tr>
<td>500.0</td>
<td>2000.0</td>
<td>1.04</td>
<td>48.0</td>
</tr>
<tr>
<td>500.0</td>
<td>1500.0</td>
<td>1.39</td>
<td>83.0</td>
</tr>
<tr>
<td>500.0</td>
<td>900.0</td>
<td>2.31</td>
<td>86.5</td>
</tr>
<tr>
<td>500.0</td>
<td>500.0</td>
<td>4.17</td>
<td>200.0</td>
</tr>
<tr>
<td>500.0</td>
<td>250.0</td>
<td>8.33</td>
<td>264.0</td>
</tr>
</tbody>
</table>
Table D.2: Domain dimensions, applied spatial discretization as well as total amount of simulated SPH particles as a function of the laser properties and $w_0 = 120 \, \mu m$.

<table>
<thead>
<tr>
<th>$P$ / W</th>
<th>$v_1$ / m s$^{-1}$</th>
<th>$\Delta x$ / $\mu m$</th>
<th>$L$ / $\mu m$</th>
<th>$H$ / $\mu m$</th>
<th>$D$ / $\mu m$</th>
<th>$N_{\text{SPH}}/1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>900</td>
<td>5.0</td>
<td>1415</td>
<td>400</td>
<td>100</td>
<td>452.80</td>
</tr>
<tr>
<td>100</td>
<td>600</td>
<td>7.5</td>
<td>1415</td>
<td>450</td>
<td>250</td>
<td>374.22</td>
</tr>
<tr>
<td>100</td>
<td>400</td>
<td>7.5</td>
<td>1415</td>
<td>450</td>
<td>250</td>
<td>374.22</td>
</tr>
<tr>
<td>100</td>
<td>250</td>
<td>7.5</td>
<td>1415</td>
<td>600</td>
<td>250</td>
<td>498.96</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>10.0</td>
<td>1415</td>
<td>500</td>
<td>350</td>
<td>248.50</td>
</tr>
<tr>
<td>200</td>
<td>900</td>
<td>7.5</td>
<td>1415</td>
<td>500</td>
<td>200</td>
<td>341.90</td>
</tr>
<tr>
<td>200</td>
<td>600</td>
<td>7.5</td>
<td>1415</td>
<td>550</td>
<td>300</td>
<td>551.88</td>
</tr>
<tr>
<td>200</td>
<td>400</td>
<td>10.0</td>
<td>1415</td>
<td>650</td>
<td>300</td>
<td>276.90</td>
</tr>
<tr>
<td>200</td>
<td>250</td>
<td>10.0</td>
<td>1415</td>
<td>600</td>
<td>350</td>
<td>87.40</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>10.0</td>
<td>1415</td>
<td>900</td>
<td>500</td>
<td>639.00</td>
</tr>
<tr>
<td>350</td>
<td>2000</td>
<td>7.5</td>
<td>1215</td>
<td>605</td>
<td>200</td>
<td>354.29</td>
</tr>
<tr>
<td>350</td>
<td>1500</td>
<td>10.0</td>
<td>1215</td>
<td>605</td>
<td>450</td>
<td>329.40</td>
</tr>
<tr>
<td>350</td>
<td>900</td>
<td>10.0</td>
<td>1215</td>
<td>605</td>
<td>450</td>
<td>329.40</td>
</tr>
<tr>
<td>350</td>
<td>500</td>
<td>10.0</td>
<td>1515</td>
<td>805</td>
<td>360</td>
<td>437.76</td>
</tr>
<tr>
<td>350</td>
<td>250</td>
<td>10.0</td>
<td>1215</td>
<td>805</td>
<td>600</td>
<td>600.24</td>
</tr>
<tr>
<td>500</td>
<td>2000</td>
<td>7.5</td>
<td>1215</td>
<td>605</td>
<td>200</td>
<td>354.29</td>
</tr>
<tr>
<td>500</td>
<td>1500</td>
<td>10.0</td>
<td>1215</td>
<td>605</td>
<td>450</td>
<td>329.40</td>
</tr>
<tr>
<td>500</td>
<td>900</td>
<td>10.0</td>
<td>1215</td>
<td>605</td>
<td>450</td>
<td>329.40</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>10.0</td>
<td>1515</td>
<td>805</td>
<td>360</td>
<td>437.76</td>
</tr>
<tr>
<td>500</td>
<td>250</td>
<td>10.0</td>
<td>1215</td>
<td>805</td>
<td>600</td>
<td>600.24</td>
</tr>
</tbody>
</table>
Table D.3: Domain dimensions, employed spatial discretization as well as total amount of simulated SPH particles as a function of the parameter set given in Tab. 7.1.

<table>
<thead>
<tr>
<th>set</th>
<th>(\Delta x) / (\mu m)</th>
<th>(L) / (\mu m)</th>
<th>(H) / (\mu m)</th>
<th>(D) / (\mu m)</th>
<th>(N_{\text{SPH}})/1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.0</td>
<td>1415</td>
<td>225</td>
<td>100</td>
<td>938.10</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>3415</td>
<td>600</td>
<td>300</td>
<td>615.60</td>
</tr>
<tr>
<td>3</td>
<td>7.5</td>
<td>3415</td>
<td>700</td>
<td>250</td>
<td>1272.24</td>
</tr>
<tr>
<td>4</td>
<td>7.5</td>
<td>3415</td>
<td>700</td>
<td>225</td>
<td>1272.24</td>
</tr>
<tr>
<td>5</td>
<td>7.5</td>
<td>3415</td>
<td>600</td>
<td>225</td>
<td>1272.24</td>
</tr>
<tr>
<td>6</td>
<td>5.0</td>
<td>1665</td>
<td>400</td>
<td>175</td>
<td>932.40</td>
</tr>
<tr>
<td>7</td>
<td>7.5</td>
<td>1665</td>
<td>500</td>
<td>250</td>
<td>490.84</td>
</tr>
</tbody>
</table>

Table D.4: Investigated wetting forces in the simulations with parameter set 3 (\(w_0 = 120\,\mu m\), \(P_0 = 350\,\text{W}\) and \(u_1 = 1500\,\text{mm s}^{-1}\)) and parameter set 4 (\(w_0 = 120\,\mu m\), \(P_0 = 500\,\text{W}\) and \(u_1 = 1500\,\text{mm s}^{-1}\)).

\[
\begin{array}{c|cccc}
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\]
(a) Image of the weld cross section obtained by parameter set 1 in the experiments ($w_0 = 120 \, \mu m$, $P_0 = 100 \, W$, $u_1 = 600 \, mm \, s^{-1}$).

(b) Image of the weld cross section obtained by parameter set 2 in the experiments ($w_0 = 120 \, \mu m$, $P_0 = 350 \, W$, $u_1 = 500 \, mm \, s^{-1}$).

(c) Image of the weld cross section obtained by parameter set 3 in the experiments ($w_0 = 120 \, \mu m$, $P_0 = 350 \, W$, $u_1 = 1500 \, mm \, s^{-1}$).

(d) Image of the weld cross section obtained by parameter set 4 in the experiments ($w_0 = 120 \, \mu m$, $P_0 = 500 \, W$, $u_1 = 1500 \, mm \, s^{-1}$).

(e) Image of the weld cross section obtained by parameter set 5 in the experiments ($w_0 = 120 \, \mu m$, $P_0 = 600 \, W$, $u_1 = 3000 \, mm \, s^{-1}$).

(f) Image of the weld cross section obtained by parameter set 6 in the experiments ($w_0 = 75 \, \mu m$, $P_0 = 350 \, W$, $u_1 = 2000 \, mm \, s^{-1}$).

Figure D.1: Microscopy images of the welding seam cross-sections obtained by experiments for various laser process parameters. Experimental images provided by Florian Huber, LPT, FAU.
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Figure D.2: Histograms of the $x$- and $y$-positions of SPH particles that are located within $0.33 \leq x/L \leq 0.54$ for parameter set 1 ($w_0 = 120 \mu m$, $P_0 = 100$ W, $u_l = 600$ mm s$^{-1}$) at $t = 1$ ms.
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Figure D.3: Histograms of the $x$- and $y$-positions of SPH particles that are located within $0.28 \leq x/L \leq 0.58$ for parameter set 6 ($w_0 = 75 \, \mu m$, $P_0 = 350 \, W$, $u_1 = 2000 \, mm \, s^{-1}$) at $t = 1 \, ms$.

Figure D.4: Histograms of the $x$- and $y$-positions of those SPH particles that are located within $0.34 \leq x/L \leq 0.63$ for parameter set 3 ($w_0 = 120 \, \mu m$, $P_0 = 350 \, W$, $u_1 = 1500 \, mm \, s^{-1}$) at $t = 1 \, ms$. 
Figure D.5: Comparison of the weld geometries obtained by experiments and simulations with varying wetting forces for parameter set 3 ($w_0 = 120 \mu m$, $P_0 = 350 W$, $u_i = 1500$). Experimental images provided by Florian Huber, LPT, FAU.
Figure D.6: Histograms of the $x$- and $y$-positions of those SPH particles that are located within $0.34 \leq x/L \leq 0.63$ for parameter set 4 ($w_0 = 120 \, \mu m$, $P_0 = 500 \, W$, $u_l = 1500 \, mm \, s^{-1}$) at $t = 1 \, ms$.  

(a) $\Theta_\infty = 60^\circ$  

(b) $\Theta_\infty = 65^\circ$  

(c) $\Theta_\infty = 70^\circ$  

(d) $\Theta_\infty = 75^\circ$
Figure D.7: Comparison of the weld geometries obtained by experiments and simulations with varying wetting forces for parameter set 4 ($w_0 = 120 \mu m$, $P_0 = 500 W$, $u_l = 1500 \text{ mm s}^{-1}$). Experimental images provided by Florian Huber, LPT, FAU.
Laser welding, selective laser melting, and wire-based laser metal deposition are joining or additive manufacturing technologies in which a metal is melted by a laser beam. Inappropriate process parameters can lead to defects such as humping or balling, which degrade the mechanical properties of the weld or the manufactured part. In this work, the laser melting process of titanium is investigated by three-dimensional numerical simulations using the Smoothed Particle Hydrodynamics method. The absorption of laser light by the material surface and the emerging vapor is determined using a ray tracing technique. Numerical and mathematical models are developed to predict the interfacial tension and optical properties of titanium. The numerical model is validated with theory and experiments. Among others, single-line laser tracks on titanium have been simulated and compared with experiments. It is shown that the optical properties of titanium used in the experiments differ significantly from atomically clean titanium. Surface roughness, oxidation, or chemical impurities decrease the reflectivity of the titanium surface compared to atomically clean titanium. By assuming an “aged” surface, quantitative agreement between simulation and experiments can be achieved for a wide range of laser parameters. Furthermore, the numerical tool is used to study the homologous wetting of molten titanium with its solid phase. It is shown that the wetting forces affect the geometry of the resolidified melt. High-temperature gradients at the solid-liquid phase interface lead to weak wetting forces, thus promoting the humping phenomenon. Finally, wire-based laser welding of titanium in zero gravity and selective laser melting of polydisperse titanium powder are investigated using the developed model.