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Abstract
Commodity financialization has been a subject of discussion since the 2008 financial crisis. It is estimated that between 2003 and 2008, index investors’ positions increased from $13 billion to $317 billion. Surprisingly, most studies, predominantly based on Granger-causality testing, find no relationship between financialization and commodity prices. We examine the effects of shocks to the common stochastic trends in the index positions, the spot and futures prices of Chicago corn and soybeans, WTI crude oil and Henry Hub natural gas. The results show that financialization has contributed to the price movements of these commodities.
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1 | INTRODUCTION

When in 2007 and 2008 the prices of energy and agricultural commodities increased sharply around the globe it led to protests and riots in several countries (see Headey & Fan, 2010). It was generally held that rising food prices had negative effects on the living standards of low-income households that spend a high proportion of their income on food, according to Engel’s law. The verdict, therefore, was that the food price crisis caused an increase in poverty in many low-income developing countries. However, both theoretically and empirically, the sign of this correlation is controversial (Headey & Martin, 2016). Similar commodity-price bubbles emerged in the mid-1970s, the early 1980s, and more recently, in 2011/2012. Since commodity-price bubbles seem to be a re-emerging phenomenon, it is interesting to examine their causal factors.

Michael Masters, a hedge fund manager, blamed the financialization of commodity markets by commodity index traders (CITs) for the price bubble in 2007 and 2008 (Masters, 2008). This became known as the Master’s hypothesis. The purpose of this paper is to investigate whether commodity markets are financialized by CITs. CITs are investors who invest in a broad portfolio of commodities. The portfolio is typically constructed as an index, including commodities from sectors such as energy, for example, crude oil and gas, livestock, agriculture, for example, wheat, corn, soybeans and sugar, and metals.
Starting in the 1990s, there was a large influx of commodity index investments into commodity markets, both in the futures and over-the-counter (OTC) markets. It is estimated that between 2003 and 2008, the positions of CITs increased from $13 billion to $317 billion (Masters & White, 2008, Chart 5, p. 14). Surprisingly, the great majority of studies, predominantly based on Granger-causality testing, reject the Master’s hypothesis (see the reviews by Bohl, 2016; Fattouh et al., 2013; Irwin & Sanders, 2011; Will et al., 2015). In our paper, we use an alternative estimation strategy that can distinguish between short- and long-run effects. Using weekly data from 2006 to 2018, we investigate the impacts of index-based investments on the spot and futures prices of four internationally important commodities, including Chicago Board of Trade (CBOT) corn and soybeans, West Texas Intermediate (WTI) crude oil, and Henry Hub natural gas.

Energy and agricultural commodities have the largest weights in the two most popular commodity indexes, that is, the Standard and Poor’s Goldman Sachs Commodity Index (S&P GSCI) and the Blomberg Commodity Index (BCI) (formerly called Dow Jones UBS commodity index). The price of WTI crude oil (crude oil for short) is the benchmark for crude oil pricing, and Henry Hub natural gas (natural gas for short) has the most traded natural gas futures. The futures contracts on CBOT corn (corn) and CBOT soybeans (soybeans) are the most actively traded agricultural futures contracts. Applying a structural vector error correction model (SVECM) along the lines of King et al. (1991), we examine the effects of shocks to the common stochastic trends (common stochastic long-term components) in the index positions, the spot and futures prices of the commodities. Our results show that financialization has contributed to the movements of the futures and spot prices for corn, soybeans, crude oil, and natural gas.

1.1 | Review of the relevant literature

In several papers, Irwin and his coauthors, (Irwin & Sanders, 2011, 2012a, 2012b; Irwin et al., 2009; Sanders & Irwin, 2011; Sanders et al., 2010; Yan et al., 2018) investigated commodity futures price effects of index funds from various perspectives. These studies concluded that there are no direct empirical linkages between commodity index investments and commodity futures prices. They also contended that commodity index traders provide market liquidity, support for futures price discovery and contribute to the efficient functioning of the commodity futures markets. Some other studies such as (Babalos & Balcilar, 2017; Brunetti et al., 2016; Bruno et al., 2016) derived similar results. Dimpfl et al. (2017) studied price discovery in spot and futures markets of some agricultural commodities. They concluded that futures speculation does not influence commodity futures price movements in the long-run.

However, some studies found evidence in support of Master’s hypothesis. The study of Tang and Xiong (2012) on index investments and financialization found that index commodities are strongly correlated with the financial markets than nonindex commodities. Hamilton and Wu (2014) observed that over time, the structure of the risk premia for crude oil futures markets has been influenced more by speculative investing than commercial hedging. Frenk and Turbeville (2011) examined calendar spreads for funds that replicate S&P GSCI. They found strong evidence that the rollover strategies of the funds systematically deviate futures prices from their fundamental values. A study of commodity-linked notes by Henderson et al. (2014) suggested that financial investors in commodity markets significantly influenced commodity futures prices. Similarly, Basak and Pavlova (2016) noted that the entry of index investors into commodity futures markets has not only impacted significantly on futures prices but also spot prices. From the literature review, we conclude that the testing of the Master’s hypothesis has produced conflicting results.

1.2 | Motivation for the paper

Although there are several recent and early studies on commodity financialization, policy-oriented contentions on the issue remain. The continuing contentions reflect the importance of this topic and the incomplete understanding of the causative factors of commodity price hikes. Not only that there remains inconclusive evidence on the matter at stake, but the approach and the econometric method we adopt are also different from those used in previous studies in several ways.

---

1We would have preferred to examine daily data. However, the US Commodity Futures Trading Commission (CFTC), which is the sole provider of US futures markets’ positions data, does not make the daily series public.
First, previous studies relied mostly on correlation analysis, price spread investigations, time series regressions, vector autoregressions (VARs), and Granger-causality (GC) tests (Granger, 1969). Our approach follows the common stochastic trends literature (see King et al., 1991; Stock & Watson, 1988). Stock and Watson (1988) noted that many economic variables contain common stochastic trends and that common factors rather than specific factors can better explain the fluctuations in an economic system. Second, previous studies examined the causal linkages between index investment and commodity futures prices without simultaneously taking the dynamic behavior of the spot prices into consideration. According to Gray (1967), speculative trades in futures markets can have an indirect influence on spot prices, at least theoretically. A recent paper by Sockin and Xiong (2015) showed that price pressure exerted by investors in futures markets can be transferred to the spot markets of the underlying commodities. In a SVECM, we exploit the comovements of the spot and futures prices of the commodities to model how commodity futures prices respond to index investment shocks. Third, most of the studies that reject the Master’s hypothesis analyze the time-series data after transformation to stationarity, that is, after first-differencing. This transformation filters out the important long-run properties of the data. Our strategy, instead, is to avoid this over-differencing. Finally, we use data series that are much longer and recent than those used in previous studies.

The rest of the paper is structured as follows. We describe the SVECM and the data in Sections 2 and 3, respectively. The integration and cointegration properties of the data are analyzed in Section 4. We identify the structural model in Section 5 where we also fit the SVECM to the data. We present the results in Section 6. In Sections 7 and 8, we analyze the impacts of net positions on commodity prices. We conclude in Section 9.

2 | ECONOMETRIC MODEL

Since Sims’s (1980) seminal paper, reduced-form VAR models have gained popularity in both theoretical and empirical economics. However, in standard VAR analysis, the usefulness of the reduced-form errors (forecast errors) lies in forecasting. They cannot be given structural interpretations and therefore are not appropriate for economic analysis unless they are linked to the structural disturbances. In this regard, structural VARs and structural VARs with cointegrated variables, in the sense of Granger (1981) and Engle and Granger (1987) have become useful for the analysis of economic systems. King et al. (1991) argued that since temporary fluctuations in an economic series die out with time, long-run fluctuations in the series must be due to long-term factors. In this framework, using a structural vector error correction model (SVECM) to study the effects of productivity shocks, King et al. (1991) found that the innovations to the common stochastic trends explain a significant proportion of fluctuations in output. The model has also been used in other areas of economic research, for example, unemployment shocks Brüggemann (2006); Jacobson et al. (1997).

2.1 | Structural vector error correction model

Given a structural VAR(p) model of a K-dimensional system \( y_t \) and a corresponding reduced-form model, the link between the reduced-form errors \( \epsilon_t \) and the structural disturbances \( u_t \) is

\[
\epsilon_t = Bu_t
\]  

(1)

where \( B \) is a matrix of structural parameters, which measure the instantaneous impacts of a change of one variable on the other variables in the system. The forecast errors \( \epsilon_t \) are specified as a linear combination of the structural disturbances \( u_t \). Through the link in (1), the structural disturbances may be recovered from the forecast errors. The nonsingular covariance matrix \( \Omega_\epsilon \) of the forecast errors is given by

\[
\Omega_\epsilon = BB'
\]  

(2)

where use is made of the standard assumption that the covariance matrix of the structural disturbances \( \Omega_u \) is the identity matrix. Because the matrices \( \Omega_\epsilon \) and \( BB' \) are both symmetric, there are only \( K(K + 1)/2 \) independent equations in (2). This means \( K(K - 1)/2 \) additional equations are necessary to identify all the \( K^2 \) structural
parameters. The traditional approach to the identification problem uses a Cholesky decomposition of $\Omega_c$. That is an unappealing approach because it leads the model to have a spurious Wold causal chain appearance (see Lütkepohl, 2005, p. 72ff). Our strategy follows King et al. (1991). In this procedure, two sets of restrictions are used to identify the structural innovations. The first set of restrictions is obtained from the system’s cointegration structure. The second set of restrictions is obtained by assuming that some disturbances may have only transitory effects on certain variables, usually based on economic theory.

In this setup, the starting point is usually the reduced-form VECM $(p - 1)$ with $r$ cointegration relations,

$$\Delta y_t = \mu + \Pi y_{t-1} + \sum_{i=1}^{p-1} \Gamma_i \Delta y_{t-i} + \epsilon_t \quad (3)$$

where $\Delta$ is first difference operator, $y_t$ is a $K \times 1$ vector of $I(1)$ variables, $\Pi = \alpha \beta'$, where $\alpha$ is $K \times r$ matrix of adjustment coefficients, $\beta'$ is $r \times K$ matrix of cointegration vectors, $r$ is the number of stationary linear combinations in $y_t$, $\Gamma_i, i = 1, 2, \ldots, p - 1$ are $K \times K$ matrices containing short-run coefficients, and $\mu$ is $K \times 1$ vector of fixed intercepts. According to the Granger Representation Theorem (Johansen, 1991, 1995), the process (3) has a Beveridge-Nelson decomposition:

$$y_t = \Xi \sum_{i=1}^t \epsilon_t + \sum_{j=0}^\infty \Xi' \epsilon_{t-j} + y_0^*, t = 1, 2, \ldots \quad (4)$$

The term $\Xi \sum_{i=1}^t \epsilon_t$, which represents the common trends, is the $K$-dimensional random walk component of the system $y_t$. The matrix $\Xi = \beta' \left( I_K - \sum_{i=1}^p \Gamma_i \right) \beta$, where denotes orthogonal complement, depends on the reduced-form VECM parameters and has reduced rank, that is, $\text{rank}(\Xi) = K - r < K$. Hence, there are $K - r$ independent common trends in the system$^2$ (see Lütkepohl, 2005, p. 369). Substituting (1) into the common trends term in (4) and noting that the second term vanishes in the long-run, the long-run impacts of the structural shocks $u_t$ on $y_t$ are given by $\frac{\partial y_t}{\partial u_t} = \Xi B$.

The structural innovations $u_t$ have a nonsingular covariance matrix $\Omega_u$. Therefore, matrix $B$ must be nonsingular. Since $\Xi B$ is a nonsingular transformation of $\Xi$, then $\text{rank}(\Xi B) = K - r$. This means $K - r$ of the structural shocks $u_t$ have permanent effects and the remaining $r$ of them have temporary effects so that $r$ columns of the long-run impact matrix $\Xi B$ can be restricted to zero (see Lütkepohl, 2005, Chapter 9.2, p. 370). However, since $\Xi B$ has reduced rank, each column of zeros represents $K - r$ independent restrictions only, so that the $r$ columns of zeros represent $r(K - r)$ independent restrictions only. Thus, $(K - 1)/2 - r(K - r)$ restrictions remain to be specified for identification. Of the remaining number of restrictions, $r(K - r)/2$ of them are necessary to identify the $r$ temporary shocks and $(K - r)((K - r) - 1)/2$ of them are necessary to identify the $K - r$ permanent shocks.

Formally, the restrictions needed for the identification of the temporary and the permanent shocks may, respectively, be written as follows:

$$R_{vec}(B) = r_s \quad (5)$$

$$R_{\Xi B vec}(\Xi B) = \eta \quad (6)$$

where $R_{\Xi B}$ and $R_s$ are matrices that select the long- and short-run parameters, respectively. $r_s$ and $\eta$ are, usually, vectors of zeros with suitable dimensions and the operator $vec$ stacks the columns of a $m \times n$ matrix into a $mn \times 1$ column vector. These two restrictions together with (2) solve the SVEC.
2.2 Estimation of structural vector error correction model

The estimation of the SVECM model is performed in two steps. The first step involves the estimation of the reduced-form model (3) using Gaussian maximum-likelihood (ML) to obtain the cointegration matrices \( \alpha \) and \( \beta \) as well as the short-run coefficients \( \Gamma_i, i = 1, 2, ..., p - 1 \). Using the estimated cointegration parameters, \( \Xi \) can be computed. In the second step, the structural parameters \( B \) are estimated by maximizing the concentrated log-likelihood \( l_c \):

\[
\log l_c(B) = \text{constant} - \frac{T}{2} \log |B|^2 - \frac{T}{2} \text{tr}(B^{-1}B^{-1}\hat{\Omega}_e)
\]

where \( T \) is the sample size and \( \hat{\Omega}_e \) is the estimated reduced-form VECM error covariance matrix, subject to the long-run restrictions (5) and (6). The ML estimator of matrix \( B \) is consistent and asymptotically normal under the usual assumptions and therefore, the significance of the estimated parameters can be assessed using their \( t \)-ratios.

3 DATA

We use two sets of data for the analysis. The first set consist of Chicago Mercantile Exchange Group commodity prices on corn, soybeans, crude oil, and natural gas. These are drawn from Quandl: www.quandl.com/. The second set consist of long futures positions on the above mentioned commodities. These are drawn from the database of US Commodity Futures Trading Commission (CFTC): www.cftc.gov/. We describe these sets of data in the following.

Since 2006, the CFTC has been publishing weekly\(^3\) commitment of traders (COT) reports on futures and options contracts traded on the US exchanges. The legacy COT report classifies traders into commercial and noncommercial categories. The commercial futures market participants are the dealers of physical commodities. They include consumers, processors, producers, and merchants, as well as swap dealers. They buy or sell futures contracts to hedge their OTC transactions. Swap dealers use the futures markets to hedge their risk against the commodity price risk they face in the cash market. Swap dealers use the futures markets to hedge their OTC transactions. The CFTC (2021) describes the noncommercial futures market participants as speculators, including money managers, for example, hedge funds, institutional investors, for example, pension funds, and many other reportable traders.

Since September 4, 2009, the CFTC also provides disaggregated commitment of traders (DCOT) reports for agriculture, natural gas, electricity, metals, petroleum, and other physical contracts.\(^4\) The DCOT report has four key trader groups. The legacy COT commercial traders’ category is further disaggregated into two subcategories. These include (1) producers/merchants/processors/users and (2) swap dealers. Also, the legacy COT noncommercial traders’ category is further disaggregated into two subcategories namely, (1) money managers and (2) other reportables. The main objective of the disaggregation is to isolate swap dealers from the handlers of physical commodities in the commercial category and isolate the money managers from other reportables in the noncommercial category.

In addition to the legacy COT and DCOT reports, the traders in some 12 agricultural markets are classified into COT commodity index trader supplement. The supplement provides a breakdown of the reportable positions in the agricultural markets into commercial and noncommercial categories and an additional category called commodity index traders (CITs). Thus, the CITs are drawn from both the broad COT commercial and noncommercial categories so that, for example, the swap dealers who are classified as commercial traders in the COT are included as CITs in the supplement. Also, institutional investors such as pension funds that put their funds with money managers are included in the CIT supplement. The CITs and money managers mostly follow a strategy of buying futures contracts listed in commodity indexes and holding them for extended periods, replacing each front-month contract, on expiration, with the next-month contract (CFTC, 2021). Thus, they take mostly long positions so that their net position in the futures markets is mostly positive.

The corn and soybeans data for the analysis consist of spot and futures prices, and long positions in the CFTC CIT supplement. The data for crude oil and natural gas consist of spot and futures prices, and long positions for money

\(^3\)The CFTC has daily positions data, but choose to publish it on weekly basis.

\(^4\)CFTC started providing DCOT data from 2009. But they backcasted (i.e., backward forecasted) the series to 2006.
managers in the DCOT. Thus, for each commodity that we study, that is, corn \((c)\), soybeans \((b)\), crude oil \((o)\), and natural gas \((g)\), the variables under investigation include futures price \((f_t)\), spot price \((s_t)\) and long position series \((i_t)\). Thus, each commodity system may be represented by the vector \((f_t, s_t, i_t)\). We performed all analyses with data expressed in natural logs.

The series for the agricultural commodities, that is, corn \((c)\) and soybeans \((b)\) are presented in Figure 1. Each series consist of weekly observations ranging from January 3, 2006 to April 3, 2018. The series can be visualized as having gone through several phases. It appears that the stochastic processes underlying each series is not stationary. Also, the futures and spot prices move closely together as suggested by the cash-and-carry arbitrage theory. The series for the energy commodities, that is, crude oil \((o)\) and natural gas \((g)\) are presented in Figure 2. Each series consist of weekly observations ranging from June 13, 2006 to April 3, 2018. Like the agricultural commodities, it appears that the stochastic process underlying each series is not stationary. Also, the futures and spot prices move closely together. The long positions in the crude oil and the natural gas markets have slight upward trends.

### 4 | INTEGRATION AND COINTEGRATION PROPERTIES OF THE DATA

For the analysis of the SVECM model, the cointegration properties of the series will provide useful information for the identification of the structural innovations (Lütkepohl, 2005, p. 366). In the next section, we examine the integration and cointegration properties of the data.

#### 4.1 | Tests for unit root

To investigate the underlying data generating processes for each series, we apply the Augmented Dickey-Fuller (ADF) test (Dickey & Fuller, 1979) for the presence of a stochastic trend (null hypothesis of a unit root). We include both an

---

5We use long positions for the analysis because Masters (2008) asserts that long positions of CITs exert upward pressure on commodity futures prices.
intercept and a linear trend term in each ADF regression for the series in levels. In the regressions for the first differences, we include only intercepts. These specifications are plausible given the time series plots in Figures 1 and 2. Initially, we set the maximum number of lags to $p_{\text{max}} = 19$ based on Schwert’s criterion (Schwert, 2002) and allowed the optimal number of lagged differences to be chosen by the standard information criteria, that is, the BIC and the AIC (see Lütkepohl, 2005, Chapter 4). However, the different criteria preferred a different number of lagged differences, and sometimes residual autocorrelation remains. To obtain the number of lags that remove residual autocorrelation, we estimate a sequence of ADF regressions with an increasing number of lagged differences for $p = 1, 2...$ in an iterative loop. The optimal $p$ is chosen when the null hypothesis of no remaining residual autocorrelation cannot be rejected.

We performed all the tests by specifying a significance level of 0.05. Table 1 shows the tests results. The left panel shows the test results for the series in levels. For each commodity system, we cannot reject the null hypothesis of unit root in the levels of the series $f_s, t_t, i_t$ since the ADF test statistics are larger than the 5% critical values of this left-tailed test. For the first differences $\Delta f_s, \Delta t_t, \Delta i_t$ in the right panel, we reject the unit root null hypothesis in each series because the ADF test statistics are smaller than the ADF critical values. We can therefore treat all the series as $I(1)$ variables.

**FIGURE 2** Log of long futures positions of money managers, spot and nearby futures prices of crude oil and natural gas

4.2 | Johansen rank tests for cointegration

In this analysis, we have $K = 3$ variables for each commodity system. They include the long positions ($i_t$), the spot price ($s_t$) and the futures price ($f_t$). Thus, there can be at most two cointegration relations for each commodity system where one cointegration relation implies two common trends among the variables and two cointegration relations imply one common trend. To identify the number of common trends for each commodity system, we performed the two variants of the Johansen cointegration (rank) tests: the trace and the maximum eigenvalue tests. The two tests differ in the alternative hypothesis. Both tests first assess the null hypothesis of $r = 0$ cointegration relations among the three-dimensional time series. The alternative null hypothesis is three cointegration relations (trace test) or $r + 1$ cointegration relations (maximum eigenvalue test). Both tests proceed with testing for the rank of matrix $\Pi = \alpha \beta$ in (3), and each consist of a sequence of testing with increasing $r$. The test sequence is terminated when the null hypothesis cannot be rejected for the first time. There is cointegration among the time series if $0 < r < 3$. If $r = 3$, the time series
are not cointegrated and if \( r = 0 \), the time series are all stationary. To illustrate the Johansen model specification, it is useful to restate the VECM \((p - 1)\) in (3) as follows:

\[
\Delta y_t = \alpha (\beta y_{t-1} + c_0 + d_0 t) + \sum_{i=1}^{p-1} \Gamma \Delta y_{t-i} + c_1 + d_1 t + \varepsilon_t.
\]

where \( y_t, \alpha, \beta, \varepsilon_t \), and \( \Delta \) remain as defined previously. \( c_0 \) is an \( r \times 1 \) vector of intercepts in the cointegrating relations, \( d_0 \) is an \( r \times 1 \) vector of linear time trends in the cointegrating relations, \( c_1 \) is an \( K \times 1 \) vector of linear trend terms in the levels of the data and \( d_1 \) is a \( K \times 1 \) vector of coefficients for quadratic trend terms in the levels of the data. Considering the plots in Figures 1 and 2, we allowed for intercepts \( c_0 \) in the cointegration relations and linear trends \( c_1 \) in the levels of the data. To obtain the VAR orders for each system, we estimate a sequence of VARs, that is, \( \text{VAR}(p) \), \( p = 1, 2, \ldots \) in an iterative loop. For each \( \text{VAR}(p) \), we use the test of Ljung and Box (Box et al., 1994) to check for remaining residual autocorrelation for each series in the system. The optimal \( p \) for the VAR is chosen when the null hypothesis of no remaining autocorrelation cannot be rejected simultaneously for all the system residuals.

Table 2 reports the results of the cointegration tests for each commodity system \((f_t, s_t, i_t)\). We performed each test at the 0.05 significance level. In the sequence of null hypothesis for different values of \( r \), the decision \( h = 0 \), that is, the cointegration rank, is determined when the \( p \)-value exceeds 0.05. For the corn system, the trace test suggests that there exist two cointegration relations, that is, one common trend in \((f_t, s_t, i_t)\). On the other hand, the maximum eigenvalue test suggests the existence of one cointegration relation, that is, two common trends in \((f_t, s_t, i_t)\). Since the trace test has smaller BIC and AIC values, the corn system is best characterized by one common trend. Both tests provide evidence of two common trends for soybeans and natural gas systems and one common trend for the crude oil system.

| Table 1 | ADF tests for unit root in the spot prices, the futures prices, and the long positions of commodity index traders in corn and soybeans markets, and money managers in crude oil and natural gas markets |
|-----------------------------------|------------------|------------------|------------------|
| **Series in levels** | **Series in first differences** |
| | **Series** | **h** | **Stat** | **cValue** | **BIC** | **Lags** |
| **Corn** | | | | | | |
| \( f_t \) | | 0 | -2.453 | -3.418 | -2176.086 | 1 |
| \( s_t \) | | 0 | -2.297 | -3.418 | -2116.721 | 1 |
| \( i_t \) | | 0 | -3.416 | -3.418 | -2823.603 | 9 |
| **Soybeans** | | | | | | |
| \( f_t \) | | 0 | -2.181 | -3.418 | -2452.823 | 1 |
| \( s_t \) | | 0 | -2.095 | -3.418 | -2374.105 | 5 |
| \( i_t \) | | 0 | -2.842 | -3.418 | -2742.414 | 2 |
| **Crude oil** | | | | | | |
| \( f_t \) | | 0 | -2.903 | -3.418 | -1943.722 | 8 |
| \( s_t \) | | 0 | -2.554 | -3.418 | -2095.019 | 7 |
| \( i_t \) | | 0 | -3.274 | -3.418 | -1678.371 | 15 |
| **Natural gas** | | | | | | |
| \( f_t \) | | 0 | -3.097 | -3.418 | -1599.431 | 1 |
| \( s_t \) | | 0 | -3.403 | -3.418 | -1438.622 | 1 |
| \( i_t \) | | 0 | -2.939 | -3.418 | -1384.005 | 1 |

Note: \( s_t \) is the spot price, \( f_t \) is the futures price and \( i_t \) is the long positions. \( \Delta \) is first difference operator. Stat is the test statistic, and \( cValue \) is the critical value. \( h \) is the test decision where 0 indicates a failure to reject the null hypothesis of unit root and 1 indicates rejection of the null hypothesis. The number of lags for each series was chosen such that no residual autocorrelation remains.
5 | IDENTIFICATION OF THE STRUCTURAL MODEL

For each commodity system, the number of structural parameters in matrix $B$, to be estimated, is $K^2 = 9$. Of these, only $K(K + 1)/2 = 6$ are identified, so we require a total of three additional restrictions for the identification of all the structural parameters. The cointegration structure of each system provides a number of the required restrictions (see Lütkepohl, 2005, Chapter 9.2) for the discussion of the structural model identification. In the cointegration tests, we find $r = 1$ cointegration relation (i.e., two common trends) for soybeans and natural gas systems and $r = 2$ cointegration relations (i.e., one common trend) for corn and crude oil systems. We will therefore discuss the structural model identification for both cases of one and two cointegration relations.

Suppose $r = 1$, that is, one stationary relation, we can impose one column of zeros on the long-run impact matrix $\Xi B$ (see Lütkepohl, 2005, Chapter 9.2). This means that a shock to one of the variables has zero long-run impact on the system. But one column of zeros in $\Xi B$ represents one independent restriction only. Thus, of the three required restrictions, only one is provided by the cointegration structure. Therefore, we need two additional restrictions for the identification of all the structural shocks. Specifically, to identify all the permanent shocks, we need one additional restriction and to identify all the temporary shocks, we also need one additional restriction. Now, suppose $r = 2$, that is, two stationary relations, there are two short-run shocks so matrix $\Xi B$ can have at most two columns of zeros. This means that the shocks to some two variables in the system do not have long-run impacts. The two columns of zeros in $\Xi B$, implied by the cointegration structure, represent two independent restrictions only. Since there is only one permanent shock, it is identified without further restrictions. However, one additional restriction is needed to disentangle the effects of the two temporary shocks.

For both cases of $r = 1$ and $r = 2$, the restrictions provided by the cointegration structure are not enough. Therefore, we need to make some assumptions to obtain additional restrictions. Economic theory sometimes suggests that some variables in an economic system can have only short-run effects on certain variables while some other variables can
have long-run effects. For example, a typical assumption in classical macroeconomics is that nominal variables have only short-run impacts on real variables, for example, the impact of money supply on unemployment or real GDP. Similarly, we make assumptions based on the well-known comovement behavior between spot and futures prices of commodities to impose the remaining restrictions on the structural model.

Financial theory, based on the cash-and-carry arbitrage model, predicts a relative 1:1 correspondence between spot and futures price of assets (Hull, 2016, Chapter 5). This means that the dynamics of spot and futures markets are determined simultaneously. Therefore, we can say that the spot price has no impact on the futures price or vice versa.

For \( r = 1 \), we have two common trends in \((f_t, s_t, i_t)\). Ordering the structural shocks to the futures price \( \epsilon_f^t \), the spot price \( \epsilon_s^t \) and the long positions \( \epsilon_i^t \) in the vector \((\epsilon_f^t, \epsilon_s^t, \epsilon_i^t)\), the short- and long-run impact matrices maybe specified respectively as follows:

\[
B = \begin{pmatrix} * & 0 & * \\ * & * & * \\ * & * & * \end{pmatrix}, \quad \Xi B = \begin{pmatrix} 0 & 0 & * \\ 0 & 0 & * \\ 0 & * & * \end{pmatrix},
\]

where the asterisks represent the unrestricted impact estimates. The principal diagonal elements represent own impact estimates. The structure of matrix \( B \) means that the spot price shock \( \epsilon_s^t \) has zero short-run impact on the futures price. The structure of matrix \( \Xi B \) means that the futures price shock \( \epsilon_f^t \) has zero long-run impact on all the system variables. This is based on the cointegration structure. In addition, the spot price shock \( \epsilon_s^t \) has zero long-run impact on the futures price. Of course, we could have instead imposed the long-run restrictions implied by the cointegration structure on the spot price shock, that is, zeros in the second column of \( \Xi B \). The long positions shock \( \epsilon_i^t \) is allowed to have nonzero short- and long-run impacts on all the variables. Together, all the 0s represent three independent restrictions, as explained above.

For \( r = 2 \), we have one common trend in \((f_t, s_t, i_t)\). The structures of the short- and long-run impacts matrices are

\[
B = \begin{pmatrix} * & * & * \\ * & * & * \\ * & * & * \end{pmatrix}, \quad \Xi B = \begin{pmatrix} 0 & 0 & * \\ 0 & 0 & * \\ 0 & * & * \end{pmatrix},
\]

where the asterisks represent the unrestricted impact estimates, with the principal diagonal elements representing own impact estimates. Together, the 0s represent three independent restrictions. The cointegration structure entirely defines matrix \( \Xi B \), and where we allowed the long positions shock \( \epsilon_i^t \) to have nonzero impacts on all the variables. Matrix \( B \) is based on the assumption that the futures price shock \( \epsilon_f^t \) has zero short-run effect on the spot price.

6 | RESULTS

Since the results will depend on the identification restrictions, we will estimate the structural model based on both possible cases of the model identification to check the robustness of the impacts of long positions on the commodity prices.

---

6In each matrix, the first row contains the impacts on the futures price, the second row contains the impacts on the spot price and the third row contains the impacts on long positions.

7If instead, we impose the long-run restrictions implied by the cointegration structure on the spot price shock and allow the futures price shock to have zero impacts on the spot price, then using the same ordering \((\epsilon_f^t, \epsilon_s^t, \epsilon_i^t)\), the structures of the short- and long-run matrices are

\[
B = \begin{pmatrix} * & * & * \\ 0 & * & * \\ * & * & * \end{pmatrix}, \quad \Xi B = \begin{pmatrix} 0 & 0 & * \\ 0 & 0 & * \\ 0 & * & * \end{pmatrix}.
\]

8If we assume instead that the spot price shock \( \epsilon_s^t \) has zero short-run impact on the futures price, then matrix \( B \) is defined as follows:

\[
B = \begin{pmatrix} * & 0 & * \\ 0 & * & * \\ * & * & * \end{pmatrix}.
\]
6.1 | The point estimates

Using the identification scheme that we described above, we estimated the short- and long-run impacts of the shocks to the spot price, the futures price, and the long positions in each commodity market. Bootstrap t-values, based on 4000 replications, are in parenthesis.9

- Corn system \((\epsilon_t^s, \epsilon_t^f, \epsilon_t^l)\) characterized by one common trend

\[
B^1 = \begin{pmatrix}
0.017 & 0.020 & \mathbf{0.036} \\
(3.573) & (1.889) & (4.227) \\
0 & 0.022 & 0.041 \\
(2.658) & (5.110) & \\
0.002 & -0.017 & 0.015 \\
(0.203) & (-2.423) & (3.396)
\end{pmatrix}, \Xi B^1 = \begin{pmatrix}
0 & 0 & \mathbf{0.055} \\
(3.772) & & \\
0 & 0 & \mathbf{0.060} \\
(3.772) & & \\
0 & 0 & 0.014 \\
(3.772) & &
\end{pmatrix}.
\]

\[
B^2 = \begin{pmatrix}
0.027 & 0 & \mathbf{0.036} \\
(3.271) & & (4.169) \\
0.017 & 0.014 & \mathbf{0.041} \\
(1.706) & (3.331) & (5.048) \\
-0.012 & -0.013 & 0.015 \\
(-2.078) & (-1.652) & (3.481)
\end{pmatrix}, \Xi B^2 = \begin{pmatrix}
0 & 0 & \mathbf{0.055} \\
(3.854) & & \\
0 & 0 & \mathbf{0.060} \\
(3.854) & & \\
0 & 0 & 0.014 \\
(3.854) & &
\end{pmatrix}.
\]

In \(B^1\) of (7), the futures price shock is restricted to have zero short-run impact on the spot price. Conversely, in \(B^2\) of (8), the spot price shock is restricted to have zero short-run impact on the futures price. Note first that, whereas shocks to long positions induce positive signs on the coefficients for the spot and futures prices, the shocks to the spot and futures prices induce mostly negative signs on the coefficients of long positions. In both (7) and (8), the principal diagonal coefficients of the short-run impact matrix \(B\), which give the impacts of own shocks, are statistically significant. More interesting or important are the last columns of matrices \(B\) and \(\Xi B\), where we have the short- and long-run impacts of the long positions’ shocks. In these columns, the coefficients in (7) and (8), highlighted in bold, indicate that the way the identifying restrictions are imposed does not matter for the impact of the long positions’ shock. At the 5% level, the coefficients are significantly positive as they are more than two standard errors from 0. These suggest that the long positions of commodity index traders in corn futures markets impact positively on corn prices, both in the short and long runs.

- Soybeans system \((\epsilon_t^s, \epsilon_t^f, \epsilon_t^l)\) characterized by two common trends

\[
B^1 = \begin{pmatrix}
0.009 & 0 & \mathbf{0.037} \\
(2.189) & & (14.466) \\
-0.038 & 0.037 & \mathbf{0.034} \\
(-0.070) & (0.068) & (14.073) \\
0.032 & -0.051 & 0.011 \\
(0.071) & (-0.113) & (4.790)
\end{pmatrix}, \Xi B^1 = \begin{pmatrix}
0 & 0 & \mathbf{0.036} \\
(9.880) & & \\
0 & 0.000 & \mathbf{0.037} \\
(9.878) & & \\
0 & -0.027 & 0.014 \\
(-0.906) & (3.161)
\end{pmatrix}.
\]

\[
B^2 = \begin{pmatrix}
0.009 & -0.003 & \mathbf{0.037} \\
(0.202) & (-0.068) & (15.461) \\
0 & 0.012 & \mathbf{0.034} \\
(2.697) & (13.892) & \\
-0.020 & -0.010 & 0.010 \\
(-0.499) & (-0.268) & (4.617)
\end{pmatrix}, \Xi B^2 = \begin{pmatrix}
-0.000 & 0 & \mathbf{0.036} \\
(-2.397) & & (10.084) \\
0 & 0 & \mathbf{0.037} \\
(10.087) & & \\
-0.027 & 0 & 0.013 \\
(-2.397) & (3.044)
\end{pmatrix}.
\]

In (9), the spot price shock is restricted to have zero short- and long-run impacts on the futures prices. The futures price shock has zero long-run impact on the system. Conversely, in (10), the futures price shock is restricted to have zero short- and long-run impacts on the spot price. The spot price shock has zero long-run impact on the system. The results indicate that the way the restrictions are imposed does not matter for the role of the variable of interest. The estimates in the last columns, highlighted in bold, mean that at the 5% level, the long positions of commodity index traders in soybeans futures market impact significantly on soybeans prices, both in the short and long runs.

---

9We varied the number of bootstrap replications to above and below 4000, but the qualitative results do not change.
**Forecast error variance (FEV) decompositions**

FEV decomposition of a variable is the proportion of $h$-step ahead forecast error variance accounted for by the innovations of each variable in the system. Table 3 gives the FEV for corn system (top panel) and crude oil system (bottom panel), up to 20 periods.\(^1\) Both systems are characterized by one common trend. The top panel shows that the long positions of index traders account for a high proportion of the forecast error variance in the futures and spot prices for corn. The innovations to the long positions of index traders account for 64%–74% of the forecast error variance in the futures price and about 78% of the forecast error variance in the spot price at any forecast horizon.

The lower panel of Table 3 gives the variance decomposition in the crude oil system. The contribution of the long positions of money managers to the forecast error variances of the spot and futures prices increase with increasing horizon. The variance decompositions for soybeans and natural gas systems are shown Table 4 where we see even

---

\(^1\)Like the point estimates we discussed in the last section, the FEVs depend on the identifying restrictions. The FEVs in Table 3 are based on the assumption that the spot price shock has zero impact on the futures price. We also used the restriction that the futures price shock has zero impact on the spot price. For the variable of interest, that is, the long positions, the identification scheme has little effects on the qualitative values of the FEVs.
stronger impacts of investment positions on the futures prices. Thus, in all the systems, the long positions are important in explaining the forecast error variances of the commodity prices.

### 7 | THE IMPACTS OF NET POSITIONS

The CFTC reports both short and long positions data on the commodities in our analysis. We used long positions for the previous analysis. We find that the positions of commodity index traders and money managers impact on commodity prices except the market prices for natural gas. Figure 3 might explain the lack of evidence that long positions of money managers impact on natural gas prices. The plots show the net positions (long positions minus short positions) on the commodities in our analysis. Except for natural gas, the positions on the remaining commodities are net long. That is, money managers in the natural gas futures market take mostly short positions.

### Table 3 | Forecast error variance decomposition: corn and crude oil systems

<table>
<thead>
<tr>
<th>Period</th>
<th>Futures price ($f^c_t$)</th>
<th>Spot price ($s^c_t$)</th>
<th>Positions ($i^c_t$)</th>
<th>Futures price ($f^o_t$)</th>
<th>Spot price ($s^o_t$)</th>
<th>Positions ($i^o_t$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.36 0.00 0.64</td>
<td>0.13 0.09 0.78</td>
<td>0.28 0.30 0.42</td>
<td>0.75 0.00 0.25</td>
<td>0.53 0.26 0.21</td>
<td>0.22 0.00 0.78</td>
</tr>
<tr>
<td>2</td>
<td>0.37 0.00 0.63</td>
<td>0.15 0.08 0.77</td>
<td>0.27 0.29 0.44</td>
<td>0.76 0.01 0.23</td>
<td>0.69 0.09 0.22</td>
<td>0.26 0.00 0.74</td>
</tr>
<tr>
<td>3</td>
<td>0.36 0.00 0.64</td>
<td>0.15 0.07 0.77</td>
<td>0.25 0.29 0.45</td>
<td>0.73 0.01 0.26</td>
<td>0.70 0.06 0.24</td>
<td>0.27 0.00 0.73</td>
</tr>
<tr>
<td>4</td>
<td>0.36 0.00 0.64</td>
<td>0.16 0.07 0.77</td>
<td>0.25 0.29 0.46</td>
<td>0.64 0.01 0.35</td>
<td>0.66 0.04 0.30</td>
<td>0.29 0.00 0.71</td>
</tr>
<tr>
<td>5</td>
<td>0.35 0.00 0.64</td>
<td>0.17 0.07 0.77</td>
<td>0.24 0.28 0.48</td>
<td>0.53 0.01 0.46</td>
<td>0.55 0.04 0.42</td>
<td>0.28 0.00 0.71</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>15</td>
<td>0.30 0.00 0.70</td>
<td>0.20 0.03 0.77</td>
<td>0.19 0.19 0.62</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>16</td>
<td>0.29 0.00 0.71</td>
<td>0.20 0.03 0.77</td>
<td>0.19 0.18 0.63</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>17</td>
<td>0.28 0.00 0.71</td>
<td>0.19 0.03 0.78</td>
<td>0.19 0.17 0.64</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>18</td>
<td>0.28 0.00 0.72</td>
<td>0.19 0.03 0.78</td>
<td>0.19 0.17 0.65</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>19</td>
<td>0.27 0.00 0.73</td>
<td>0.19 0.03 0.79</td>
<td>0.19 0.16 0.65</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>20</td>
<td>0.26 0.00 0.74</td>
<td>0.18 0.03 0.79</td>
<td>0.19 0.15 0.66</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Note: This table presents the forecast error variance decomposition of spot prices $s_t$, futures prices $f_t$ and long positions $i_t$ in corn system ($f^c_t$, $s^c_t$, $i^c_t$) (top panel) and crude oil system ($f^o_t$, $s^o_t$, $i^o_t$) (bottom panel). At each period, the estimates show the proportion of the forecast error variance in the dependent variable attributable to each variable.
Most studies on commodity financialization use net positions or similar measures to analyze the impact of financialization on commodity futures markets. The argument is that some traders that hold long positions may also hold offsetting short positions. We follow the same procedures outlined in the previous analysis to examine the impacts of net positions on commodity prices. Since we already performed ADF unit root tests for the spot and futures prices, we only perform unit root tests for net positions in this section. Except the natural gas series, the net positions exhibit trending behavior. We, therefore, allowed for linear trends in the ADF regressions for corn, soybeans and crude oil series, and an intercept in the series for natural gas. Table 5 reports the test results. There is evidence of unit root in the levels of the net positions, but there is no such evidence in the first differences of the series. Hence, the net positions can be treated as I(1) variables.

We also investigate whether the net positions share common trends with the spot and futures prices. In the systems for corn, soybeans and crude oil, we allowed for linear trends in the levels of the data and intercepts in

<table>
<thead>
<tr>
<th>Period</th>
<th>Futures price ( f_t^b )</th>
<th>Spot price ( s_t^b )</th>
<th>Positions ( i_t^b )</th>
<th>Futures price ( f_t^g )</th>
<th>Spot price ( s_t^g )</th>
<th>Positions ( i_t^g )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.06</td>
<td>0.00</td>
<td>0.94</td>
<td>0.37</td>
<td>0.34</td>
<td>0.30</td>
</tr>
<tr>
<td>2</td>
<td>0.04</td>
<td>0.03</td>
<td>0.93</td>
<td>0.36</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>3</td>
<td>0.03</td>
<td>0.02</td>
<td>0.95</td>
<td>0.32</td>
<td>0.29</td>
<td>0.39</td>
</tr>
<tr>
<td>4</td>
<td>0.02</td>
<td>0.01</td>
<td>0.97</td>
<td>0.29</td>
<td>0.26</td>
<td>0.45</td>
</tr>
<tr>
<td>5</td>
<td>0.03</td>
<td>0.02</td>
<td>0.95</td>
<td>0.26</td>
<td>0.23</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Note: This table presents the forecast error variance decomposition of spot prices \( s_t \), futures prices \( f_t \) and long positions \( i_t \) in soybeans \( b \) system \((f_t^b, s_t^b, i_t^b)\) (top panel) and natural gas \( g \) system \((f_t^g, s_t^g, i_t^g)\) (bottom panel). At each period, the estimates show the proportion of the forecast error variance in the dependent variable attributable to each variable.
the cointegration relations. For the natural gas system, we allowed for only intercepts in both the cointegration relations and the levels of the data. The cointegration test results are presented in Table 6. For all the commodity systems, the trace and maximum value tests provide the same evidence of the number of common trends. That is, one cointegration relation for corn system and two cointegration relations for soybeans, crude oil, and natural gas systems.

8 | RESULTS: THE IMPACTS OF NET POSITIONS

Following a similar identification scheme in Section 5, we estimated the short- and long-run impacts of shocks to the spot price, the futures price, and the net positions in corn, soybeans, crude oil, and natural gas futures markets.11

11In the previous analysis involving gross long positions, we placed the short- and long-run restrictions on the futures price shock and then on the spot price shock. We conduct a similar analysis with net positions, but we present only the results for the case in which the futures price shock is restricted to have zero impact on the spot price. Placing the restrictions on the spot price shock does not affect our conclusions.
<table>
<thead>
<tr>
<th>Trace test</th>
<th>Eigenvalue test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Corn</strong></td>
<td><strong>Soybeans</strong></td>
</tr>
<tr>
<td>0 1 35.015</td>
<td>0 1 71.850</td>
</tr>
<tr>
<td>1 0 11.610</td>
<td>1 1 33.818</td>
</tr>
<tr>
<td>2 0 6.830</td>
<td>2 0 6.700</td>
</tr>
<tr>
<td><strong>Soybeans</strong></td>
<td><strong>Crude oil</strong></td>
</tr>
<tr>
<td>0 1 118.474</td>
<td>0 1 118.474</td>
</tr>
<tr>
<td>1 1 29.675</td>
<td>1 1 29.675</td>
</tr>
<tr>
<td>2 0 6.700</td>
<td>2 0 6.700</td>
</tr>
<tr>
<td><strong>Crude oil</strong></td>
<td><strong>Natural gas</strong></td>
</tr>
<tr>
<td>0 1 141.519</td>
<td>0 1 141.519</td>
</tr>
<tr>
<td>1 1 15.351</td>
<td>1 1 15.351</td>
</tr>
<tr>
<td>2 0 1.428</td>
<td>2 0 1.428</td>
</tr>
</tbody>
</table>

Note: Cointegration tests for the system \( (f_s, s_t, n_t) \): \( f_s \) is the futures price, \( s_t \) is the spot price, \( n_t \) is the net positions. \( r \) is the null hypothesis and \( h \) is the test decision where 1 denotes rejection of the null hypothesis and 0 denotes a failure to reject the null hypothesis. The number of lags for each VAR was chosen such that no system residual autocorrelation remains.

- **Corn system** \((\epsilon^f_t, \epsilon^s_t, \epsilon^l_t)\)

\[
B = \begin{pmatrix}
0.010 & -0.004 & -0.043 \\
(1.552) & (-0.459) & (-1.193) \\
0 & 0.008 & -0.045 \\
(1.495) & (1.949) & (-1.190) \\
0.039 & 0.045 & 0.008 \\
(1.439) & (1.229) & (1.256)
\end{pmatrix}
\]
\[
\Xi B = \begin{pmatrix}
0 0 -0.051 \\
0 0.003 & -0.055 \\
0.043 & 0.030 \\
(1.252) & (1.253) & (1.180)
\end{pmatrix}
\]  \hspace{1cm} (15)

- **Soybeans system** \((\epsilon^f_t, \epsilon^s_t, \epsilon^l_t)\)

\[
B = \begin{pmatrix}
0.009 & 0.003 & -0.037 \\
(2.165) & (0.345) & (-1.593) \\
0 & 0.016 & -0.032 \\
(2.910) & (2.357) & (-1.583) \\
0.061 & 0.037 & 0.018 \\
(1.510) & (1.567) & (1.576)
\end{pmatrix}
\]
\[
\Xi B = \begin{pmatrix}
0 0 -0.038 \\
0 0.003 & -0.040 \\
0.034 & 0.034 \\
(1.252) & (1.253) & (1.355)
\end{pmatrix}
\]  \hspace{1cm} (16)

- **Crude oil system** \((\epsilon^f_t, \epsilon^s_t, \epsilon^l_t)\)

\[
B = \begin{pmatrix}
0.020 & 0.027 & 0.023 \\
(9.090) & (5.955) & (3.591) \\
0 & 0.026 & 0.013 \\
(10.859) & (3.355) & (3.855) \\
-0.030 & -0.030 & 0.067 \\
(-2.221) & (-3.492) & (7.292)
\end{pmatrix}
\]
\[
\Xi B = \begin{pmatrix}
0 0 0.062 \\
0 0 0.063 \\
0 0.034 \\
(6.590) & (6.590) & (6.590)
\end{pmatrix}
\]  \hspace{1cm} (17)

**TABLE 6**  Johansen cointegration tests among the net positions, the spot and futures prices of corn, soybeans, crude oil, and natural gas

\( \Xi \) is the cointegration matrix and \( B \) is the cointegration vector.
TABLE 7 Forecast error variance decomposition: corn and crude oil systems with net positions

<table>
<thead>
<tr>
<th>Period</th>
<th>Futures price ($f_t^c$)</th>
<th>Spot price ($f_t^o$)</th>
<th>Net positions ($neti_t^c$)</th>
<th>Net positions ($neti_t^o$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_t^c$</td>
<td>$s_t^c$</td>
<td>neti_t^c</td>
<td>$f_t^o$</td>
</tr>
<tr>
<td>1</td>
<td>0.06</td>
<td>0.00</td>
<td>0.94</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.06</td>
<td>0.00</td>
<td>0.94</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.05</td>
<td>0.00</td>
<td>0.95</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>0.05</td>
<td>0.00</td>
<td>0.95</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>0.04</td>
<td>0.00</td>
<td>0.96</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.03</td>
<td>0.00</td>
<td>0.97</td>
<td>0.01</td>
</tr>
<tr>
<td>16</td>
<td>0.03</td>
<td>0.00</td>
<td>0.97</td>
<td>0.01</td>
</tr>
<tr>
<td>17</td>
<td>0.02</td>
<td>0.00</td>
<td>0.97</td>
<td>0.01</td>
</tr>
<tr>
<td>18</td>
<td>0.02</td>
<td>0.00</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>19</td>
<td>0.02</td>
<td>0.00</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>20</td>
<td>0.02</td>
<td>0.00</td>
<td>0.98</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Period</th>
<th>Futures price ($f_t^o$)</th>
<th>Spot price ($s_t^o$)</th>
<th>Net positions ($neti_t^o$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_t^o$</td>
<td>$s_t^o$</td>
<td>neti_t^o</td>
</tr>
<tr>
<td>1</td>
<td>0.68</td>
<td>0.00</td>
<td>0.32</td>
</tr>
<tr>
<td>2</td>
<td>0.66</td>
<td>0.01</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td>0.62</td>
<td>0.01</td>
<td>0.37</td>
</tr>
<tr>
<td>4</td>
<td>0.46</td>
<td>0.01</td>
<td>0.54</td>
</tr>
<tr>
<td>5</td>
<td>0.33</td>
<td>0.01</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.09</td>
<td>0.00</td>
<td>0.90</td>
</tr>
<tr>
<td>16</td>
<td>0.09</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>17</td>
<td>0.08</td>
<td>0.00</td>
<td>0.91</td>
</tr>
<tr>
<td>18</td>
<td>0.08</td>
<td>0.00</td>
<td>0.92</td>
</tr>
<tr>
<td>19</td>
<td>0.07</td>
<td>0.00</td>
<td>0.92</td>
</tr>
<tr>
<td>20</td>
<td>0.07</td>
<td>0.00</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Note: This table presents the forecast error variance decomposition of spot prices $s_t$, futures prices $f_t$ and net positions $neti_t$ in corn $c$ system ($f_t^c$, $s_t^c$, neti_t^c) (top panel) and crude oil $o$ system ($f_t^o$, $s_t^o$, neti_t^o) (bottom panel). At each period, the estimates show the proportion of the forecast error variance in the dependent variable attributable to each variable.

- Natural gas system ($\epsilon_t^c$, $\epsilon_t^o$, $\epsilon_t^i$)

$$B = \begin{pmatrix} 0.031 \\ 0.022 \\ -0.037 \end{pmatrix} \quad (2.600) \quad \begin{pmatrix} 0.053 \\ 0.016 \\ 0.024 \end{pmatrix} \quad (1.890) \quad (1.460) \quad (2.342)$$

$$\Xi B = \begin{pmatrix} 0 \quad 0.092 \\ 0 \quad 0 \quad 0.092 \\ 0 \quad 0 \quad 0 \quad -0.016 \end{pmatrix} \quad (2.084) \quad (2.084) \quad (2.084)$$

Bootstrap $t$-values, based on 4000 replications, are in parenthesis. The short- and long-run impacts of the shocks to net positions of each commodity are in the third columns of each matrix. For the agricultural systems in (15) and (16), that is, corn and soybeans, all the coefficient estimates are less than two standard errors from 0. Thus, unlike the model involving gross long positions, there is no evidence that the net positions of commodity index traders impact on the
spot and futures prices of corn and soybeans. These findings for the agricultural commodities, based on the net positions, is consistent with the findings of some studies, for example (Ederer et al., 2016; Irwin & Sanders, 2012b) that also use net positions. In the case of the crude oil system in (17), the evidence remains similar to the case involving gross long positions. Our findings on crude oil agree with studies such as Tang and Xiong (2012), Singleton (2013), Mou (2011), Ederer et al. (2016), and Mayer (2012). Whereas the gross long positions of money managers do not impact on natural gas prices, the results in (18) show that the net positions of these traders have significantly positive long-run impact on natural gas prices. Finally, we observe in (17) and (18) that shocks to net positions of money managers have significantly positive impacts on crude oil and natural gas prices, but the shocks to spot and futures prices, on the other hand, have significant negative effects on the net positions of money managers in these markets. Overall, our findings are consistent with (Gray, 1967; Sockin & Xiong, 2015) who noted that price pressure exerted in futures markets by investors can be transferred to the cash markets of the underlying commodities.

### Table 8 Forecast error variance decomposition: soybeans and natural gas systems with net positions

<table>
<thead>
<tr>
<th>Period</th>
<th>Futures price</th>
<th>Spot price</th>
<th>Net positions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_t^b$</td>
<td>$s_t^b$</td>
<td>$n_{et}^b$</td>
</tr>
<tr>
<td>1</td>
<td>0.06</td>
<td>0.00</td>
<td>0.94</td>
</tr>
<tr>
<td>2</td>
<td>0.06</td>
<td>0.01</td>
<td>0.92</td>
</tr>
<tr>
<td>3</td>
<td>0.06</td>
<td>0.01</td>
<td>0.92</td>
</tr>
<tr>
<td>4</td>
<td>0.05</td>
<td>0.01</td>
<td>0.93</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>0.01</td>
<td>0.94</td>
</tr>
<tr>
<td>⋮</td>
<td>⋮</td>
<td>⋮</td>
<td>⋮</td>
</tr>
<tr>
<td>15</td>
<td>0.03</td>
<td>0.01</td>
<td>0.96</td>
</tr>
<tr>
<td>16</td>
<td>0.03</td>
<td>0.01</td>
<td>0.96</td>
</tr>
<tr>
<td>17</td>
<td>0.03</td>
<td>0.01</td>
<td>0.97</td>
</tr>
<tr>
<td>18</td>
<td>0.03</td>
<td>0.01</td>
<td>0.97</td>
</tr>
<tr>
<td>19</td>
<td>0.03</td>
<td>0.01</td>
<td>0.97</td>
</tr>
<tr>
<td>20</td>
<td>0.02</td>
<td>0.01</td>
<td>0.97</td>
</tr>
</tbody>
</table>

**Note:** This Table presents the forecast error variance decomposition of spot prices $s_t$, futures prices $f_t$ and net positions $n_{et}$ in soybeans $b$ system ($f_t^b, s_t^b, n_{et}^b$) (top panel) and natural gas $g$ system ($f_t^g, s_t^g, n_{et}^g$) (bottom panel). At each period, the estimates show the proportion of the forecast error variance in the dependent variable attributable to each variable.
Table 7 gives the FEVs for corn and crude oil systems involving net positions.\(^{12}\) It is notable that although the net index positions in the corn system do not have a significant impact on the spot and futures prices, the innovations to the variable account for a large proportion of the forecast error variance in these prices. At any forecast horizon, the innovations to the net positions of index traders account for 94%–98% and 97%–99% of the forecast error variances in the futures and spot prices, respectively. Thus, although the point estimates are not statistically significant relative to own shocks, the shocks to the net positions of index traders are important for the determination of the spot and futures prices of corn. The importance of own shocks is negligible at any horizon. In the lower panel, we have the FEVs for crude oil system. The net positions of money managers account for high proportions of the forecast error variances in the spot and futures prices. The FEVs for the soybeans and the natural gas systems are presented in Table 8. They compare similarly with the FEVs for corn and crude oil systems.

9 | CONCLUSIONS

Using a structural error correction model, we analyzed the impact of financialization on the futures and spot prices of Chicago corn, Chicago soybeans, WTI crude oil, and Henry Hub natural gas. We exploited the observed comovements between the spot and futures prices of the commodities to examine how these prices respond to index investment shocks. We found that the commodity prices share common trends with the futures positions of index traders and money managers. By imposing the long-run restrictions implied by the cointegration structure on the structural model of each commodity system, we estimated the short- and long-run effects. First, we used, as the measure of financialization, the long positions of commodity index traders in corn and soybeans futures markets and the long positions of money managers in natural gas and crude oil futures markets. The results show that shocks to long positions have significant short- and long-run impacts on both the spot and futures prices of all the commodities except natural gas. We also used net positions, consistent with the practice in similar studies. The results show that the net positions of index traders in the agricultural markets, that is, the futures markets for corn and soybeans, have no significant impacts on futures and spot prices. In the market for crude oil, both long and net positions impact on the spot and futures prices. However, in the natural gas market, the long positions of money managers do not impact on natural gas prices, but the net positions of these traders have an impact on the prices. Forecast error variance decompositions show that shocks to index traders and money manager’s positions contribute more to the forecast error variance of the spot and futures prices than the contributions of own price shocks. We conclude that financialization has impact on commodity prices for corn, soybeans, crude oil, and natural gas, both in the short and long runs.

ACKNOWLEDGMENTS

We thank Dr. Johannes Agbahey for reading the paper and making useful comments. Open Access funding enabled and organized by Projekt DEAL.

DATA AVAILABILITY STATEMENT

The data that support the findings of this study are openly available in Mendeley Data at https://doi.org/10.17632/hh79js6nxt.1 and https://doi.org/10.17632/byjv249xcw.1.

ORCID

Moses M. Kupabado https://orcid.org/0000-0001-5598-9029

REFERENCES


\(^{12}\)Similar to the long positions model, the FEVs values with respect to net positions are robust to changes in the model’s identification restrictions.


US Commodity Futures Trading Commission; 2006–2018; Commission Commitments of Traders; Data at CFTC [dataset]. https://www.cftc.gov/MarketReports/CommitmentsofTraders/HistoricalCompressed/index.htm

