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Abstract

We analyze here some electron properties and lattice dynamics in semiconductor
heterostructures, pointing out the dramatic changes relative to the bulk properties
due to the existence of the interfaces in these systems.

The first part of the study is devoted to the electron scattering phenomena
in noninteracting open systems and to the transport properties described in the
Landauer-Büttiker formalism. The physics of open systems is often dominated by
resonances; we relate the isolated and interacting transport resonances with poles
of the S matrix in the complex energy plane. We develop a resonant theory of
transport and apply it first to the conductance through a quantum dot embedded
in a quantum wire. We find two basic contributions to the conductance: first, a
resonant one described by a Fano profile with a complex asymmetry parameter and
second, a noncoherent background which can be assumed as a constant in the case
of small overlap of the conductance peaks. We establish a method to reconstruct
the S-matrix from the experimental conductance data. As a second application
we analyze the capacitance of a two dimensional electron gas formed in a MIS-
type semiconductor heterostructure. The measured step in the C-V characteristic
associated to the formation of a field induced two-dimensional electron gas is due to
the formation of an intermediate resonance in the energetic domain of the occupied
scattering states. This is a separate type of resonance with distinct characteristics:
in contrast to the quasibound state i) it is localized in the space between the probe
and the isolated quantum system, ii) its energy lies in the classically allowed regime,
and iii) its line shape is strongly asymmetric. Excellent quantitative agreement with
the experimental capacitance measurements is obtained.

In the second part of the study we illustrate how the optical phonon spectra
and the electron-optical phonon interaction are modified in a strained semiconduc-
tor heterostructure relative to their isotropic bulk constituents. In contrast to an
isotropic system for a double heterostructure, for which the median layer is uni-
axial, four major new features are found: i) the degeneracy of the normal modes
confined in the uniaxial layer is lifted, the frequencies being distributed in two do-
mains which correspond to the frequencies of the so-called quasilongitudinal and
quasitransverse modes of the uniaxial bulk systems; ii) for some strong anisotropy
the character of some modes (interface or confined) depends on the domain of values
of the in-plane wave vector; iii) an electron placed outside the uniaxial layer interacts
strongly with the confined modes; iv) for some strong anisotropy the interaction be-
tween an electron situated inside the uniaxial layer and the quasitransverse modes
is unexpectedly large. The results are particularized for double heterostructures
InP/GaAs/InP grown on the faces (001) and (111) of the substrate.
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Chapter 1

Introduction

Nanostructures based on semiconductor heterostructures are nowadays commonly
used in electronic and optoelectronics devices [1, 2]. On the other hand, physi-
cal phenomena related to semiconductor nanostructures, such as the confinement
of electron in zero, one, and two dimensions, are of great interest and have con-
tributed to the definition of new concepts in condensed matter physics [3, 4, 5]. A
proper theoretical description of semiconductor nanostructures is, thus, of crucial
importance since it allows for investigating fundamental physics and for optimizing
nanostructure-based devices.

In his lecture addressed on the occasion of the 2000 Nobel Prize award [4],
Herbert Kroemer has defined the heterostructures as ”heterogenous semiconductor
structures built from two or more different semiconductors, in such a way that the
transition region or interface between the different materials plays an essential role
in any device action. Often, it may be said that the interface is the device”. Modern
methods of epitaxial growth [6] molecular beam epitaxy (MBE) and metal-organic
chemical vapor deposition (MOCVD), have provided the capability of fabricating a
huge variety of heterostructures of different semiconductors compounds with inter-
faces of atomic precision.

The existence of the interfaces in semiconductor heterostructure yields dramatic
changes of the electron properties and of the lattice dynamics. Some aspects of these
modifications and their effects on the transport properties are analyzed in this work.
The thesis is structured as follows:

In Chap. 2 we describe the general theoretical basis of our approach for ballistic
transport in mesoscopic systems. Our interest is focused on open quantum systems
coupled to the contacts not only by tunnel barriers but also through classically
allowed energy channels for the electron motion. We develop a model based on
the independent electron approach and, to keep the mathematical complications
to a minimum, we concentrate on the behavior of the effectively one dimensional
systems at low temperatures and in zero magnetic field. We make use of the general
S matrix theory [7, 8, 9] to reformulate the scattering problem for a system with
nonspherical symmetry. To calculate the scattering wave functions of the electrons in
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4 CHAPTER 1. INTRODUCTION

semiconductor heterostructure we use the R matrix representation of the scattering
matrix [10, 11, 12]. All transport properties of the system are derived from the
scattering matrix and from the wave functions in the framework of the Landauer-
Büttiker formalism.

In Chap. 3 we calculate as examples the conductance through a quantum dot
embedded in a quantum wire [13] and the capacitance of a two dimensional electron
gas formed in a MIS-type semiconductor heterostructure [14], based on the transport
theory developed in the previous chapter. These two particular systems allow for a
continuous variation of the coupling between the active region (scattering system or
quantum system) and the contacts.

In Chap. 4 we present in detail an analytical theory of the transport resonances
which is derived from the poles of the scattering matrix in the complex energy
plane [13] As an advantage, the R matrix approach used here permits a convenient
separation of the singular part in S matrix and, thus, allows for a very simple
method to find the poles associated with all types of resonances: quasibound states,
Fowler-Nordheim and Fabry-Perot resonances. The particular representation of the
S matrix in terms of the R matrix also allows for a systematic expansion of the
scattering matrix in a consistent Laurent series around every pole and, after that,
for a linearization of the problem for quasi-isolated resonances [13]. The result is
a Fano line shape with a complex asymmetry parameter which is the most general
description of a resonance in terms of a single level interacting with a constant
background. To exemplify this resonance line shape we analyze the two systems
presented in Chap. 3.

In order to elucidate the role of the uniaxial anisotropy on the spectra of optical
phonons and, in turn, on the electron-phonon interaction, we discuss in Chap. 5 a
simple system, namely a uniaxial semiconductor slab with the optical axis directed
along the normal to the surfaces. We use the dielectric continuum model of Born
and Huang [15] with electrostatic boundary conditions. Investigation of the normal
modes have been carried out excluding the retardation of the Coulomb interaction.
The obtained results are particularized for slabs made from natural uniaxial mate-
rials, namely CdS, PbI2 and SnS2, and the particular characteristics of each type of
uniaxial anisotropy are pointed out.

In Chap. 6 we analyze the optical phonon modes of a double semiconductor
heterostructure having as median layer an anisotropic uniaxial polar material with
the optical axis directed along the normal to the interfaces. Similarly to the case
of the uniaxial slab, the eigenfrequencies and the eigenvectors of the optical phonon
field, as well as the electron-optical phonon coupling functions, are obtained in the
context of the dielectric continuum model. Using the bisotropic strain model for the
pseudo-morphic layer uniaxially distorted [16], we discuss here the dispersion laws
of the phonon modes and their interaction with the conduction electrons for the
InP/GaAs/InP heterostructures grown on the faces (001) and (111) of the substrate.
We analyze the systems presented in Ref. [17] for which there are no effects induced
by relaxation.



Chapter 2

Ballistic Transport in Mesoscopic
Systems

2.1 Ballistic and Diffusive Regimes of Transport

In the simplest case of ballistic transport in mesoscopic semiconductor structures,
one may assume that particles move from a reservoir (source contact) to another
(drain contact) through the ”active region” without scattering, except for possible
reflection from barriers, inside this region or from the region boundaries.

Source
contact

Drain 
contactx

z

y

−dx

dx

−dy
dy

−dz

dz

Figure 2.1: A system relevant for the transport properties sandwiched between
source and drain contact. The system is confined in a box with the sizes 2dx, 2dy
and 2dz.

In the opposite limit the transport is diffusive and corresponds to the parti-
cle movement through a disordered system, in which the impurities act as elastic
scatterers for the carriers [2].

Following Ando [1], we introduce some length scales characterizing mesoscopic
systems which allow for a definition of the two transport regimes.
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6 CHAPTER 2. BALLISTIC TRANSPORT IN MESOSCOPIC SYSTEMS

System size
Consider the ”active region” between contacts as a box with size 2dx×2dy×2dz

(for simplicity we suppose dx < dy < dz). The energy of a particle in this box is
given by

E(nx, ny, nz) =
~2

2m

(πnx
2dx

)2

+

(
πny
2dy

)2

+
(
πnz
2dz

)2
 ,

where nx, ny, nz are integers.
When many electrons are confined into a box we also have to consider the charge

energy EC , due to the Coulomb interaction among electrons, in addition to the
quantum mechanical quantization energy E(nx, ny, nz) given above. The typical
charge energy required for adding or removing an electron is EC = e2/8πε0d if
d ∼ dx ∼ dy ∼ dz.

Fermi Wavelength
The Fermi wavelength

λF =
2π

kF
.

is directly related to the Fermi wave vector kF and, thus, to the electron density n.
At zero temperature, electrons occupy states specified by the wave vector k with
|k| ≤ kF and

n =


2

(2π)3
4π
3
k3
F , for 3D systems

2
(2π)2

πk2
F , for 2D systems

2
(2π)

2kF , for 1D systems

,

where the factor 2 comes from the electron spin. In typical metals such as Cu
and Ag (n ' 1022 cm−3 at T=300K), Fermi wavelength is of the order of a few
angstroms and, in semiconductors such as 2D systems realized in GaAs/AlGaAs
heterostructures, we have λF ' 400Å for the electron concentration n ' 3 × 1011

cm−2.
The system in Fig. (2.1) can roughly be categorized as bulk system or as meso-

scopic system, depending on the relative magnitude of dx, dy, dz, and λF :

1. Macroscopic system (bulk system or 3D) for λF � dx < dy < dz

2. Mesoscopic system for which the size is large compared to the microscopic
(atomic) scale but small compared to the macroscopic scale[2].

• Quasi 2D (thin film) for λF ∼ dx � dy < dz

• 2D (MOSFET, heterostructure) for dx < λF � dy < dz

• Quasi 1D (quantum wire) for dx < dy ∼ λF � dz

• 1D for dx < dy < λF � dz

• 0D (quantum dot) for dx < dy < dz � λF
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Mean Free Path
Transport in large macroscopic systems is studied using the Boltzmann equation[18],

which introduces the important length scale called the mean free path Λ. The mean
free path is the average orbit-length covered by an electron before being scattered
into a different wave vector direction. At sufficiently low temperatures, the transport
is determined by electrons with energies around Fermi energy EF and, therefore, we
have

Λ = vF τ,

where vF is the Fermi velocity and τ is the relaxation time. The conductivity is
usually written as

σ =
ne2τ

m∗ ,

where n is the electron concentration and m∗ the effective electron mass.
An electron makes a ballistic motion without being scattered on a scale smaller

than the mean free path, but it makes a diffusive motion on the scale larger then
Λ. The diffusive motion is characterized by the diffusion coefficient D, given in the
limit of low temperatures by

D = v2
F τ =

Λ2

τ
= ΛvF .

The transport through mesoscopic systems is divided into the diffusive and bal-
listic regimes, depending on the relative magnitude of the mean free path Λ and the
system size 2d. In the diffusive regime (Λ � 2d), the transport can be understood
as diffusive process and is essentially independent of the form of the system. In the
ballistic regime (Λ � 2d), the electron makes a ballistic motion inside the system
and the system boundary plays the role of scatterer instead of impurities.

Metallic wire or dots usually have Λ ∼ 100Å, and the system size is larger.
Because Fermi wavelength (λF ∼ 1− 2Å) is much smaller than the system size, the
quantization of the energy levels in not important except for very low temperatures,
when the separation between nearest neighbor energy levels becomes comparable to
kBT (where T is the temperature and kB the Boltzmann constant). In the metallic
dots, therefore, the most important energy scale is the charge energy due to the
Coulomb interaction.

In semiconductor heterostructures having a high quality the mean free path can
be as large as 50 µm and ballistic transport occurs. Further, the Fermi wave length is
large (λF ∼ 300−500Å) and can be comparable to the system size. The quantization
due to the system confinement plays a very important role.

Phase Coherence Length
We consider an electron system whose motion is described by a single Schrödinger

equation. However, in real semiconductors an electron interacts with many other
degrees of freedom (for example other electrons or lattice vibrations) and changes its
energy. The phase of the electron is destroyed by such dynamical interactions and
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the distance over which an electron maintains its phase memory is called the phase
coherence length. For the phase relaxation time τφ determined by the inelastic

scattering, the phase coherence length is given by Lφ =
√
Dτφ = Λ

√
τφ/τ in the

diffusive regime and Lφ = vF τφ in the ballistic regime.
In mesoscopic systems, sizes can be comparable to or smaller than the phase co-

herence length. Usually, observed quantities in macroscopic systems are the average
over ensembles of various systems, since each system consists of many subsystems
described by independent Schrödinger equations. When the phase coherence be-
comes comparable to the system size, then the whole system is governed by a single
Schrödinger equation and observed quantities are not averaged out.

The temperature is another important factor which can contribute to the loss of
phase coherence. At nonzero temperatures, transport properties are determined by
a thermal average for states having an energy lying in the interval (EF −kBT, EF +
kBT ). This means that the electron loses its phase memory after a time interval
of the order of ~/kBT . The size corresponding to this time interval is the thermal
diffusion length given by

LT =

√
D~
kBT

,

when the electron makes a random walk characterized by the diffusion constant D.

2.2 Mesoscopic Semiconductor Heterostructures

The generic system that we analyze further is a semiconductor heterostructure where
the charge carriers are introduced either by modulation doping, or they flow in and
out of the system through heavily doped (metallic) contacts. Transport in these
systems can roughly be divided into two categories: perpendicular transport and
parallel transport, according to whether the motion of charge carriers is perpendic-
ular or parallel to the layers that form the heterostructure.

Perpendicular Transport
We present first the two systems that have dominated the research in low-

dimensional physics: MIS-type (metal-isolator-semiconductor) heterostructure and
modulation-doped heterostructure. In both of them a two dimensional electron gas
(2DEG) is developed.

In the MIS-type systems the 2DEG is confined to the interface between a semi-
conductor and an insulator (as in silicon MOSFETs) or to the interface between
two different semiconductors (as in GaAs/AlGaAs MIS-type heterostructures, pre-
sented in Fig. 2.2). The external electric field pushes the electrons against a highly
impenetrable barrier; they can move along the plane of the interface but are bound
to it in the perpendicular direction [5].

In the modulation doped GaAs/AlGaAs heterostructures (see Fig. 2.3), one
can separate the mobile electrons from their parent impurities by confining them to
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Figure 2.2: A GaAs/AlGaAs MIS-type heterostructure. Schematic illustration of
the conduction band diagram for (a) VG = Vflat for which the ”flat band” condition
is satisfied and (b) for a value VG of the gate voltage for which the field-induced two
dimensional electron gas appears in front of the blocking barrier[14].
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different neighboring layers. Each Si atom introduced in the AlGaAs layer easily
loses its additional electron, which, in turn, becomes a conduction electron. Seeking
the energetically lowest state, the electron ”falls down” into the GaAs layer whose
conduction band lays about 300 meV under the AlGaAs conduction band. The
attraction from all positively charged silicon ions pulls the mobile electrons against
the AlGaAs barrier. The carriers become quantum mechanically bound to the in-
terface, but remain mobile within the plane transverse to the growth direction [5].
The motion at the interface is not perturbed from the scattering or impurities. The
selective doping principle has become incorporated into the high-electron-mobility
transistor (HEMT).

In both structures, we have electrons that are ”trapped” at an interface, but
move without scattering (with metallic-like conduction properties) along the inter-
face. The physics of these electron systems has been of wide interest, while attempts
to improve the performance of these structures as devices have led to many of the
new materials and device technologies. Historically, the Si-SiO2 system dominated
research in the 1970s [20], while the GaAs/AlGaAs heterojunction dominated re-
search in the 1980s. A lucky combination of a number of properties, i.e., a small
effective mass and wide energy gap, effective radiative recombination, a sharp op-
tical absorption edge due to the ”direct” band structure, a high mobility at the
absolute minimum of the conduction band, ensured for GaAs a central place in the
semiconductor physics and electronics. Since the high mobility electron systems are
obtained in semiconductors only by using heterostructures between a GaAs layer
serving as active region and a wide band gap semiconductor acting as barrier, the
most promising system is the GaAs/AlGaAs multilayer nanostructure. The reason
is the ”Great Crystallographic Accident” that AlAs, GaAs and the (Al,Ga)As alloy
systems have the same lattice parameter [3, 4].

Such high-electron-mobility heterostructures very often form the basis for fab-
ricating the quantum waveguide and quantum dot structures. The primary focus
of our attention is on the transport properties in nanostructures; quantum dots
provide some of the most interesting experiments in this regard. Rich phenomena
are observed not only because of quantum confinement and the resonant structures
associated with this confinement, but also due to the granular nature of the elec-
tron charge. In contrast to the quantum wells and quantum wires, quantum dots
are sufficiently small that even the introduction of a single electron is sufficient to
change the transport properties, due to the charging energy associated with this
extra electron.

If we restrict our analysis only to the perpendicular transport, there have been
several experiments on quantum dot structures containing only a few electrons.
These include the two-terminal asymmetric double barrier tunneling structure [21]
and the gated double barrier tunneling structure [22], used for analyzing transport
properties, and the vertically gated modulation-doped heterostructure [23] used for
capacitance measurements. As an example, we present in Fig. 2.4 the schematic
diagram of the vertical quantum dot obtained by Schmidt et al [21] adding a lateral
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Figure 2.3: A GaAs/AlGaAs modulation doped heterostructure. Schematic illus-
tration of the conduction band diagram for (a) normally off (VG = Voff) and (b)
normally on (VG = Von) device (in accord with Weisbuch and Vinter [19]). In the
first case the impurity level lays far from the chemical potential of the structure and
the probability to have ionized donors is small. Consequently, the concentration
of the conduction electrons at the interface is negligible. With increasing applied
voltage on the gate the edge of the conduction band goes down and the ionization
probability increases. Conduction electrons are generated and they move to the
neighboring GaAs layer, where they can occupy lower energy levels. The positive
charge of the ions confines the electrons in the GaAs layer.
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confinement to a double barrier heterostructure. The dot has the shape of a disk
with a diameter roughly 10 times the thickness. In such a submicrometer-diameter
resonant tunneling diode, the potential in the transport direction is given by two
asymmetric barriers which isolate the dot from the contacts. The lateral potential
has a cylindrical symmetry with a rather soft boundary profile, which can be ap-
proximated by a harmonic potential. Consequently, the electrons are accumulated
in the dot and manifest atom-like properties.

Emitter

AlGaAs

Collector

Metallic 

u Quant um dot

Contact

z

V(z)

GaAs:S

G Aa s:Si GaAs
AlGaAs

i

VSD

Q

u

eVSD

:

Figure 2.4: Left side: Schematic representation of a two-terminal asymmetric double
barrier tunneling structure [21]. Right side: Sketch of the energy diagram for finite
bias voltage.

Parallel Transport
In the case of parallel transport, an infinite variety of structures can be envi-

sioned: quantum point contacts [24], quantum wires [25], and quantum dots [2].
Assuming we start with a 2DEG heterostructure, confinement of the 2DEG in an-
other direction can be realized by etching the heterostructure or by using an elec-
trostatic potential due to metal gates (split-gate technique). By adjusting the gate
potential it is possible to deplete the underlying two-dimensional electron gas, and,
thus, to introduce spatial modulation of the two-dimensional charge density.

As an example, we present here the single electron transistor (SET) used by
Kastner and coworkers [26] for studies of the Kondo effect and the Fano resonances in
transport. A SET consists of a small droplet of electrons coupled to two conducting
leads by tunnel barriers. The droplet is created in a 2DEG that forms at the interface
of a high electron mobility GaAs/AlGaAs heterostructure. Applying a negative
voltage to two pairs of split gate electrodes depletes the 2DEG underneath them and
forms the two tunnel barriers. The barriers separate the droplet of electrons from the
2DEG region on either side, and these regions act as leads. The heights of the two
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Figure 2.5: Schematic representation of the SET described in Ref, [26] (left side)
and the two dimensional electron gas and the depletion regions generated by the
top split gates in plane of the 2DEG.

barriers can be modified independently by changing the voltage on the respective
constriction electrodes (denoted by I in Fig. 2.5). Also, the potential energy of the
electrons on the droplet can be shifted relative to the chemical potentials in the
leads, by using an additional plunger gate electrode (denoted by II in Fig. 2.5).
The electrons in this system move in a potential which has a very complicated
dependence on the position but, in the first approximation, one can consider a total
confinement in the lateral directions (perpendicular on the transport direction) and
a two barrier potential between source and drain.

2.3 One-Particle Electronic States

We begin the analysis of the electronic states in mesoscopic heterostructures, by
developing a model based on the independent (quasi)electron approach; This ap-
proach is perfectly justified at least in the case of the open quantum systems that
are coupled to the contacts (particles reservoirs) through particle exchange [27].

2.3.1 Potential Energy for the Electrons

The wave function, which describes the electronic state of energy E, is a solution of
the Schrödinger equation:[

1

2m∗
~P 2 + Veff (~r)− E

]
Ψ(E,~r) = 0, (2.1)

where ~P is the momentum operator, Veff (~r) is the effective potential energy which
is a sum of the heterojunction conduction band discontinuities, the electrostatic
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potential due to the ionized donors and acceptors, the self-consistent Hartree and
exchange potentials due to free carriers and external potentials. In Fig. 2.6 is
presented the potential energy of an effectively one dimensional structure, without
external electric field, considering the electrostatic interaction among charges in the
system.
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Figure 2.6: Upper part: Schematic illustration of the system geometry. Middle part:
Electrical charge distribution in the structure, fixed charge of the ionized donors and
acceptors, N+

D and N−
A , respectively and electronic mobile charge ρ. Lower part:

Potential energy in which the electrons move, given by the heterostructure band
off-sets (Vh) and Coulomb interaction (VC). [28]

The electronic states in mesoscopic systems are easily described within the effec-
tive mass approximation whose validity requires that the envelope function Ψ(E,~r)
be slowly varying over dimensions comparable to the unit cell of the crystal [29].
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The system (active region and contacts) is considered isotropic and its dimensions
(2Lx, 2Ly, 2Lz) large enough to be extended to infinity (d � Lx, Ly, Lz, d being
the size of the active region).

Further, we restrict our analysis to the case of semiconductor nanostructures, in
which the current flows only in one direction, from source to drain contact, called
transport direction; any kind of residual current is neglected. This means that
the electrons are either bound in the lateral directions or freely moving in a plane
perpendicular to the transport direction, so that the mean value of the lateral current
is zero. Consequently, the potential energy in which the electrons move should have
a perpendicular component V⊥(~r), which we assume independent of the coordinate
in the transport direction, i.e. V⊥(~r) ≡ V⊥(~r⊥). For the structures which contain
only a 2DEG and no lateral modulation (see. Figs. 2.2 and 2.3) V⊥(~r⊥) = 0, whereas
for quantum dots V⊥(~r⊥) is considered either a parabolic or a square infinite well
potential energy. We assume, also, that except for this overall component V⊥(~r⊥),
there is no other lateral potential which can supplementary confine the electrons in
a certain region of the structure. Thus, the potential energy is separable,

Veff (~r) = V (z) + V⊥(~r⊥). (2.2)

This special form of Veff (~r) seems to be a strong restriction and it is not easy to
imagine its validity in the case of structures with very complicate geometry, like the
dot realized by Göres et al [26, 30] (see Fig. 2.5), but it is the price payed for a good
analytical description of the transport phenomena in semiconductor nanostructures.

Due to the separable form of the potential, a particular solution of the Schrödinger
equation (2.1) associated to the energy E is

Ψ
(s)
ν,i (E;~r) = φν,i(~r⊥)ψ(s)(ε, z), (2.3)

where ν indexes the energy levels associated with the motion in the lateral directions,
i corresponds to the degeneracy of the level εν⊥, ε = E − εν⊥, and s is the degeneracy
index for the electron motion in the transport direction. The functions φν,i(~r⊥) and
energies εν⊥ are the solutions of the eigenvalue problem[

1

2m∗
~P 2
⊥ + V⊥(~r⊥)− εν⊥

]
φν,i(~r⊥) = 0. (2.4)

The Hamilton operator for this problem is a Hermitian one and, consequently, the
eigenfunction set {φν,i(~r⊥)}(ν,i) forms a basis for which the orthogonality and com-
pleteness relations ∫

d~r⊥ φ
∗
ν,i(~r⊥)φν′,i′(~r⊥) = δνν′δii′ ,∑

ν

∑
i

φ∗ν,i(~r⊥)φν,i(~r
′
⊥) = δ(~r⊥ − ~r′⊥) (2.5)

are valid. The indexes (ν, i) are generic; for a free electron system in a plane per-
pendicular to the transport direction these indexes should be replaced by a 2D wave
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vector ~k⊥. The energy spectrum becomes continuous (ε⊥ = ~2k2
⊥/2m

∗). Thus, in

Eqs. (2.5) δνν′δii′ is transformed into δ(~k⊥ −~k′⊥) and the sums over ν and i become

an integral over ~k⊥. Each energy level ε⊥ is degenerate with an infinite degeneracy.
In the opposite limit, for a complete confinement of the system in the lateral direc-
tions, the energy levels are discrete and nondegenerate, and (ν, i) is substituted by
a quantum number.

The z-dependent function in the expression (2.3) is a solution to the one dimen-
sional eigenvalues problem:[

1

2m∗P
2
z + V (z)− ε

]
ψ(s)(ε, z) = 0. (2.6)

For all systems, which are included in the category of nanostructures, the potential
energy V (z) has some common properties. There is an active region (see Fig. 2.1)
which is small at the scale of the whole system. Inside this region, the electrons
are elastically scattered from interfaces between different layers or between allowed
and not allowed (depletion) domains of the 2DEG. This region is called ”scattering
region” and it is embedded between two contacts, which are practically semi-infinite
homogeneous semiconductors, and the electrons inside move in a potential energy
given only by the bulk conduction band structure. Thus, from the mathematical
point of view, the potential energy V (z) should be a function which varies consid-
erably over small distances inside the ”scattering region” and is constant outside,
i.e. V (z < −d) = V1 and V (z > d) = V2, where ±d are the limits of the ”scattering
region”. It can not be established a relation between the surfaces of the scattering
region and the interfaces between layers or domains of the 2DEG. Each interface
can cause elastic scatterings and should be included in the scattering region. Thus,
the planes z = ±d are chosen inside the homogeneous materials of the contacts, far
enough from any interface and, of course, the choice is not unique.

In addition, we assume some mathematical properties for the potential energy
V (z); this function is considered continuous for all values of the z-coordinate and
satisfying the condition V (z) ≥ −az2 − b, where a, b > 0, which ensures the self-
adjointness of the Hamilton operator [9] of the problem (2.6).

2.3.2 R Matrix Method for Solving 1D Scattering Problems

The above considerations about the potential energy, in which the electrons move,
allow us to reduce the Schrödinger equation to the effectively one dimensional eigen-
value problem (2.6). This problem is essentially a scattering problem for a particle
with the mass m∗, in a potential with nonspherical symmetry, and it is usually
solved in the scattering matrix approach [31].

In the stationary description of the scattering process, it is assumed that the wave
function of the system at large distances from the scattering center is a superposition
of the incident and scattered waves [32]. In our case, the electrons are elastically
scattered inside the domain [−d, d] and one may consider, for all points outside this
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region, the z-dependent part of the wave function as a sum of an incoming- and an
outgoing exponential functions:

ψ(ε, z) =


ψin(ε,−d) exp[ik1(z + d)] + ψout(ε,−d) exp[−ik1(z + d)], z ≤ −d
ψin(ε, z), |z| < d

ψin(ε, d) exp[−ik2(z − d)] + ψout(ε, d) exp[ik2(z − d)], z ≥ d (2.7)

where

ks(ε) =

√
2m∗

~2
(ε− Vs), s = 1, 2. (2.8)

If ε > Vs then ks is a nonzero positive number according to the definition of the real
square root function. However, if ε < Vs, we have to take the first branch of the
complex square root function, so that ks = iλs, where λs is a positive real number.

d)eoutψ    (ε, ik (z-d)

z=-d z=d
z

2

-ik (z-d)
-d)einψ  (ε,

Scattering region

ik (z+d)1 2

outψ    (ε,-d)e 1

ψ  (ε,in d)e

-ik (z+d)

Figure 2.7: Incoming and outgoing parts of the wave function ψ(ε, z)

The expansion coefficients ψin/out(ε,±d) in Eq. (2.7) are, generally, complex
numbers and for a fixed energy ε can not be all independent. Each wave function
and its first derivative have to satisfy the continuity conditions at z = ±d,

lim
z↗±d

ψ(ε, z) = lim
z↘±d

ψ(ε, z), (2.9)

lim
z↗±d

d

dz
ψ(ε, z) = lim

z↘±d

d

dz
ψ(ε, z). (2.10)

However, in the case of an arbitrary dependence on z of the potential energy between
z = −d and z = d, we can not directly use these conditions because the function
inside the scattering region, ψin(ε, z), is not yet known .

For energies smaller than the minimum of the potential energy V (z), the solution
given by Eq. (2.7) should be zero and ψin/out(ε,±d) = 0. If the energies are greater
than min[V (z)], the eigenvalue spectrum of the one dimensional Schrödinger equa-
tion (2.6) has a discrete part for min(V1, V2) > ε > min[V (z)], associated with bound
states, and a continuous part for ε > min(V1, V2), corresponding to the scattering
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states. Further we assume V (z) ≥ min(V1, V2), ∀z ∈ R; we are interested here in
describing elastic processes which contribute to the transport phenomena and, in
this case, the bound states do not play any role. As it is shown in Ref. [9], Chap.
4, this condition imposed on the potential energy leads to a Hamilton operator of
the 1D scattering problem (2.6) which is self-adjoint.

Definition of the S Matrix

If we consider a free particle (V (z) → 0, ∀z), the energy density operator is

H0 = − ~2

2m∗
d2

dz2
=

1

2m∗P
2
z (2.11)

and it is obvious that it commutes with the momentum operators Pz. It results
immediately that the eigenfunctions of Pz

ψ
(1)
0 (ε, z) =

1√
2π

exp [ikz],

ψ
(2)
0 (ε, z) =

1√
2π

exp [−ikz] (2.12)

associated with the eigenvalues ±k = ±
√

2m∗ε/~2 are also eigenfunctions of H0,

corresponding to the eigenvalue ε = ~2k2/2m∗ > 0. For a fixed energy ε there are two
independent solutions of the free particle eigenvalue problem and, thus, for a particle
in a scattering potential there should be at most two independent solutions that
correspond to the same energy ε (the scattering potential represents a constriction
for the particle and can only reduce the degrees of freedom). Consequently, there
are at most two independent expansion coefficients in Eq. (2.7) and we choose them
ψin(ε,±d). The coefficients corresponding to the outgoing waves in Eq. (2.7) should
be functions of ψin(ε,±d),(

ψout(ε,−d)
ψout(ε,+d)

)
=

(
S(ε;−d,−d) S(ε;−d,+d)
S(ε; +d,−d) S(ε; +d,+d)

)(
ψin(ε,−d)
ψin(ε,+d)

)
.

(2.13)

This matrix contains all the information about the collisions in the system [9], Chap.
4, and is called the scattering matrix (S matrix); it is defined for each value of the
energy ε associated with the motion of the electron in the transport direction.

If there is no scattering (V (z) → 0), the scattering functions given by Eq. (2.7)
with the conditions V1, V2 → 0 and d → 0 should be equivalent with those in
Eqs. (2.12). For a free particle the energy levels are degenerate, with the order of
degeneracy two, and for each energy ε there are two wave functions corresponding
to particles incident from the left and right side, respectively.
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For a particle coming from the left side,(
ψin(ε,−d)
ψin(ε, d)

)
= C1

(
1
0

)
, (2.14)

in the limit V1, V2 → 0 (k1 = k2 = k) we obtain from Eq. (2.7) the wave function
outside the scattering region of the form

ψ(ε, z) =


C1 exp[ik(z + d)] + ψout(ε,−d) exp[−ik(z + d)], z ≤ −d

ψout(ε, d) exp[ik(z − d)], z ≥ d

.
(2.15)

The limit d → 0 in the above expression yields exactly the first function of Eqs.
(2.12), corresponding to a free particle, if

lim
d→0

(
ψout(ε,−d)
ψout(ε, d)

)
= C1

(
0
1

)
(2.16)

and C1 = 1/
√

2π.
It can be analogously demonstrated that, for a particle coming from the right

side, (
ψin(ε,−d)
ψin(ε, d)

)
= C2

(
0
1

)
, (2.17)

the second function of Eqs. (2.12) is obtained from Eq. (2.7) in the free particle
limit, if

lim
d→0

(
ψout(ε,−d)
ψout(ε, d)

)
= C2

(
1
0

)
(2.18)

and C2 = 1/
√

2π.

So, if the particle becomes free, the S matrix should be of the form

(
0 1
1 0

)
.

For an arbitrary potential V (z), we do not know how the S matrix looks like, but
the scattering processes make it more complex than above. Although its elements
should strongly depend on the form of the scattering potential, there are a few gen-
eral properties of this matrix, that will be derived further.

Wave functions outside the scattering region

The expression of the wave function, for points outside the scattering region, is
given by Eq. (2.7) and we analyze it in detail for the continuous region of the
energy spectrum of the equation (2.6).
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• ε ≥ max(V1, V2)

For a fixed energy ε, there are two independent solutions of equation (2.6).
This is not a unique way of defining these eigenfunctions, but we prefer to
use the so called scattering functions. The first one corresponds to a particle
coming from the left side of the system (see Eq. (2.14)) and is obtained from
the general expression (2.7) and the definition (2.13) of the S matrix:

ψ(1)(ε, z) =
1√
2π


exp [ik1(z + d)] + S(ε;−d,−d) exp [−ik1(z + d)], z ≤ −d

S(ε; d,−d) exp [ik2(z − d)], z ≥ d

.

(2.19)

Generally, the wave functions are solutions of a differential equation and are
defined up to a constant factor. In the above expression, we fix this constant,
so that, in the limit V (z) → 0, the scattering function (2.19) becomes an
eigenfunction of the momentum operator Pz.

In the present calculation we only analyze the elastic scattering processes,
so that an incident particle with the energy ε can be either transmitted or
reflected from the potential V (z). In this case, we can identify the element
S(ε;−d,−d) of the S matrix with the reflection amplitude, r(1)(ε), and the
element S(ε; d,−d) with the transmission amplitude, t(1)(ε), of the particle
coming from the left side of the system.

The second scattering function is given by

ψ(2)(ε, z) =
1√
2π


S(ε;−d, d) exp [−ik1(z + d)], z ≤ −d

exp [−ik2(z − d)] + S(ε; d, d) exp [ik2(z − d)], z ≥ d

(2.20)

and corresponds to a particle coming from the right side of the system for
which Eq. (2.17) is valid. The reflection and transmission amplitudes for such
a particle are r(2)(ε) = S(ε; d, d) and t(2)(ε) = S(ε;−d, d), respectively.

• max(V1, V2) > ε ≥ min(V1, V2)

We consider V1 ≥ V2 and it follows that k2 is a pure real- and k1 a pure
imaginary number for energies between V2 and V1. Because the wave function
has finite values for each z and each energy, the coefficient ψin(ε,−d) should
be zero. In this case, there is only one scattering function for a fixed energy ε
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and outside the scattering region it has the expression

ψ(2)(ε, z) =
1√
2π


S(ε;−d, d) exp [−ik1(z + d)], z ≤ −d

exp [−ik2(z − d)] + S(ε; d, d) exp [ik2(z − d)], z ≥ d

,

(2.21)

which corresponds to a particle coming from the right side of the system. The
reflection and transmission amplitudes for this particle are r(2)(ε) = S(ε; d, d)
and t(2)(ε) = S(ε;−d, d), respectively.

The condition V1 > ε ≥ V2 implies that k1 is a purely imaginary number and
the wave function corresponding to the energy ε decays exponentially into the
left region, outside the scattering system (z < −d). The corresponding state
is called quasibound state. In this case, the energy level ε is not degenerate

anymore. The time translational invariance requires that
(
ψ(2)(ε, z)

)∗
is also

a solution of the 1D Schrödinger equation (2.6) corresponding to the energy ε.

That means
(
ψ(2)(ε, z)

)∗
= cψ(2)(ε, z), where c is a constant, and r(2)(ε) = 1

t(2)(ε) ∈ R.

The constant 1/
√

2π is chosen only to have a similar expression as in Eq.
(2.20); if the particle becomes free, the quasibound states do not exist anymore
and there is no supplementary condition to determine the constant up to which
the wave function is defined.

Analogously, in the case V1 < V2, the eigenfunction corresponding to the
energy ε is given as

ψ(1)(ε, z) =
1√
2π


exp [ik1(z + d)] + S(ε;−d,−d) exp [−ik1(z + d)], z ≤ −d

S(ε; d,−d) exp [ik2(z − d)], z ≥ d

.

(2.22)

It describes a particle coming from the left side of the system characterized by
the reflection and transmission amplitudes r(1)(ε) = S(ε;−d,−d) and t(1)(ε) =
S(ε; d,−d), respectively. The condition V1 < ε ≤ V2 implies that k2 is a purely
imaginary number and the function describes a quasibound state exponentially
decaying in the region z > d, and with r(1)(ε) = 1, t(1)(ε) ∈ R.
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We can conclude that the scattering functions correspond to the continuous
energy spectrum of the Schrödinger equation and are given by

ψ(1)(ε, z) =
θ(ε− V1)√

2π


exp [ik1(z + d)] + S(ε;−d,−d) exp [−ik1(z + d)], z ≤ −d

S(ε; d,−d) exp [ik2(z − d)], z ≥ d

,

(2.23)

ψ(2)(ε, z) =
θ(ε− V2)√

2π


S(ε;−d, d) exp [−ik1(z + d)], z ≤ −d

exp [−ik2(z − d)] + S(ε; d, d) exp [ik2(z − d)], z ≥ d

.

(2.24)

for points outside the scattering region. The step functions

θ(ε− Vs) =

1, ε > Vs

0, ε < Vs
, s = 1, 2, (2.25)

ensure that, in the domain of the quasibound states (min(V1, V2) < ε ≤ max(V1, V2)),
there is only one scattering function for each energy ε. We define further the 2× 2
matrix Θ(ε) as

Θ(ε) =

(
θ(ε− V1) 0

0 θ(ε− V2)

)
(2.26)

and write the wave functions into a very useful matrix form:(
ψ(1)(ε, z < −d)
ψ(2)(ε, z < −d)

)
=

Θ(ε)√
2π

[(
exp [ik1(z + d)]

0

)
+ St(ε)

(
exp [−ik1(z + d)]

0

)]
(2.27)

for z < −d and(
ψ(1)(ε, z > d)
ψ(2)(ε, z > d)

)
=

Θ(ε)√
2π

[(
0

exp [−ik2(z + d)]

)
+ St(ε)

(
0

exp [ik2(z + d)]

)]
(2.28)

for z > d. St(ε) is the transpose of the S matrix.

Wave functions inside the scattering region

In the case of a general potential inside the scattering region, we can not represent
the wave functions ψ

(s)

in (ε, z) by elementary functions and it is necessary to expand
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them into a basis of eigenfunctions of a solvable problem. In the R matrix formal-
ism the Wigner-Eisenbud basis is considered, i.e. the eigenbasis of the Hamilton
operator corresponding to the closed counterpart of the studied scattering prob-
lem. This method, intensively used in the nuclear reaction theory [33, 34], became
also important in the last ten years for describing transport phenomena [27],[10]-[12].

Wigner-Eisenbud problem
We consider an electron of mass m∗, moving in the potential V (z) given in Eq.

(2.6), but, contrary to the scattering problem described there, confined between
z = −d and z = d. The corresponding eigenvalue problem, called Wigner-Eisenbud
problem, is [

− ~2

2m∗
d2

dz2
+ V (z)− εl

]
χl(z) = 0 (2.29)

with the boundary conditions

d χl
dz

∣∣∣∣∣
z=±d

= 0 (2.30)

and with χl(z) defined only for z ∈ [−d, d]. As it is shown in Appendix A the
Hamilton operator for this problem is self-adjoint and allows for a discrete (l ≥ 1,
l ∈ N) and nondegenerate energy spectrum. The corresponding eigenfunctions
can be chosen as real functions and we impose that they be normalized. The self-
adjointness of the Hamiltonian ensures that the eigenfunctions constitute a basis for
which the orthogonality and the completeness relations are valid,∫ d

−d
dz χl(z)χl′(z) = δll′ , (2.31)

and
∞∑
l=1

χl(z)χl(z
′) = δ(z − z′), (2.32)

respectively.

Definition of the R Function and R Matrix
We expand the wave functions inside the scattering region (z ∈ [−d, d]) in terms

of the Wigner-Eisenbud functions

ψ(s)(ε, z) =
∞∑
l=1

a
(s)
l (ε)χl(z) (2.33)

and the expansion coefficients a
(s)
l are given by

a
(s)
l (ε) =

∫ d

−d
dz χl(z)ψ

(s)(ε, z) (2.34)
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for each s = 1, 2 and l ≥ 1.
The wave functions and the Wigner-Eisenbud functions satisfy the same differen-

tial equation inside the scattering region but the boundary conditions are different;
the derivative of the Wigner-Eisenbud functions vanishes at z = ±d while the wave
functions and their derivatives verify the continuity conditions (2.9) and (2.10), at
the edges of the scattering domain, i.e.(

ψ(1)(ε,−d) ψ(1)(ε, d)
ψ(2)(ε,−d) ψ(2)(ε, d)

)
=

Θ(ε)√
2π

[
1 + St(ε)

]
(2.35)

and − dψ(1)

dz
(ε, z)

∣∣∣
z=−d

dψ(1)

dz
(ε, z)

∣∣∣
z=d

− dψ(2)

dz
(ε, z)

∣∣∣
z=−d

dψ(2)

dz
(ε, z)

∣∣∣
z=d

 = − i√
2π

π

2d
Θ(ε)

[
1− St(ε)

]
K(ε)

(2.36)

as follows from the expressions (2.27) and (2.28) of the wave functions outside the
scattering region particularized for z = ±d. The 2 × 2 matrix K(ε) is the dimen-
sionless wave vector matrix defined by

K(ε) =

( k1
π/2d

0

0 k2
π/2d

)
. (2.37)

Now we have to calculate the expansion coefficients a(s)(ε) in Eq. (2.33). The
start relations are the Schrödinger equation (2.6) and the equation (2.29) satisfied
by the Wigner Eisenbud functions. We multiply them by χl(z) and ψ(s)(ε, z), re-
spectively, and integrate them over z between z = −d and z = d. Subtracting one
from the other we find

− ~2

2m∗

[∫ d

−d
dz χl(z)

d2

dz2
ψ(s)(ε, z)−

∫ d

−d
dz ψ(s)(ε, z)

d2

dz2
χl(z)

]

= (ε− εl)
∫ d

−d
dz χl(z)ψ

(s)(ε, z), (2.38)

Performing an integration by parts on the left side of the above equation and iden-
tifying the integral on the right side with the coefficient a

(s)
l , defined by (2.34), we

obtain

a
(s)
l (ε) =

~2

2m∗
χl(−d)
ε− εl

d

dz
ψ(s)(ε, z)

∣∣∣∣∣
z=−d

− ~2

2m∗
χl(d)

ε− εl

d

dz
ψ(s)(ε, z)

∣∣∣∣∣
z=d

.
(2.39)

Feeding this expression into the definition (2.33) of the wave function it follows that

ψ(s)(ε, z) = R(ε;−d, z)2d
π

d

dz
ψ(s)(ε, z)

∣∣∣∣∣
z=−d

−R(ε; d, z)
2d

π

d

dz
ψ(s)(ε, z)

∣∣∣∣∣
z=d

,
(2.40)
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where the R function is defined as

R(ε; z, z′) =
~2

2m∗
π

2d

∞∑
l=1

χl(z)χl(z
′)

ε− εl
. (2.41)

The above expression of the R function has the advantage of being dimensionless.
The Wigner Eisenbud functions are normalized (see Eq. (2.31)) and, consequently,
χl(z)χl(z

′)2d/π is a dimensionless quantity. R(ε; z, z′) can be written into an equiv-
alent form

R(ε; z, z′) =
~2

2m∗

(
π

2d

)2 ∞∑
l=1

χl(z)χl(z
′) 2d/π

ε− εl
, (2.42)

which is evidently dimensionless because the expression in front of the sum represents
the first energy level of a particle, in an infinite quantum well with the width 2d.

We put, further, the scattering functions for each z inside the scattering region
into a matrix form(

ψ(1)(ε, z)
ψ(2)(ε, z)

)
=

i√
2π

Θ(ε)
[
1− St(ε)

]
K(ε)

(
R(ε;−d, z)
R(ε; d, z)

)
(2.43)

The derivatives of ψ(s)(ε, z) at z = ±d were substituted by their expressions given in
Eq. (2.36). Thus, the values of the functions at the edges of the scattering domain,(

ψ(1)(ε,−d) ψ(1)(ε, d)
ψ(2)(ε,−d) ψ(2)(ε, d)

)
=

i√
2π

Θ(ε)
[
1− St(ε)

]
K(ε)Rt(ε),

(2.44)

are elegantly given by the R matrix

R(ε) =

(
R(ε;−d,−d) R(ε; d,−d)
R(ε;−d, d) R(ε; d, d)

)
. (2.45)

Relation between R- and S Matrix
The scattering functions should also be continuous at the edges of the scattering

system (see Eqs. (2.9)) and we exploit this condition to determine the relation
between R and S matrix. Equating the two expressions (2.35) and (2.44) of these
functions at z = ±d we infer

S(ε) = 1− 2 [1 + iR(ε)K(ε)]−1 (2.46)

for each value of the energy ε. As was shown in the first part of this section, the
elements of the S matrix defined by (2.13) are, in fact, the reflection and transmission
amplitudes for the particles coming from the left and right side of the system,

S(ε) =

(
r(1)(ε) t(2)(ε)
t(1)(ε) r(2)(ε)

)
. (2.47)
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However, for describing transport phenomena in semiconductors in the frame of
the Landauer-Büttiker formalism [31], the reflection and transmission coefficients
(probabilities),

R(1)(ε) =
reflected flux

incident flux
=
∣∣∣r(1)(ε)

∣∣∣2 , R(2)(ε) =
∣∣∣r(2)(ε)

∣∣∣2 ,
(2.48)

T (1)(ε) =
transmitted flux

incident flux
=

∣∣∣∣∣k2

k1

∣∣∣∣∣ ∣∣∣t(1)(ε)
∣∣∣2 , T (2)(ε) =

∣∣∣∣∣k1

k2

∣∣∣∣∣ ∣∣∣t(2)(ε)
∣∣∣2

(2.49)

play a central role. We introduce further another matrix,

S̃(ε) = K1/2(ε)S(ε)K−1/2(ε), (2.50)

which is actually the current scattering matrix [12], having the property that∣∣∣S̃11(ε)
∣∣∣2 = R(1)(ε),

∣∣∣S̃12(ε)
∣∣∣2 = T (2)(ε),∣∣∣S̃21(ε)

∣∣∣2 = T (1)(ε),
∣∣∣S̃22(ε)

∣∣∣2 = R(2)(ε). (2.51)

The relation (2.46) between R and S matrix can be rewritten into an equivalent
form

S̃(ε) = 1− 2 [1 + iΩ(ε)]−1 (2.52)

where the matrix Ω of rank two is defined as

Ω(ε) = K1/2(ε)R(ε)K1/2(ε) =
~2

2m∗

(
π

2d

)2 ∞∑
l=1

ωl(ε)

ε− εl
, (2.53)

with

(ωl(ε))ij =

(
ki

π/2d

)1/2 (
kj
π/2d

)1/2
2d

π
χl((−1)id)χl((−1)jd), i, j = 1, 2

(2.54)

for all l ≥ 1. Per construction, Ω is a symmetrical matrix with real elements in the
domain of the scattering states with ε > max(V1, V2). These properties lead to the
unitarity of the current scattering matrix,

S̃(ε)S̃†(ε) = S̃†(ε)S̃(ε) = 1 (2.55)

for ε ≥ max(V1, V2) which includes the reciprocity relations,

R(1)(ε) = R(2)(ε) = R(ε), (2.56)

T (1)(ε) = T (2)(ε) = T (ε), (2.57)
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and the well-known relation of the flux conservation: the incident flux equals the
reflected flux plus the transmitted flux,

R(ε) + T (ε) = 1. (2.58)

Feeding the relation (2.52) between R and S matrix into the expressions (2.27),
(2.28) and (2.43), we obtain the scattering functions in the whole system, in terms
of the Wigner-Eisenbud functions and energies:(

ψ(1)(ε, z)
ψ(2)(ε, z)

)
=

2Θ(ε)√
2π

[ (
cos [k1(z + d)]

0

)

−K1/2 [1 + iΩ]−1 K−1/2

(
exp [−ik1(z + d)]

0

)]
(2.59)

for z < −d,(
ψ(1)(ε, z)
ψ(2)(ε, z)

)
=

2i√
2π

Θ(ε)K1/2 [1 + iΩ]−1 K1/2

(
R(ε;−d, z)
R(ε; d, z)

)
(2.60)

for |z| < d and(
ψ(1)(ε, z)
ψ(2)(ε, z)

)
=

2Θ(ε)√
2π

[(
0

cos [k2(z + d)]

)

−K1/2 [1 + iΩ]−1 K−1/2

(
0

exp [ik2(z + d)]

)]
(2.61)

for z > d.
Thus, we only have to solve the closed counterpart of the scattering problem in

order to find the scattering functions of the open system.
The scattering functions ψ(s)(ε, z) form an orthogonal and complete system for a

potential energy V (z) which does not allow bound states [35]. They are eigenfunc-
tions of the Hamilton operator and the self-adjointness of this operator allows us to
consider the set as complete,∫ ∞

0
dk1

(
ψ(1)(ε; z)

)∗
ψ(1)(ε; z′)

+
∫ ∞

0
dk2

(
ψ(2)(ε; z)

)∗
ψ(2)(ε; z′) = δ(z − z′). (2.62)

The relation (2.8) between the wave vectors k1, k2 and the energy ε leads to an
equivalent form of the completeness condition

∑
s=1,2

∫ ∞

Vs

dε gs(ε)
(
ψ(s)(ε; z)

)∗
ψ(s)(ε; z′) = δ(z − z′), (2.63)
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where

gs(ε) =
m∗

~2ks(ε)
, s = 1, 2 (2.64)

defines the 1D density of states. The orthogonality condition is written as∫ ∞

−∞
dz
(
ψ(s)(ε, z)

)∗
ψ(s′)(ε′, z) = δss′δ(ks(ε)− ks′(ε

′)) (2.65)

or as ∫ ∞

−∞
dz
(
ψ(s)(ε, z)

)∗
ψ(s′)(ε′, z) = δss′δ(ε− ε′)/gs(ε). (2.66)

2.3.3 Electronic Wave Functions

The above discussion about the eigenvalue problems associated with the electron
motion in the lateral- and in the transport direction allows us to conclude that the
functions φν,i(~r⊥)ψ(s)(ε, z) form a basis, where φν,i(~r⊥) are defined by Eq. (2.4) and
the scattering functions ψ(s)(ε, z) by Eqs. (2.59)-(2.61) Each wave function Ψ(E,~r)
which describes an electron of energy E can be expanded in terms of this basis,

Ψ(E,~r) =
∑
ν,i,s

c
(s)
ν,i (E)φν,i(~r⊥)ψ(s)(E − εν⊥, z), (2.67)

where c
(s)
ν,i (E) are constants. The energy levels E are degenerate, the order of de-

generacy being infinite; if E is fixed the energies associated with the motion in the
lateral direction εν⊥ define the different channels for the electron [37]. In our simple
model, in which the potential energy is separable, the channels do not interact with
each other and an electron incident in the scattering system through a channel εν⊥
is either reflected or transmitted on the same channel.

2.4 Noninteracting Low-Dimensional Electron Gas

The conduction electrons in a semiconductor are considered as an electron gas em-
bedded in a positively charged medium which maintains the overall charge neutrality
of the system. The simplest approximation for the description of an electron gas is
to neglect all interactions: the Coulomb interaction of the electrons with each other
and the interaction of the electrons with the positive background. Every electron is
then independent from other electrons and subject only to external forces.

2.4.1 Multi-Electron System

We assume the noninteracting electron gas in a semiconductor heterostructure as
an infinite system and apply the second quantization technique to the wave field
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described by the Schrödinger equation. Each state of the system is described by the
field operators Ψ(~r) and Ψ†(~r). Using the eigenbasis of the one-particle Hamiltonian
associated with the Schrödinger equation (2.1) we can represent Ψ(~r) and Ψ†(~r) in
terms of the creation and destruction operators for the states (ν, i, s, ε) of the field,
cν,is (ε) and (cν,is (ε))†, respectively. Thus,

Ψ(~r) =
∑
ν,i

∑
s=1,2

∫ ∞

Vs

dεgs(ε)φν,i(~r⊥)ψ(s)(ε, z)cν,is (ε), (2.68)

Ψ†(~r) =
∑
ν,i

∑
s=1,2

∫ ∞

Vs

dεgs(ε)φ
∗
ν,i(~r⊥)

(
ψ(s)(ε, z)

)∗
(cν,is (ε))† (2.69)

with the 1D density of states gs(ε), s = 1, 2 defined by (2.64). The electrons in
semiconductors are a system of fermions which have the property that any state
may contain either no particle or one particle. This could be accomplished by
making the fields anticommute:{

Ψ(~r), Ψ†(~r′)
}

= δ(~r − ~r′),
{Ψ(~r), Ψ(~r′)} = 0, (2.70){
Ψ†(~r), Ψ†(~r′)

}
= 0.

The anticommutation relations may be satisfied if cν,is (ε) and (cν,is (ε))† verify their
own anticommutation relations:{

cν,is (ε), (cν
′,i′

s′ (ε′))†
}

= δνν′δii′δss′δ(ε− ε′)/gs(ε),{
cν,is (ε), cν

′,i′

s′ (ε′)
}

= 0, (2.71){
(cν,is (ε))†, (cν

′,i′

s′ (ε′))†
}

= 0.

The many-particle Hamiltonian of the electron system without mutual interac-
tion,

H =
∫
d~r Ψ†(~r)

[
1

2m∗
~P 2 + V⊥(~r⊥) + V (z)

]
Ψ(~r), (2.72)

is, also, written in terms of the creation and destruction operators

H =
∑
ν,i

∑
s=1,2

∫ ∞

Vs

dε gs(ε)Eν(ε)(c
ν,i
s (ε))†cν,is (ε) (2.73)

with the energy of the single particle state labelled (ν, i, s, ε) defined as

Eν(ε) = εν⊥ + ε. (2.74)
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The electrons are indistinguishable particles and a dynamical state of the total
system is completely determined by giving the occupation numbers nν,is (ε) of each
single particle state (ν, i, s, ε),

|N〉 =
⊗

(ν,i,s,ε)

|nν,is (ε)〉. (2.75)

According to Pauli principle, at most one particle can be in any state so that these
occupation numbers are restricted to the values 0 or 1.

2.4.2 Electrical Charge- and Current Density

Creation and destruction operators are also used to describe other kinds of operators
besides Hamiltonians. The electron charge density is defined as

ρ(~r) = 2eΨ†(~r)Ψ(~r) (2.76)

and may by expressed in terms of creation and destruction operators:

ρ(~r) = 2e
∑
ν,i,s
ν′,i′,s′

∫ ∞

Vs

dε gs(ε)
∫ ∞

Vs′
dε′ gs′(ε

′)φ∗ν,i(~r⊥)φν′,i′(~r⊥)
(
ψ(s)(ε, z)

)∗
ψ(s′)(ε′, z)

(cν,is (ε))†cν
′,i′

s′ (ε′), (2.77)

where e is the elementary electronic charge. The factor 2 comes from the spin
degeneracy.

The standard quantum mechanical representation of the electrical current density
is

~j(~r) =
2e~
m∗ Im

[
Ψ†(~r)∇Ψ(~r)

]
(2.78)

and using the expressions (2.68) and (2.69) of the field operators one obtains:

~j(~r) =
2e~
m∗

∑
ν,i,s
ν′,i′,s′

∫ ∞

Vs

dε gs(ε)
∫ ∞

Vs′
dε′ gs′(ε

′)Im
[
φ∗ν,i(~r⊥)

(
ψ(s)(ε, z)

)∗
∇φν′,i′(~r⊥)

ψ(s′)(ε′, z)
]
(cν,is (ε))†cν

′,i′

s′ (ε′). (2.79)

If the electron system is in an eigenstate |N〉 of the Hamilton operator, the mean
values of the charge and current densities are

ρ(~r) = 2e
∑
ν,i,s

∫ ∞

Vs

dε gs(ε) |φν,i(~r⊥)|2
∣∣∣ψ(s)(ε, z)

∣∣∣2 nν,is (ε) (2.80)
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and

~j(~r) =
2e~
m∗

∑
ν,i,s

∫ ∞

Vs

dε gs(ε)

{
êz |φν,i(~r⊥)|2 Im

[(
ψ(s)(ε, z)

)∗ d
dz
ψ(s)(ε, z)

]

+
∣∣∣ψ(s)(ε, z)

∣∣∣2 Im
[
φ∗ν,i(~r⊥)∇~r⊥φν,i(~r⊥)

]}
nν,is (ε),

(2.81)

respectively, where êz is the unity vector of the z axis. Per construction, the states
|N〉 (defined in (2.75)) which correspond to different occupation number sets are or-

thogonal and, consequently, 〈N |(cν,is (ε))†cν
′,i′

s′ (ε′)|N〉 = nν,is (ε)δνν′δii′δss′δ(ε−ε′)/gs(ε).
Further we analyze the component of the current density on the direction defined

by the source- and drain contact. As results from Eq. (2.81)

jz(~r⊥, z < −d) =
2e

h

∑
ν,i

|φν,i(~r⊥)|2
∫ ∞

Vm

dε
{
nν,i1 (ε)

[
1−

∣∣∣r(1)(ε)
∣∣∣2]

−nν,i2 (ε)
k1(ε)

k2(ε)

∣∣∣t(2)(ε)∣∣∣2} (2.82)

in the source contact region and

jz(~r⊥, z > d) =
2e

h

∑
ν,i

|φν,i(~r⊥)|2
∫ ∞

Vm

dε

{
nν,i1 (ε)

k2(ε)

k1(ε)

∣∣∣t(1)(ε)∣∣∣2
−nν,i2 (ε)

[
1−

∣∣∣r(2)(ε)
∣∣∣2]} (2.83)

in the drain contact region, where Vm = max(V1, V2). The scattering wave functions
ψ(s)(ε, z) were replaced by their expressions (2.59), (2.61) and gs(ε) by (2.64). The
nondegenerate energy levels between min(V1, V2) and max(V1, V2) do not contribute
to the current because the corresponding scattering functions are real and, there-

fore, Im
[(
ψ(s)(ε, z)

)∗
d
dz
ψ(s)(ε, z)

]
= 0. For ε > Vm the reflection and transmission

amplitudes r(s)(ε) and t(s)(ε), s = 1, 2, are related to each other as follows from the
unitarity condition (2.55) of the scattering matrix. Therefore, the current density
in the contacts is given by

jz(~r⊥, z < −d) =
2e

h

∑
ν,i

|φν,i(~r⊥)|2
∫ ∞

Vm

dε T (ε)
[
nν,i1 (ε)− nν,i2 (ε)

]
,

(2.84)

jz(~r⊥, z > d) =
2e

h

∑
ν,i

|φν,i(~r⊥)|2
∫ ∞

Vm

dε T (ε)
[
nν,i1 (ε)− nν,i2 (ε)

]
,

(2.85)

where T (ε) is the transmission probability defined in Eq. (2.49). The expressions
of the current density for the two regions of the structure are identical and this fact
proves the current conservation in the system.
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Here we restrict our analysis only to the systems for which the electrons either
move freely or are confined to both of the lateral directions. For the heterostructures
with total lateral confinement, the energy levels εν⊥ are nondegenerate (i = 1) and
the time translational invariance allows us to choose the function φν,i(~r⊥) as real.

It results immediately that Im
[
φ∗ν,i(~r⊥)∇~r⊥φν,i(~r⊥)

]
= 0 and the lateral component

of the current density vanishes. In this case it is convenient to define the electrical
current in the transport direction,

I(z) =
∫
d~r⊥jz(~r⊥, z). (2.86)

Using the normalization condition of the functions φν,i(~r⊥) (second Eq. (2.5)) we
find

I(z < −d) =
2e

h

∑
ν

∫ ∞

Vm

dε T (ε) [nν1(ε)− nν2(ε)] ,

(2.87)

I(z > d) =
2e

h

∑
ν

∫ ∞

Vm

dε T (ε) [nν1(ε)− nν2(ε)] ,

(2.88)

In the opposite limit, for a free electron gas in a plane perpendicular to the
transport direction, we can define a 2D wave vector ~k⊥ and

∑
ν,i ... →

∫
d~k⊥...,

φν,i(~r⊥) → φ(~k⊥, ~r⊥) = 1
2π
ei
~k⊥~r⊥ , and nν,is (ε) → ns(~k⊥, ε). From here it follows di-

rectly that Im
[
φ∗ν,i(~r⊥)∇~r⊥φν,i(~r⊥)

]
→ ~k⊥/(2π)2 and the components of the current

density become

~j⊥(~r) =
2e

(2π)2~

∫
d~k⊥

∑
s

∫ ∞

Vs

dε
k⊥
ks(ε)

∣∣∣ψ(s)(ε, z)
∣∣∣2 ns(~k⊥, ε), (2.89)

and

jz(~r⊥, z < −d) =
2e

(2π)2h

∫
d~k⊥

∫ ∞

Vm

dε T (ε)
[
n1(~k⊥, ε)− n2(~k⊥, ε)

]
,

(2.90)

jz(~r⊥, z > d) =
2e

(2π)2h

∫
d~k⊥

∫ ∞

Vm

dε T (ε)
[
n1(~k⊥, ε)− n2(~k⊥, ε)

]
.

(2.91)

We can also imagine other types of heterostructures for which the electron mo-
tion is free on one of the two lateral directions but confined on the other one and
the expression (2.81) of the current density can be easily particularized for each
situation.
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2.4.3 System in Thermodynamic Equilibrium

We consider now the electron gas in contact with a reservoir with which the system
can exchange particles and thermal energy. This approach, due to Gibbs, simplifies
the mathematics greatly. In this situation, both the energy and the particle number
of the system will fluctuate, but, generally, the fluctuations will be negligibly small
for a macroscopic system [38]. We have assumed here the geometrical dimensions
of the whole semiconductor heterostructure large in comparison to the size of the
scattering region (Lx, Ly, Lz � d). Thus, in the limit of the thermodynamic
equilibrium, the particle number and the energy of the system can be considered
approximatively constant.

For any given value of the particle number N , a state of the electron gas is
specified by a set {nν,is (ε)}(ν,i,s,ε) of the occupation numbers which satisfies N =∑
ν,i,s

∫∞
Vs
gs(ε)n

ν,i
s (ε). For the open system which exchanges particles with the reser-

voir, N varies and a state of the system is described by a linear combination of the
eigenvectors (2.75) of the number operator,

|Ψ〉 =
∑

{nν,i
s (ε)}

(ν,i,s,ε)

p
({
nν,is (ε)

}
(ν,i,s,ε)

) ⊗
(ν,i,s,ε)

|nν,is (ε)〉 (2.92)

The summation is made over all sets of occupation numbers for all possible values
of N , i.e. each nν,is (ε) takes the values 0 and 1. The statistical and thermodynamic
descriptions of the system in equilibrium lead to the probability to find the system
in the state described by the occupation number set {nν,is (ε)}(ν,i,s,ε),

∣∣∣∣p({nν,is (ε)
}

(ν,i,s,ε)

)∣∣∣∣2 =
1

Z(T, V, µ)
exp

−∑
ν,i,s

∫ ∞

Vs

dε gs(ε) n
ν,i
s (ε) (Eν(ε)− µ) /kBT


(2.93)

with the grand partition function

Z(T, V, µ) =
∑

{nν,i
s (ε)}

(ν,i,s,ε)

exp

−∑
ν,i,s

∫ ∞

Vs

dε gs(ε) n
ν,i
s (ε) (Eν(ε)− µ) /kBT

 ,
(2.94)

where T is the temperature of the system, V the volume, µ the chemical poten-
tial and kB the Boltzmann constant. The system and the reservoir have the same
temperature and chemical potential, at equilibrium.

Given the temperature T and volume V, the mean total number of the electrons
in the system is defined as

N̄ = 〈Ψ|
∑
ν,i,s

∫ ∞

Vs

dε gs(ε)
(
cν,is (ε)

)†
cν,is (ε)|Ψ〉 (2.95)
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and, using the expression (2.94) of the grand partition function, produces

N̄ =
∑
ν,i,s

∫ ∞

Vs

dε gs(ε) fFD(ε+ εν⊥ − µ) (2.96)

where fFD(E − µ) is the Fermi Dirac distribution function,

fFD(E − µ) =
1

exp[(E − µ)/kBT ] + 1
, (2.97)

which can be identified with the mean occupation number of the single particle state
(ν, i, s, ε) of energy E = εν⊥ + ε. The fluctuation in N̄ due to the particle exchange
with the reservoir are usually completely negligible. We can, then, think of N̄ as
the actual number of particles in the system and consider Eq. (2.96) as determining
the chemical potential µ for a system of N̄ particles, in a volume V in equilibrium
at temperature T .

The conduction electrons of a semiconductor are treated as a perfect gas obeying
Fermi-Dirac statistics. The electron-electron and the electron-ion collision processes
are quite limited by the distribution function, at least in the limit of low tempera-
tures. After a collision, an electron should be scattered into an unoccupied single
particle state. However, the energy distribution of the conduction electrons, given
by the Fermi-Dirac distribution function, is such that the most final states energeti-
cally accessible in a collision are already occupied. In this way, we can partly justify
the free electron model.

The mean value of the energy for the electron gas in contact with a reservoir at
the temperature T is

Ē = 〈Ψ|H|ψ〉 =
∑
ν,i,s

∫ ∞

Vs

dε gs(ε) (ε+ εν⊥)fFD(ε+ εν⊥ − µ) (2.98)

where H is the Hamiltonian of the system given by (2.73). If the system is large
enough, the energy fluctuations in conditions of thermodynamic equilibrium are
negligible, and the energy of the system is sharply defined and given by the mean
energy Ē . Also, the number of the particles, which have the same energy E, should
be practical constant for Ē and N̄ without fluctuations.

To characterize the electron gas at thermodynamic equilibrium it is also im-
portant to evaluate the electrical charge in the system. The mean values of the
operators ρ(~r) (Eq. (2.77)) in the state |Ψ〉 are not easy to calculate, even in the
case of thermodynamic equilibrium. We consider, first, the ground state of the elec-
tron gas which is obtained for T → 0. In this limit, the Fermi-Dirac distribution
function becomes a step function, fFD(ε + εν⊥ − µ) → θ(EF − ε − εν⊥), where EF
denotes the Fermi energy, and gives directly the occupation numbers of this pure
state,

lim
T→0

nν,is (ε) = θ(EF − ε− εν⊥) = lim
T→0

fFD(ε+ εν⊥ − µ). (2.99)
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Thus, the charge density of the electron gas in the ground state is given by the
expressions (2.80), in which we replace nν,is (ε) by fFD(ε+ εν⊥ − µ),

ρ(~r) = 2e
∑
ν,i,s

∫ ∞

Vs

dε gs(ε) |φν,i(~r⊥)|2
∣∣∣ψ(s)(ε, z)

∣∣∣2 fFD(ε+ εν⊥ − µ)
(2.100)

This relation, rigorously demonstrated only in the limit T → 0, is usually used to
calculate the charge density at low temperatures.

The current density for the electron gas in thermodynamic equilibrium at T → 0
can be found analogously from Eqs. (2.87-2.91) and it obviously vanishes.

2.5 Electronic Transport

Many experiments in semiconductor physics measure the linear response to an ex-
ternal electric field on the device; linear response means that the signal is directly
proportional to the intensity of the external perturbation, situation which usually
corresponds to a low magnitude of the perturbing field. Such experiments yield
information about the conductivity and the capacitance of the electron gas which
is formed in semiconductor heterostructures. The main aim of this section is to
connect the macroscopic physical quantities conductance and capacitance to the
electronic wave functions, which are deduced through a fully quantum mechanical
calculation.

To calculate the current in the Landauer-Büttiker formalism [31], the electrons
can be thought of as two noninteracting Fermi-gases: First, the electrons coming
from the source contact which occupy the single-particle scattering states with s = 1
according to the Fermi-Dirac distribution function fFD(E − µ1), where µ1 is the
chemical potential of the source contact. Second, the electrons coming from the
drain contact which occupy the single particle states indexed by s = 2 according
to the Fermi-Dirac distribution function fFD(E − µ2), µ2 = µ1 − eVsd being the
chemical potential of the drain contact of the biased heterostructure. In the limit
of low temperatures, we obtain from Eqs. (2.87-2.88) the current through the dot
structure as

I(z) =
2e

h

∑
ν

∫ ∞

Vm

dε T (ε) [fFD(εν⊥ + ε− µ1)− fFD(εν⊥ + ε− µ2)] ,
(2.101)

where T (ε) is the transmission probability characterizing the scattering region of
the system. It is convenient to write the above expression of the current into an
equivalent form

I(z) =
2e

h

∫ ∞

Vm

dE [fFD(E − µ1)− fFD(E − µ2)]
∑
ν

T (E − εν⊥)θ(E − εν⊥),
(2.102)
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in which the integration is made over the total energy of the electron and which
has the advantage that it directly yields the conductance. The θ-function serves
to remove the channels with exponentially decaying wave functions in the contacts.
In the linear response regime (Vsd → 0, V1 = V2 ≡ 0) and for low temperatures
(T → 0), we can expand the Fermi-Dirac function fFD(E − µ2) in a Taylor series,
fFD(E − µ2) → θ(E − EF )− δ(E − EF )eVsd, and obtain [12] from Eq. (2.102)

G =
2e2

h

∑
ν

T (EF − εν⊥)θ(EF − εν⊥). (2.103)

In the limit of low temperatures the chemical potential becomes equal to the Fermi
energy EF of the electron gas in the source contact. It is seen that the conductance
is the superposition of curves T (EF − εν⊥) in which the ν dependence only results in
an energy shift by εν⊥. T (ε) is determined solely by the one-dimensional scattering
problem Eq. (2.6).

2.6 Summary

After a short introduction about mesoscopic system and ballistic regime of trans-
port we discuss in this chapter the scattering electronic states in semiconductor het-
erostructures using the R matrix representation of the scattering matrix [10, 11, 12].
The R matrix method, originally developed in the context of scattering cross sections
in nuclear- and atomic physics [34], is a two step procedure: First, the R matrix
is constructed in a time-consuming step solving Schrödinger equation with partic-
ular boundary conditions. We call the resulting eigenfunctions Wigner-Eisenbud
functions and the eigenenergies Wigner-Eisenbud energies. Thus, the S matrix and
the scattering states which contain information about transmission between incident
and evanescent states are constructed in a relatively fast second step. This way it
is possible to find analytical properties as well as to gain numerical advantages. Up
to this point one has dealt with the effect of the heterostructure interfaces on the
single electron states. The rest of the chapter deals with the electron gas consid-
ered as a many particle (noninteracting) system at equilibrium. The theory uses
single particle scattering states to build up multi-particle states with the proper
symmetry. The second quantization provides an elegant treatment of this problem.
Further, we extend the validity of the expressions for the electron charge- and cur-
rent density deduced at the thermodynamic equilibrium for the case of transport
in the linear response regime at low temperatures. The occupation of the single
particle electronic states is given by the Fermi-Dirac distribution function according
to the Landauer-Büttiker formalism [31, 35]. Based on this theory developed here,
we calculate the current which flows through an effectively one dimensional system
and the conductance through this system.



Chapter 3

Applications

3.1 Conductance through a Quantum Dot

We consider an effectively one-dimensional system [13] as depicted in Fig. 3.1. The
potential for the electrons has two components: the z-independent lateral confine-
ment potential V⊥(~r⊥), which provides the one-dimensional character of the struc-
ture, and V (z) a double barrier potential separating a quantum dot from the rest of
the system. As usual, we take V (z) as constant in the contacts, V (z < −d) = V1 for
the source and V (z > d) = V2 for the drain. The potential difference eVsd = V1−V2

results from an externally applied drain-source voltage. For simplicity, the contacts
are assumed to be identical.

−d d

Source
contact

Drain 
contact

z

V

V1

V2

z=−d z=d

Figure 3.1: a.) Schematic illustration of the system geometry; b.) z-dependent part
of the potential.

37
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The conductance through the quantum dot is calculated in the Landauer-Büttiker
formalism [31] as indicated at the end of Chap. 2. Thus, in the linear response regime
(Vsd → 0, V1 = V2 ≡ 0) and for low temperatures (T → 0), we can write

G =
2e2

h

∑
ν

T (EF − εν⊥)θ(EF − εν⊥). (3.1)

It is seen that the conductance is the superposition of curves T (EF−εν⊥) in which the
ν dependence only results in an energy shift by εν⊥. T (ε) is determined solely by the
one-dimensional scattering problem Eq. (2.6). Its general features are illustrated in
Fig. 3.2: For small ε the transmission is generally small and may have some isolated
peaks at εi. For ε ∼ Vmax, where Vmax is the maximum of V (z), the transmission
increases strongly to approach unity for larger energies.
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Figure 3.2: Left side: Assumed potential in a schematic plot (solid line), wave
functions |Ψ(1)|2 at the transmission maxima (dotted line); Right side: Transmission
vs. energy.

In the experiments G and therefore T is probed at different energies by varying
the voltage of an additional plunger gate. In the case of lateral tunneling, this
additional gate is a top gate [30, 39] and, in the case of vertical tunneling, it is a
side gate [22]. We use the following idealization for the total potential in presence
of a varying gate voltage: The external potential created by the charges at the
gate is screened out completely in the heavily doped contacts (|z| > d) so that
the total potential and EF remain unchanged. In the scattering area (|z| < d)
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the total potential can be idealized for small variations of the gate voltage as a
varying potential offset Vg, so that V (z) → V (z) + Vg. As shown in Fig. 3.3 the
transmission probability of the double barrier system depends on the gate potential
Vg and therefore the conductance G varies with Vg.
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−d d

Figure 3.3: Left side: Variation of the total potential of our double-barrier test
structure. The range of the source- and the drain contact is given by z < −d and
z > d, respectively. The potential steps of height Vg (which is negative) at |z| = d
(d=16 nm) result from the voltage applied to the plunger gate. In dotted lines the

wave functions |ψ(1)|2 at the resonant energies ε
Vg

i , i = 1...6 which are the positions
of the transmission maxima calculated for the potential V (z) + Vg. Right side:
Transmission T Vg(ε) as a function of energy calculated for the scattering potential
V (z) + Vg.

We consider first a strongly confined system in the lateral directions, so that
only the first energy level (ν = 1) satisfies the condition EF − εν⊥ ≥ 0. In this case,
the conductance is given as

G(Vg) =
2e2

h
T Vg(EF − ε1⊥), (3.2)

where T Vg(ε) is the energy dependent transmission of the structure calculated with
the potential V (z) + Vg. So, it can be seen that the conductance measurements
directly provide information about the transmission of the scattering system. In
Fig. 3.4 is presented the conductance of such a dot and the transmission curves
corresponding to the conductance peaks. The conductance maxima are usually
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referred to as resonances. We can assign to each peak in the curve G(Vg) the
resonance index (1, i0) by equating

εV0
i0 = EF − ε1⊥, (3.3)

where Vg = V0 is the location of the conductance maximum and εV0
i0 is the energy of

the i0-th maximum of the curve T V0(ε). The conductance and transmission curves
have similar forms but the expression (3.2) does not allow for obtaining an explicit
dependence G = G(Vg) for the whole domain of the gate voltages. We can only
provide an approach of the conductance in the vicinity of a sharp maximum at
Vg = V0. Following Eq. (2.29) the Wigner-Eisenbud functions χl are unchanged by
the transformation V (z) → V (z) + Vg and the Wigner-Eisenbud energies become
εl → εl + Vg. We define for the linear response regime V1 = V2 = 0 and k(ε) =
k1(ε) = k2(ε). Then, according to Eq. (2.54) the matrices ωl are independent of
Vg. We now consider a small voltage domain Vg = V0 + δV around the conductance
maximum, in which the sharp resonance extends. It then follows from Eqs. (2.53)
and (2.54)

(ΩVg)ss′(ε) =
∞∑
l=1

(ωl(ε))ss′

ε− εl − Vg
=

~2

2m∗k(ε)
∞∑
l=1

χl((−1)sd)χl((−1)s
′
d)

ε− εl − V0 − δV

≈ ~2

2m∗k(ε− δV )
∞∑
l=1

χl((−1)sd)χl((−1)s
′
d)

(ε− δV )− εl − V0

= (ΩV0)ss′(ε− δV ), (3.4)

where ΩVg is the matrix Ω with allied potential shift Vg. From Eq. (3.4) it can
be gathered that as long as we can approximate the slowly varying function k(ε) ≈
k(ε − δV ), the gate-voltage dependence of Ω can be absorbed in a simple shift of
the energy argument of Ω, at constant gate voltage. From Eqs. (2.52) and (3.4) we
obtain S̃Vg(εν) ≈ S̃V0(εν − δV ) and, therefore,

T Vg(EF − εν⊥) ≈ T V0(EF − εν⊥ − δV ). (3.5)

Inserting this expression of the transmission around a maximum into Eq. (3.2), we
can write

G(Vg) '
2e2

h
T V0(EF − εν⊥ − δV ). (3.6)

for the conductance around the maximum at Vg = V0. In Fig. 3.5 it is shown that
the relation (3.6) provides a good approximation for the conductance peak if the
resonance is not too broad.

Following the analysis in Ref. [13] we examine further a dot embedded in a quan-
tum wire with a weak lateral confinement. In this case, there are many eigenenergies
of V⊥(~r⊥) which satisfy the condition 0 < εν⊥ ≤ EF and, therefore, which contribute
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Figure 3.4: Lower part: Qualitatively illustration of the conductance as a function
of the gate voltage for a strongly confined dot. The double barrier potential V (z)
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part: Transmission vs. energy for the values of Vg which corresponds to the maxima
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d ' 4 × 1018 cm−3. The lateral confinement potential of the
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Figure 3.5: The conductance as a function of the gate potential Vg around the
maximum i0 = 4 in Fig. 3.4; complete calculation (solid line) and approximative
values (dotted line) given by Eqs. (3.2) and (3.6), respectively.

to the conductance according to Eq. (3.1). The sum in Eq. (3.1) represents an inco-
herent superposition of contributions stemming from different classes of resonances.
Each class is characterized by the channel index ν. As shown in Fig. 3.6 the ex-
istence of many open channels for the electron transport leads to a more complex
structure of the conductance curve. Generally, to each conductance maximum at
Vg = V0 a pair index (ν0, i0) can be assigned, where ν0 is the channel index and
i0 the number of the maximum in the curve T V0(ε); the two indices are connected
through the equation

εV0
i0 = EF − εν0⊥ . (3.7)

If the conductance peak is narrow, the resonances with ν 6= ν0 provide a slowly
varying noncoherent conductivity underground

Gn.c.(Vg) =
2e2

h

∑
ν 6=ν0

T Vg(EF − εν⊥), (3.8)

in which the absolute squares of the transmission coefficients are added without
phase-information. The resonant channel ν0 produces a coherent contribution

Gc(Vg) =
2e2

h
T Vg(EF − εν0⊥ ), (3.9)
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which can be approximated around a conductance maximum at Vg = V0 by the
expression

Gc(Vg) '
2e2

h
T V0(EF − εν0⊥ − δV ), (3.10)

based on the same argumentation as in the case of the single open transport channel
(see Eq. (3.6)); δV = Vg − V0. For a small overlap of the peaks the noncoherent
contribution to the conductance can be considered as constant and we obtain an
explicit dependence of the conductance on the applied gate voltage

G(Vg) '
2e2

h
T V0(EF − εν0⊥ − δV ) +

2e2

h

∑
ν 6=ν0

T V0(EF − εν⊥). (3.11)

In Fig. 3.7 it is shown that the relation (3.11) provides a good approximation of the
conductance inside the energy domain, in which a quasi-isolated resonance extends.
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We have provided in this section a systematic treatment of the conductance
through a quantum dot embedded in a quantum wire. In our system the poten-
tial is decoupled in the transport- and in the lateral direction which means that
the scattering channels are also decoupled. In the frame of the Landauer-Büttiker
formalism we find two basic contributions to the conductance: first, a resonant one
depending on the gate voltage and second a noncoherent background which can be
assumed as a constant in the case of small overlap of the conductance peaks. For a
rigorous analysis of the voltage dependent part of the conductance we will use a S
matrix description of the coherent transport, in which a Fano resonance is obtained
from a pole of S matrix in the complex energy plane (see Chap. 4). The Fano
function with a complex asymmetry parameter arises as the most general resonance
line shape, under the assumption that the background can be considered constant
over the entire width of the resonances.

3.2 Capacitance of a Field Induced 2DEG

Another general method for investigating mesoscopic systems constitutes the ca-
pacitance spectroscopy [23]. In a tunnel capacitor setup the scattering system is
sandwiched between two voltage probes, one of which (the back gate) is strongly
coupled to the quantum system while the other (the top gate) is decoupled by a
large blocking barrier that suppresses charge transport between the contacts. Then,
capacitance spectroscopy is based on the expectation that upon variation of the
external voltage, a strong variation in the capacitance occurs when the chemical
potential in the back contact reaches a resonance energy of the scattering system.

Further, we analyze the prototypical tunnel capacitor system depicted in Fig.
2.2. The considered AlAs/GaAs structure consists of a sequence of layers grown on a
GaAs bulk material given by, first, n−GaAs layer as a back contact, second, intrinsic
GaAs layer as a spacer, third, a short period AlxGa1−xAs/GaAs superlattice as a
blocking barrier and finally a metallization as a top gate. The band structure (see
Fig. 3.8) resulting from self-consistent calculations [14, 40] shows for positive gate
voltages VG a potential pocket at the interface between the GaAs spacer and the
blocking barrier, in which a two-dimensional electron gas is formed for large positive
voltages.

The total potential of the scattering region is a sum of, first, the fixed poten-
tial of the band offsets in the heterostructure, second, the potential of the ionized
impurities, and, third, the potential of the electron-electron interaction which we
take in the Hartree approximation [14]. For the donors in the n − GaAs layer and
the residual acceptors in the spacer layer we assume complete ionization and ho-
mogeneous distribution. The scattering potential has an effectively one-dimensional
character , V = V (z), and we assume it constant in contacts: V (z < −d) = V1 and
V (z > d) = V2. The source and drain regions of the structures act as particle reser-
voirs and are described by the chemical potentials µ1 and µ2 which are separated
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Figure 3.8: Band diagram from self-consistent calculation [14, 40] for the AlAs/GaAs
heterostructure given in Fig. 2.2. The structure parameters correspond to the
experiments in Ref. [41].

by the applied bias energy eVG. The potential difference V1 − V2 is determined by
eVG up to the value of the work function of the metal contact.

To find the charge density in the system we apply the Landauer-Büttiker picture
[31] in which the occupation of each scattering state is given by the Fermi function
fFD(E−µs), s = 1, 2. In the limit of low temperatures and based on the expression
(2.100) we find

ρ(z) = 2e
∫
d~k⊥

∑
s

∫ ∞

Vs

dε gs(ε)
∣∣∣φ(~k⊥, ~r⊥)

∣∣∣2 ∣∣∣ψ(s)(ε, z)
∣∣∣2 fFD

(
ε+

~2k2
⊥

2m∗ − µs

)
,

(3.12)

where ~k⊥ is the 2D wave vector which characterizes the free motion of the electrons
in the lateral directions and gs(ε) is the 1D density of states given by Eq. (2.64);

φ(~k⊥, ~r⊥) = ei
~k⊥~r⊥/2π and ψ(s)(ε, z) are the scattering functions given by Eqs. (2.59-

2.61). It is convenient to replace the integration over k⊥ by an integration over the

total energy of the electron, E = ε +
~2k2

⊥
2m∗ , and the charge density in the system
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becomes

ρ(z) =
e

π

(
m∗

~2

)2 ∑
s=1,2

∫ ∞

Vs

dε

∣∣∣ψ(s)(ε, z)
∣∣∣2

ks(ε)

∫ ∞

ε
dE fFD(E − µs).

(3.13)

In Eq. (3.13) we can neglect the contribution of the right incident scattering states
because the occupied states in the top contact lie about one electron volt below the
conduction band edge in the back contact, due to the large work function of the
gate metal [41].

The blocking barrier is now assumed to suppress charge transfer completely
and we consider the limit of small frequencies. Then, the tunnel capacitor in Fig.
2.2 becomes equivalent to a simple plate capacitor [42]. Neglecting exponentially
small charge penetration into the blocking barrier, the charge on the right plate,
QR, is associated with the charge on the top gate. The charge on the left plate,
QL = −QR, is the sum of all charges in the region −d < z < zb, where zb is the
interface between the blocking barrier and GaAs-spacer layer. Using Gauss’ law
[14] QL can be evaluated as QL = −Sκ(∂V/∂z)(z = zb) where S is the area of the
sample and κ is the dielectric permittivity of the layers. The capacitance is then
readily found as

C =

∣∣∣∣∣∂QL

∂VG

∣∣∣∣∣ =
∣∣∣∣∣∂QR

∂VG

∣∣∣∣∣ . (3.14)

Increasing the gate voltage, the potential energy at the interface between the
GaAs spacer layer and the blocking barrier is lowered and new allowed states for
the electrons appear. As the system is open for particle exchange with the source
contact, the free states are immediately populated and the electron concentration
inside the scattering system increases. Therefore, the variation of VG changes the
electronic component of QL,

Qe
L =

e

π

(
m∗

~2

)2 ∫ zb

−d
dz

∫ ∞

V1

dε

∣∣∣ψ(1)(ε, z)
∣∣∣2

k1(ε)

∫ ∞

ε
dE fFD(E − µ1).

(3.15)

The other charges in the system are fixed and their distribution can not be affected
by changes in the potential energy, so that

C =

∣∣∣∣∣∂Qe
L

∂VG

∣∣∣∣∣ . (3.16)

Keeping in mind that our start expression for the charge density is valid only in the
limit T → 0, we can replace the chemical potential µ1 by the Fermi energy of the

source contact, E
(1)
F = V1 + ~2

(
k

(1)
F

)2
/2m∗, and the electronic charge accumulated
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Figure 3.9: The energy- and space-dependence of the electron probability distri-
bution density Pε(z)/Pmax for three values of applied bias: a.)Vg = −0.005V , b.)
Vg = 0.01V , and c.) Vg = 0.06V [14]. Pmax = Pεmax(zmax) is the maximum value of
Pε(z) in the considered energy and space domain, and depends on Vg. We can not
keep the same units for all three plots because the total charge in the system varies
with Vg.
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Figure 3.10: Left side: Potential energy (solid line) inside the scattering region
(|z| ≤ d) of the system depicted in Fig. 2.2. Electron probability distribution
density Pε(z) (dotted line) for ε = εmax. Right side: Probability distribution density
at z = zmax, normalized at its maximum value Pmax = Pεmax(zmax), for energies
around the chemical potential. The three rows correspond to three values of applied
bias: a.)Vg = −0.005V , b.) Vg = 0.01V , and c.) Vg = 0.06V .
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in the scattering system is

Qe
L =

e

2π

m∗

~2

∫ zb

−d
dz
∫ E

(1)
F

V1

dε

(
k

(1)
F

)2
− k2

1(ε)

k1(ε)

∣∣∣ψ(1)(ε, z)
∣∣∣2 . (3.17)

To analyze the physical process that underlies the variation of Qe
L with respect

to VG, we plot in Fig. 3.9 the energy- and space-dependence of the probability
distribution density, Pε(z) = |ψ(1)(ε, z)|2, to find an electron in the state ψ(1)(ε, z)
in a volume element at the given z-coordinate. The scattering wave functions and
consequently Pε(z) vary with the gate bias VG. Because the work function of the
metal contact is not precisely known we need to consider as the reference the gate
bias energy eV f

G which corresponds to the flat conduction band diagram defined
through limz↗zb

dV/dz = 0, limz↘zb
dV/dz = 0. We analyze further the probability

distribution density Pε(z) for different values of Vg = VG − V f
G . The capacitance of

the 2DEG can be written as C = |∂Qe
L/∂Vg|. Another important parameter for our

system is the height of the wide and shallow barrier which is formed between the
back contact and the blocking barrier (see Fig. 3.8), Vmax = max−d≤z<zb

[V (z)], and
which also depend on the voltage. If Vg is negative, (Fig. 3.9 a.) the electrons are
confined in the region close to the back contact and their density changes slightly
with applied voltage. In this case Vmax ' V (zb) ≥ µ1 as shown in Fig. 3.10 a.) and
there is no particular energy structure of the scattering functions for energies which
correspond to the occupied states (ε ≤ µ1). In contrast, for positive values of Vg
(Figs. 3.9 and 3.10 b.) and c.)), there is a pronounced maximum of Pε(z) with a
well defined width in energy and space. In this situation Vmax is below the chemical
potential µ1 and a classically allowed channel for the electrons is opened. For small
positive values of Vg the maximum of Pε(z) lies in this channel. In z-direction the
peak is centered around zmax, which is close to the position of the maximum of the
effective potential, Vmax. With increasing Vg a potential quantum well is formed
at the interface between the spacer layer and the blocking barrier (z ' zb) and the
position of the maximum of Pε(z) in z-direction, zmax becomes close to zb. (Figs. 3.9
c.) and 3.10 c.) left). Pε(zmax) has a sharp maximum which is located in an energy
range with no classically allowed connection between the electrons in the quantum
well and the back contact. (Figs. 3.9 c.) and 3.10 c.) right). It is usually said that
the 2DEG is formed.

In the upper part of Fig. 3.11 we compare the experimental C-V-curve [41] to
the results of our model [14]. For the numerical calculations, we use the parameters
corresponding to the experiments in Ref. [41]: effective massm∗ = 0.066m0, κGaAs =
κAlGaAs = 12.5ε0, ND−NA = 4 · 1018 cm−3, for z < zNd, and NA−ND = 1015 cm−3,
for zNd < z < d, where ND and NA are the concentrations of the ionized donors and
acceptors, respectively. We emphasize the excellent quantitative agreement between
theory and experiment.

Qualitatively, the C-V-traces take the form of a broadened step located between
a low-voltage, Vg < V−, and a high-voltage, Vg > V+, plateau. Both plateaus
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Figure 3.11: Upper part: The C-V curve, experimental data (filled circles) [41]
and numerical calculation (solid line). Because the work function of the metal
contact is not known precisely, we shift the theoretical voltage scale Vg with respect
to the experimental one VG, so that the centers of the steps coincide. Vg = 0
corresponds to the flat band configuration. Lower part: resonance energy εmax (solid
line) and the energies ε± (dotted lines) at which Pε(zmax) takes half its maximum
value Pmax = Pεmax(zmax). Shaded area: energies with µ1 > ε > Vmax. Dotted
vertical line indicates the center of the step.

have a small positive slope. We define the center of the step through the condition
d2C/dV 2

g = 0 and V− and V+ correspond to the gate voltages where |dC/dVg| takes
half of its maximum value. From Fig. 3.11 it can be seen that the step in the C-V
characteristic is located in a regime of gate voltages where Vmax is below the chemical
potential in the back contact (Vmax < µ1). Also, there are incident states with
energies for which the classical motion between the back contact and the quantum
well formed at the interface between GaAs spacer layer and blocking barrier is
allowed. For these states the electron probability distribution density, Pε(z), has a
maximum in energy for each z with −d < z < zb, as illustrated in Fig. 3.9 b.).
In the lower part of Fig. 3.11 we show the position of the maximum of Pε(zmax),
εmax, and the energies ε± at which the absolute value of the wave function takes half
the maximum value at constant z = zmax (see Fig. 3.9). It can be seen that the
center of the step in the C-V trace nearly coincides with the gate voltage at which
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εmax = µ1. Furthermore, the voltage V− occurs roughly at ε− = µ1 and the onset of
the high-voltage plateau V+ can be associated with ε+ = µ1.

We can conclude that with increasing applied voltage from V− to V+ increases
also the energetic overlapping of the classically allowed channel and the broad peak
of Pε(z). Consequently, the charge density ,which is accumulated inside the scatter-
ing system , enhances gradually. The capacitance should follow the slow variation
of the charge density, in contrast to a nearly closed system for which a jump in
the capacitance occurs, when the chemical potential in the contact reaches a new
energy level of the isolated quantum system. In the high voltage plateau (Vg > V+),
the probability distribution density maximum in energy narrows considerably and
migrates in an energy domain where the coupling to the back contact is possible
only through tunneling. With increasing Vg , the wide and shallow tunneling barrier
between the back contact and the electron gas accumulated at the interface between
the spacer layer and the blocking barrier also increases, thus, decoupling the 2DEG
from the contact. The system becomes equivalent with a plane capacitor with the
plates given by the 2DEG and the top metallic gate.



Chapter 4

Resonances in Transport
Phenomena

The notion of resonances, representing long-lived intermediate states of an open
system to which bound states of its closed counterpart are converted, due to coupling
to continua, is one of the most fundamental concepts in the domain of quantum
scattering [43]. On a formal level resonances show up as poles of the scattering
matrix occurring at complex energies Ē0λ = E0λ − iΓλ/2, where E0λ and Γλ are
called position and width of the resonance, respectively [44].

In recent years, the study of resonances which appear in transport through semi-
conductor nanostructures has attracted considerable attention [26, 30, 45, 46, 47,
48, 49, 50, 51, 52]. Of particular interest are asymmetric resonances and antireso-
nances. In Fano theory both line shapes result from a coherent interaction of the
resonance with a given background[53, 8]. To meet this condition, usually, a scenario
is considered in which two transmission channels interfere: First, a resonant chan-
nel which is provided by a quasibound level, second, a background channel which
is provided by a continuum of propagating states. In many studies the continuum
of states is associated with a propagating mode in an electron waveguide[45]. The
resonant channel can be established by a quasibound state in the binding poten-
tial of a donor impurity [46], by the Γ − X − Γ - channel in GaAs/AlAs/GaAs
single-barrier structures [47] or by a resonantly coupled cavity[48]. An interesting
variation of the latter case is the integration of the cavity in an Aharonov-Bohm
ring[49]. A similar pattern as in Refs. [45]-[49] is followed in Ref. [50] analyzing
magnetotransport across a quantum well. On the experimental side, a first study of
Fano profiles in transport was reported very recently in conductance measurements
on a single-electron transistor[30]. The measured resonances show typical features of
asymmetric and antiresonant Fano profiles. However, there remain open the fllowing
questions: First, in agreement with the standard explanation for Fano resonances,
there is a resonant part of the transmission which is well understood as a single-
electron addition but no coherent background channel can be identified. Second,
since there are minima in the conductance but no zeros, an incoherent contribution

53



54 CHAPTER 4. RESONANCES IN TRANSPORT PHENOMENA

to the conductance had to be assumed. As an alternative explanation a complex
asymmetry parameter was proposed. Such a complex asymmetry parameter of the
Fano distribution has been reported in a number of optical experiments[54, 55]. The
aim of this chapter is to derive an analytical theory of transport resonances [13] and
to identify in the experimental data the signature of the quasi-isolated resonances,
which can be described by Fano functions with a complex asymmetry parameter
[14, 13]. Conductance [30] and capacitance [41] measurements are available for high
quality nanostructures and they prove directly the dominance of the resonances in
the transport phenomena.

4.1 Analyticity Properties of the S Matrix

Following Bohm [8], we briefly summarize the analytic properties of the scattering
matrix. The causality condition leads to analytic properties of the S matrix when
the energy and momenta (or wave vector) of the electron are extended to complex
values. S̃(ε) is a meromorphic function on the two-sheeted Riemann surfaces with
a branch point at ε = 0 and a cut from 0 to ∞. Bound states poles lie on the
negative real axis of the ”physical sheet”, and except for them S̃(ε) is an analytical
function on the physical sheet. Further poles (of any order) may lie on the second,
”unphysical sheet”, coming from the possible zeros on the first sheet. Poles at various

ε−plane (physical sheet) ε−plane (unphysical sheet)

cut cut
x x x x x x

Resonance poles

Bound state
poles

Virtual state
poles

Figure 4.1: Left side: ”Physical sheet” of the complex energy plane corresponding

to the values of the wave vector k =
√

2m∗ε/~2 with Im[k] > 0. Poles of the
scattering matrix associated with the bound states. Right side: ”Unphysical sheet”
of the complex energy plane corresponding to the values of the wave vector with
Im[k] < 0. Poles of S̃(ε) associated to the virtual states and to resonances.

locations on the ”unphysical sheet” have various physical interpretations. Poles on
the negative real axis of the unphysical sheet are called virtual state poles. A virtual
state is one that would be bound if the interaction were more attractive. Poles of
S̃(ε) on the unphysical sheet, if they are close to the real axis, are of particular
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importance. They are called resonance poles. However, it is believed that for an
interaction that is effectively only in a region of the finite size, one has poles which
then must be simple [8].

4.1.1 Resonant States in the R Matrix Theory

Our theoretical development starts with the R matrix representation of the S matrix
which is particularly well suited to the description of narrow resonances [43]. As
it was demonstrated in the previous chapter, the two matrices are related to each
other through the relation (see Eq. (2.52))

S̃(ε) = 1− 2 [1 + iΩ(ε)]−1 , (4.1)

where the matrix Ω(ε) is defined by (2.53). It is obvious that the resonance poles
correspond to the zeros of the denominator function in the expression (4.1) of the
S̃ matrix,

det[1 + iΩ(ε0λ − iΓλ/2)] = 0. (4.2)

According to the definition (2.53), the Ω matrix elements have single poles for
each ε = εl, l ≥ 1, i.e. for each eigenenergy of the Hamiltonian corresponding to the
scattering system isolated from the contacts. The Wigner Eisenbud energies εl are
real and are associated to the bound states. If the system is coupled to contacts the
bound states are transformed into scattering states (maybe with a few exceptions
depending on the particularities of V (z)) and the poles should migrate in the lower
part of the ”unphysical sheet” of the complex energy plan.

We will first demonstrate that εl are no singularities of the S̃ matrix. The matrix
Ω given by Eq. (2.53) is split into a resonant part, which contains (ε− ελ)−1, and a
regular matrix Ωλ,

Ω(ε) =
ωλ(ε)

ε− ελ
+

∞∑
n = 1
n 6= λ

ωn

ε− εn
=

ωλ(ε)

ε− ελ
+ Ωλ(ε). (4.3)

This decomposition allows us to write

1 + iΩ = 1 + iΩλ +
iωλ

ε− ελ

=
[
1(ε− ελ) + iωλ (1 + iΩλ)

−1
] 1 + iΩλ

ε− ελ
. (4.4)

Taking into account that det[ωλ] = 0 as follows from the definition (2.54), we obtain
straightforwardly the determinant of the matrix 1 + iΩ,

det[1 + iΩ] =
ε− ελ − Ēλ(ε)

ε− ελ
Dλ(ε) (4.5)
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with

Ēλ(ε) = −iTr[ωλ(1 + iΩλ)
−1], (4.6)

and

Dλ(ε) = det [1 + iΩλ] . (4.7)

Now we can express the S̃-matrix given by (2.52) in terms of Ωλ and ωλ,

S̃(ε) =
Zλ(ε)

ε− ελ − Ēλ(ε)
, (4.8)

where the matrix Zλ(ε) is defined as

Zλ(ε) =
ε− ελ
Dλ(ε)

[
−1− det[Ω] + i

(
Ω−Ω−

)]
, (4.9)

and Ω− = Ω−1 det[Ω]. In principle, the solutions of the equation Dλ(ε) = 0 can not
be associated with resonance poles of the S̃ matrix. As follows from the definition
(4.6), Ēλ(ε̄) ∼ 1/D(ε̄) and becomes infinite for D(ε̄) → 0. So we can not directly say
that Dλ and det[1 + iΩ] vanish at the same points. Even if the two functions have
a common pole, it is expected to have a large imaginary part since Dλ depends only
through the regular and slowly varying function Ωλ. Therefore, it is convenient to
include Dλ(ε) in Zλ(ε).

The matrix Zλ and the function Ēλ are related to each other through the unitarity
requirement for the S̃ matrix which gives

ZλZ
†
λ = Z†λZλ =

∣∣∣ε− ελ − Ēλ(ε)
∣∣∣2 . (4.10)

The representation of the S-matrix in Eq. (4.8) is an exact reformulation of Eq.
(2.52) and has the advantage that it directly yields the equation

ε0λ − iΓλ/2− ελ − Ēλ(ε0λ − iΓλ/2) = 0 (4.11)

to determine the positions ε̄0λ = ε0λ − iΓλ/2 of the poles in the complex energy
plane. It is obvious that the expression (4.8) has no singularities for real energies
in the interval (ελ−1, ελ+1). Coupling to the contacts leads to a nonzero imaginary
part of the resonance energy and the stronger the coupling the larger the difference
between the Wigner Eisenbud energies ελ and the resonant energies ε̄0λ.

4.2 Conductance Resonances in a Quantum Dot

In the following we are interested in the analysis of narrow transport resonances.
They occur in the resonant part Gc of the conductance as given by Eq. (3.9). For
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illustrative purposes and to check our analytical theory we consider T (ε) for the
double barrier system of Fig. 3.2 with an applied source-drain voltage VSD = 200
meV, as depicted in Fig. 4.2. In the structure of Fig. 4.2, the barriers are high enough
so that the lowest three quasibound resonances (1-3) and the above lying Fowler-
Nordheim-type resonance (4) are narrow and have little interaction. However, the
approximation technique described below gives a very good description of the higher
Fabry-Perot-type resonances (5 and 6) in the classically allowed transport regime as
well. These resonances have a seizable larger overlap.
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Figure 4.2: Middle: Assumed potential in a schematic plot (solid line), wave func-
tions |Ψ(1)|2 at the resonance energies (dotted lines). Left: Position of the poles of
the S-matrix in the complex energy plane determined after Eqs. (4.12) and (4.13).
Upper right: Transmission vs. energy from exact calculation (solid line) and ap-
proximation in Eq. (4.20) (dashed line). Lower right: Wave function |Ψ(1)|2 in the
middle of the quantum well (z = 0) vs. energy from exact calculation.
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4.2.1 Fano Resonances in Transmission

We are interested in narrow resonances for which Γ is a small quantity. Therefore,
as a basic assumption for our theory of the resonant Fano line shape, we require
the validity of the linearization of Ēλ and implicitly Zλ in a domain of the complex
energy plane that includes the pole ε̄0 and the part of the real axis which contains
the transmission peak associated with the resonance; for simplicity, we omit further
the index λ of the resonant pole.

After a first order expansion of Ēλ(ε0 − iΓ/2) around ε0 one obtains from Eq.
(4.11)

ε0 = ελ + E1(ε0)−
Γ

2

dE2

dε

∣∣∣∣∣
ε=ε0

, (4.12)

Γ = 2 E2(ε0)

(
1− dE1

dε

∣∣∣∣∣
ε=ε0

)−1

, (4.13)

where E1(ε) = Re
[
Ēλ(ε)

]
and E2(ε) = −Im

[
Ēλ(ε)

]
. Inserting Eq. (4.13) in Eq. (4.12)

one obtains a nonlinear equation with a unique root for ε0. Our approach yields a
simple and accurate numerical procedure to approximate the position of the poles of
the S matrix in the complex energy plane, from which the shape of the lines directly
follows. In Fig. (4.3b) it is demonstrated that the resonance energies of the lowest
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Figure 4.3: a.) Transmission as a function of VSD and the kinetic energy ε. b.)
Energy of maximum transmission vs. VSD: Complete calculation (solid lines), ε0
given by Eqs. (4.12) and (4.13) (dashed lines), and values obtained in the Breit
Wigner approximation, Eqs. (4.23) and (4.24), (dotted lines). The three lines
coincide for the lowest three resonances.

levels are very well represented by our linear approximation.
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To obtain the line shape of the resonance we employ a formal expansion of the
S̃-matrix as given in Eq. (4.8) in a Laurent series around the pole ε̄0 = ε0 − iΓ/2,

S̃(ε̄) =
A−1

ε̄− ε0 + iΓ/2
+ A0 +

∞∑
j=1

Aj (ε̄− ε0 + iΓ/2)j . (4.14)

As usually done, we assume the poles to be simple [50, 51]. Here Eq. (4.8) ensures
that the S-matrix is an analytic function in the resonance domain excepting the pole,
condition which is required for the existence of the Laurent series. The resonance
domain is defined as a region in the complex energy plane in the vicinity of ε̄0, which
includes usually the interval (ε0 − Γ/2, ε0 + Γ/2) on the real axis, and inside which
we can linearize Ēλ and Zλ. Thus, the derivatives up to the second order for these
two functions at the points ε̄0 and ε0 are very small and we can neglect them in the
expression of the expansion coefficients of the Laurent series. Thus, the coefficients
have the form

A−1 '
Zλ(ε0)− iΓ/2 dZλ

dε

∣∣∣
ε=ε0

1− dĒλ

dε

∣∣∣
ε=ε0

, (4.15)

A0 '
dZλ

dε

∣∣∣
ε=ε0

1− dĒλ

dε

∣∣∣
ε=ε0

(4.16)

and Aj ' 0, ∀j ≥ 1. According to Eqs. (4.12) and (4.13)

1− dĒλ
dε

∣∣∣∣∣
ε=ε0

=
ε0 − ελ − Ēλ(ε0)

iΓ/2
(4.17)

and A0, denoted by S̃bg, becomes identically with

S̃bg =
iΓ/2

ε0 − ελ − Ēλ(ε0)
dZλ

dε

∣∣∣∣∣
ε=ε0

. (4.18)

From here it follows also A−1 = i
[
S̃(ε0)− S̃bg

]
Γ/2.

After the linearization of Ēλ and Zλ we obtain

S̃(ε) ' i
S̃(ε0)− S̃bg

e+ i
+ S̃bg, (4.19)

where e = 2(ε − ε0)/Γ and ε0 and Γ are position and width of the resonance. Eq.
(4.19) has a standard form [8, 51, 56, 57], but we can provide here an explicit
expression for the nonresonant component of the scattering matrix, S̃bg. The first
term in Eq. (4.19) represents the resonant part of S̃. For each element of the matrix
S̃ it is seen from Eq. (4.19) that the resonant part undergoes a phase change of π
when the energy passes the resonance. In general, this produces a change between
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constructive and destructive superposition of the resonant and the nonresonant part.
Therefore, an asymmetric line is obtained.

From Eq. (4.19) a line shape of the transmission probability is deduced,

T (ε) =
∣∣∣(S̃(ε))12

∣∣∣2 = Tbg
[e+ Re(q)]2 + [Im(q)]2

e2 + 1
, (4.20)

where Tbg =
∣∣∣(S̃bg)12

∣∣∣2 is the background transmission. The right hand side of Eq.

(4.20) is a Fano distribution (see Fig. 4.5) with a complex asymmetry parameter q
given by

q = i
(
S̃(ε0)

)
12

(
S̃bg

)−1

12
. (4.21)

In the following, Eq. (4.20) will be referred to as the transmission in the Fano ap-
proximation. To prove the validity of this approach for the transmission line shape,
we analyze in detail the first six maxima of the transmission curve corresponding to
the double barrier system, given in Fig. 4.2. As can be seen from Fig. 4.4, in the
resonance domains Eq. (4.20) provides a very good description of the peaks; for the
first two maxima one can not see any difference between the curves corresponding
to the exact calculation and Fano approximation. The exception is the fifth peak
which can not be considered separated from the next one and therefore the required
conditions for the Fano approximation are no longer fulfilled.

Often the background matrix S̃bg in Eq. (4.19) is assumed to be absent, leading
to a symmetrical Wigner-Breit shape of the transmission peaks [58],

T (ε) =
∣∣∣(S̃(ε))12

∣∣∣2 ' T (ε0)
1

e2 + 1
= T (ε0)

(Γ/2)2

(ε− ε0)2 + (Γ/2)2
, (4.22)

where T (ε0) =
∣∣∣(S̃(ε0))12

∣∣∣2. For consistency, we have to neglect the first derivatives

of Ēλ(ε) and Zλ(ε) not only in the expression (4.19) of the S̃ matrix but also in Eqs.
(4.12)-(4.13). Therefore, the position and the width of the resonance are determined
by the equations

ε0 = ελ + E1(ε0), (4.23)

and

Γ = 2 E2(ε0), (4.24)

respectively, where E1(ε) = Re
[
Ēλ(ε)

]
and E2(ε) = −Im

[
Ēλ(ε)

]
. Beside Eq. (4.22)

these two relations are the main equations of the Breit Wigner approximation of the
scattering matrix.
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Figure 4.4: Transmission vs. energy from exact calculation (solid line) and approx-
imation in Eq. (4.20) (dashed line) for the potential energy depicted in the middle
part of Fig. 4.2. In the first two graphics the solid- and dashed curves practically
coincide.
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In contrast to the Breit Wigner distribution, Fano function (4.20) is asymmetric
and allows for two extreme points,

εmax = ε0 +
Γ

4Re(q)

[
1− |q|2 +

√
(1− |q|2)2 + 4[Re(q)]2

]
, (4.25)

εmin = ε0 +
Γ

4Re(q)

[
1− |q|2 −

√
(1− |q|2)2 + 4[Re(q)]2

]
, (4.26)

for which the transmission has the values T (εmax) = Tbg[1 + Re(q)/εmax)] and
T (εmin) = Tbg[1 + Re(q)/εmin)], respectively. The nonzero transmission minimum
associated with the resonance is a consequence of the complex asymmetry parame-
ter. These qualitative features, therefore, describe the interference of the resonant
level with the background. An inspection of the line shapes of the exact calcu-
lation shows that there is an asymmetry which is correctly described in the Fano
approximation. However, the results of our exact calculation (see Fig. 4.4) show
no minimum associated with a resonance. This can be understood by noting that
always εmax− εmin ≥ Γ i. e. the minimum occurs in the tail of the distribution where
it has no weight and where our linearization is less well justified.

A rigorous analysis of the resonance line shape requires an answer to the question
if the Fano approximation is really better or the intensively used Breit Wigner
profile is sufficient for describing quasiseparated resonances. While in the Fano
approximation the slowly varying function of energy Ēλ and Zλ are linearized in the
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resonance domain, in the Breit Wigner approximation they are considered constant.
For our test structure given in Fig. 4.2 we plot in Fig. 4.6 the derivative of Ēλ with
respect to the energy at ε = ε0 as a function of applied bias, VSD. It is obvious
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|Ē
′ λ
(ε

0
)|2

|Ē
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|Ē
′ λ
(ε

0
)|2

Figure 4.6: Ē ′λ(ε0) = dĒλ/dε at ε = ε0 (solid line) and Wigner Eisenbud energies ελ
next to the resonance energy ε0 (dashed and dotted line) plotted against VSD. The
nonvanishing values of dĒλ/dε|ε=ε0 are associated with the level crossing of Wigner
Eisenbud energies with wave functions located before and between the barriers (see
lower part of Fig. 4.7).

from this figure that there are double barrier systems for which the derivative of
Ēλ(ε) and, implicitly, of Zλ(ε) at the resonance energy can not be neglected even
for narrow and well-separated peaks. As an example, we present in Fig. 4.7 the
transmission around the second maximum given by exact calculation (Eq. (4.8))
and by the two approximations: Fano (Eq. (4.20)) and Breit-Wigner (Eq. (4.22)).
For certain values of applied bias, the Breit Wigner approximation collapses although
the asymmetry of the line shape is not so strong. These results seem unexpected,
but are perfectly understandable in view of our method to determine the resonant
contribution to the scattering matrix. The starting point is the so called closed
scattering problem described by the Wigner Eisenbud functions and energies. For
this problem, the energy spectrum is discrete, but the level crossing (see Fig. 4.6)
is not forbidden. If ελ and ελ+1 are close to each other the matrix Ωλ (Eq. (4.3)),
which contains (ε − ελ+1)

−1, can not be considered constant around ελ. In turn,
the energy dependence of Ēλ and Zλ is not negligible as it is presumed in the Breit
Wigner approximation; these two functions have no singularities at ελ or in its
vicinity and the lowest approximation is a linear dependence on energy around ελ.
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Thus, for separated resonances, the position and the width are correctly given by
Eqs. (4.12) and (4.13), i.e. in the Fano approximation. The most general form of
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Figure 4.7: Upper part: Second transmission peak for the double barrier structure
presented in Fig. 4.2 for three values of the applied bias: VSD = 100 mV (left),
VSD = 220 mV (middle) and VSD = 300 mV (right). Solid line curves correspond to
exact calculation (Eq. (4.8)), dotted curves to Fano approximation (Eq. (4.20)) and
dot-dashed curves to Breit Wigner approximation (Eq. (4.22)). For VSD = 100 mV
and VSD = 300 mV all three lines practically coincide, while in the middle graphic
only the solid- and dotted curve appear identical. Lower part: Potential energy of
the biased double barrier structure (solid line) and the Wigner Eisenbud functions
(dotted and dashed lines) corresponding to the Wigner Eisenbud energies next to
the resonance energy.

a quasi-isolated transmission peak is described by the Fano function given in Eq.
(4.20). The numerical calculations in Fig. (4.8) confirm that the complex parameter
q is a general finding. This seems to hold for narrow peaks as well as for broad and
overlapping peaks. Similarly to the case of the Fano function with real parameter
[53], we can establish a connection between the parameter q and the asymmetry of
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Figure 4.8: The argument of the complex asymmetry parameter q vs. applied
bias for the first six transmission peaks. Even for the narrow transmission peaks
corresponding to the quasibound states the imaginary part of q is big and thus, it
is important for the description of the line shape.

the profile; Eq. (4.20) can be written into an equivalent form

T (ε) = Tbg[Im(q)]2
(Γ/2)2

(ε− ε0)2 + (Γ/2)2
+ Tbg[Re(q)]2

[
1

Re(q)
(ε− ε0) + Γ/2

]2
(ε− ε0)2 + (Γ/2)2

(4.27)

which shows that the real part of q is responsible for the asymmetry of the trans-
mission line shape. If Re(q) is large enough so that 2(ε − ε0)/[Γ Re(q)] � 1 the
asymmetric part of the transmission is negligible. In particular, this is the case of
the second transmission maximum plotted in Fig. 4.7 for which Re(q) ∼ 104 (see
Fig. 4.9) and which has no sizable asymmetry.

On the background of our systematic pole analysis we want to discuss a common
practice in which an Ansatz for the S-matrix of the form of Eq. (4.19) with general
S̃bg and S̃(ε0) is made [51, 56, 57]. To restrict this Ansatz to physically meaningful
cases the unitarity of S̃ is generally required for all real energies. In Appendix B
it is shown that, in this case, the asymmetry parameter qr is real and that S̃bg
has only one real free parameter which can be chosen to be qr. In our opinion,
this requirement is an overconstraint since the aim is a good description of the
main part of the transmission peak up to energies of about e ≈ 1. Our pole analysis
provides a systematic description of the line shape in this energy range. The resulting
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Figure 4.9: Real part of the complex parameter q vs. applied bias for the first six
peaks. Large values of Re(q) lead to quasisymmetrical transmission peaks.

expression (4.19) preserves the unitarity of the scattering matrix only in linear order
e (see Appendix B):

S̃S̃† = S̃†S̃ ' 1 + (δ − 1)
e2

e2 + 1
. (4.28)

The background matrix S̃bg (Eq. (4.18)) is then characterized by three parameters.
They can be chosen as the real- and the imaginary part of the complex asymmetry
parameter q, given by Eq. (4.21), and the imaginary part of the complex asymmetry
parameter qR (Eq. B.4)) describing the line shape of the resonance of the reflection
probability. As shown in Fig. (4.10), the matrix elements of δ − 1 are small in
comparison with 1. We expect that our approximation is valid as long as the second
term on the right hand side of Eq. (4.28) is small compared to 1. Then, the deviation
of S̃ from unitarity is small. This way, for each maximum we can estimate the range
of validity for our approximation through the requirement (δ− 1)ij e

2/(e2 + 1) � 1,
i, j = 1, 2.

4.2.2 Coherent and Noncoherent Contributions

The different contributions to the conductance through a quantum dot (Fig. 3.1)
were analyzed thoroughly in Sec. 1.4. To each peak in the curve G(Vg), it was
assigned a resonance index (ν0, i0) indicating the resonant channel and the number
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of the maximum in the transmission curve of the potential V (z) + Vg. The location
of the conductance maximum Vg = V0 is connected through the relation (Eq. (3.7))

εV0
i0 = EF − εν0⊥ , (4.29)

to the energy of the i0-th poles of the scattering matrix for the potential V (z) + V0,
where EF is the Fermi energy and εν0⊥ the energy of the resonant channel. The
coherent contribution to the conductance around this maximum is given by Eq.
(3.9) and, for a narrow peak, it has approximately the form of the i0-th transmission
peak (Eq. (3.10)),

Gc(Vg) '
2e2

h
T V0(EF − εν0⊥ − δV ) =

2e2

h
T V0(εV0

i0 − δV ), (4.30)

where δV = Vg − V0. Inserting Eq. (4.20) into the above equation we obtain the
coherent contribution to the conductance in the vicinity of the resonance as a Fano
function with the complex asymmetry parameter q defined by (4.21),

Gc(Vg) = Gbg
c

[ẽ+ Re(q)]2 + [Im(q)]2

ẽ2 + 1
. (4.31)
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Here ẽ = 2(Vg − V0)/Γ is a function of the plunger gate potential Vg, the resonance
position V0 and the resonance width Γ calculated as the imaginary part of the i0-th
pole of the scattering matrix for the potential V (z) + V0. The background coherent
contribution is related to the background transmission through

Gbg
c =

2e2

h
Tbg. (4.32)

The behavior of the dot analyzed here (Eq. (4.31)) shows that an asymmetric
line shape arises, in general, when there is a coherent superposition of contributions
to the S-matrix coming from different poles. This does not necessarily involve the
coupling between two different channels, as in the usual scenario to explain Fano
resonanances.

After having evaluated the resonant part, we obtain for the total conductance

G = Gbg
n.c. +Gbg

c

[ẽ+ Re(q)]2 + [Im(q)]2

ẽ2 + 1
. (4.33)

Here we assumed a small overlap of the conductance peaks, so that the contribution
of the nonresonant channels can be approximated by a constant:

Gbg
n.c. =

2e2

h

∞∑
ν 6=ν0

T V0(EF − εν⊥). (4.34)

In our theory all parameters in Eq. (4.33) can be calculated microscopically.

4.2.3 Comparison with Experimental Data

Now we solve the inverse problem to extract the transmission through the resonant
channel ν0 from the experimental conductance data. Here we face the basic problem
that the parameters q, Gbg

c , V0 and Γ, which enter Eq. (4.20), cannot be gained from
a fit in a unique way. To see this we rewrite Eq. (4.33) into an equivalent form[54]

G = Gof +G0
[ẽ+ qF ]2

ẽ2 + 1
. (4.35)

This is a sum of a Fano line with a real asymmetry parameter,

qF =
[
|q|2 − 1 +

√
(|q|2 − 1)2 + 4(Req)2

]
/2Req, (4.36)

and a constant offset

Gof = Gbg
n.c. +Gbg

c −G0, (4.37)

where

G0 = Gbg
c

Req

qF
. (4.38)
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The parameter qF is obtained as a solution of a second order equation where we
choose the value which leads to a positive G0. The other choice for the sign in qF
yields an equivalent description. According to Eq. (4.35), a fit of the conductance
line shape near a resonance can fix only the real parameters Gof , G0, qF , V0, and Γ,
which are not enough for a unique separation of the coherent- from the noncoherent
part of the conductance. In order to define a bijective mapping of the set of the
five fitting parameters onto the six microscopic parameter set, Gbg

n.c., G
bg
c , Re(q),

Im(q), V0 and Γ, we need an additional variable which we call α. We observe
that the equivalence of the two conductance expressions (4.33) and (4.35) allows
the variation of the background components of the conductance only inside a small
domain: From Eqs. (4.36) and (4.38) it follows that Gbg

c ≥ G0. Taking into account
that Gbg

n.c. is per construction positive, it immediately results from Eq. (4.37) that
Gbg
c ≤ G0 +Gof . Thus, we can define the parameter α as

Gbg
c = G0 + αGof (4.39)

where α varies between zero and one. The complex asymmetry parameter and
the noncoherent background component of the conductance can be expressed as a
function of α as well:

Re(q) = qF
G0

G0 + αGof

, (4.40)

Im(q) =
Gof

G0 + αGof

√
α2 + (1 + q2

F )α
G0

Gof

(4.41)

and

Gbg
n.c. = (1− α)Gof . (4.42)

Using the values V0 and Γ from fitting and the expressions (4.39 - 4.41), it is very
easy to construct the off-diagonal part of the S-matrix associated with the resonant
channel ν0 up to a global phase factor. This missing phase factor is expected because
the absolute square has been taken in (4.20).

Using the expression (4.33) we have performed an analysis of the experimental
conductance data in the Fano regime published by Göres et al [30]. We include
a possible constant component due to incoherent transport (Ginc in Ref. [30]) in
an effective noncoherent conductance background. In the experimental system the
potential in the plane of the two-dimensional electron gas is not known in detail.
The two major reasons are, first, the complexity of the geometry of the top gate
electrodes. Second, experimentally the potential changes in an unpredictable way if
the sample is heated and then cooled down again [30]. These changes are attributed
to unknown metastabilities of electrons in the donor layer within the AlGaAs. With-
out sufficient knowledge of the electron potential it is clear that it is impossible to
calculate the conductance exactly. Instead, we assume the correctness of a simple
Ansatz for the potential. We then focus on the question of what can be learned
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from the experimental peaks about the pole structure of the S-matrix which de-
scribes the resonance theoretically. As an Ansatz for the potential we choose the
effectively one-dimensional model presented in Chap. 2 (see Eq. (2.2)). One reason
for picking this model is that we can carry out an analytical analysis of the pole
structure of the S-matrix which is independent of the particular shape of V (z) and
V (~r⊥). Second, we adopt the discussion in Sect. II of Ref. [35] to argue that our
model is suitable for the representation of the relevant part of the experimental
structure: As shown in Fig. 3 of this reference, the scattering states are formed in
the contacts which are widening into the reservoir. With the reservoir we associate
the semi-infinite two-dimensional electron gases on the source and on the drain side
of the quantum dot presented in Fig. 1 of Ref. [30]. The reservoirs have a low
resistivity. With the contacts shown in Fig. 3 of Ref. [35] we associate the constric-
tions in the experimental samples between two split gates denoted by I in Fig. 1 of
Ref. [30]. In our model the contacts have to be identified with the regions which
lie between the reservoirs (source and drain) and the barrier in Fig. 3.1. In our
simple model we neglect interactions between the one-dimensional channels in the
contacts. In reality, this scattering is expected to have a significant impact. It is,
however, plausible to assume in this first study that the conductance will have the
same form and only the microscopic definitions of the parameters are modified by
the new interaction. As a consequence, it is to be expected that under inclusion of
channel scattering the asymmetry parameter qF can vary in a wider range from zero,
for the symmetrical dip of an antiresonance, to infinity, for a Breit-Wigner profile.
In the case of decoupled channels we only find large values of qF which correspond
to maxima in the conductance.

Underlying our method we find for the first antiresonance presented in Fig. 2a
of Ref. [30] that the offset conductance is not only generated by the incoherent
processes as it is proposed there. Rather, from Eq. (4.39) it follows that the co-
herent contribution to the background conductance should have a value between
0.131 e2/h and 0.210 e2/h while the noncoherent background part Gbg

n.c. varies from
0 to 0.210 e2/h. We conclude that the offset term Ginc, given by Göres et al. [30]
in Eq. (3), represents generally a number of different components which can be
coherent or noncoherent.

From the experimental conductance data we can also extract the transmission
curve T (ε), as used in Eq. (3.1) in the vicinity of a resonance, and verify that the
energy dependence is given by a Fano function with a complex asymmetry param-
eter. For the case analyzed in Fig. (4.11) the line shape is a typical antiresonance
(qF = −0.06). This demonstrates that the existence of many poles in the S-matrix
leads to an asymmetry of the profile as we have shown in Section III and that the
channel coupling increases the asymmetry.

We have provided in this section a systematic treatment of the conductance
through a quantum dot embedded in a quantum wire. In our system the potential
is decoupled in the transport- and in the lateral direction, which means that the
scattering channels are also decoupled. The Fano function with a complex asymme-
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Figure 4.11: a) Conductance as a function of the plunger gate potential Vg: ex-
perimental curve from Ref. [30] (solid line) and theoretical calculation (dasher line)
using Eq. (4.35). The parameters of the theoretical curve are: V0 = -90.24 meV, Γ =
5.76 meV, qF = −0.054, G0 = 0.131e2/h and Gof = 0.079e2/h. b) The transmission
through the resonant channel ν0 as a function of energy for a few values of α.
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try parameter arises as the most general resonance line shape under the assumption
that the background can be considered constant over the width of the resonance.
Our model provides microscopic expressions for the line shape parameters and pre-
dicts the coherent and noncoherent contributions to the background conductance.
Also this method allows the reconstruction of the off-diagonal part in the scattering
matrix from the experimental conductance data and shows that other measurements
are necessary to determine S-matrix in an unique way.

4.3 Capacitance of a Field Induced 2DEG

We analyze further the two dimensional electron gas which is formed (for biases
greater than a threshold value) at the interface between the GaAs spacer layer and
the blocking barrier of the heterostructure presented in Fig. 2.2. As was shown in
Sec. 3.2, for such a system the C-V curve takes the form of a broadened step located
between a low voltage, Vg < V−, and a high-voltage, Vg < V+, plateau (Fig. 3.11). To
demonstrate that this step and the subsequent high-voltage plateau are dominated
by a single resonance which changes its character from an intermediate resonance
(IR) to a quasibound state (QBS), we extend the resonance theory developed for
the S matrix to the scattering functions. Inserting the relation (2.52) between R-
and S̃ matrix in the expression (2.60) we obtain(

ψ(1)(ε, z)
ψ(2)(ε, z)

)
=

i√
2π

Θ(ε)K1/2(ε)
[
1− S̃(ε)

]
K1/2(ε)

(
R(ε;−d, z)
R(ε; d, z)

)
(4.43)

for every |z| ≤ d. Apparently the expression (4.43) of the scattering function has two
types of singularities: poles in the complex energy plane, which are also poles of the
S̃ matrix and real poles of the R matrix for every Wigner Eisenbud energy ε = ελ.
Following the method presented in Sec. 4.1.1, we perform an exact reformulation of
Eq. (4.43) in a vicinity of the Wigner Eisenbud energy ελ,

ψ(s)(ε, z) =
Z(s)(ε, z)

ε− ελ − Ēλ(ε)
, (4.44)

s = 1, 2, with the regular functions Ēλ(ε) given by Eq. (4.6) and

(
Z(1)(ε, z)
Z(2)(ε, z)

)
=

2iΘ(ε)√
2π

(ε− ελ)K
1/2(ε)

[
1 + iΩ−(ε)

]
Dλ(ε)

K1/2(ε)

(
R(ε;−d, z)
R(ε; +d, z)

)
,
(4.45)

where Ω− = Ω−1 detΩ, Dλ(ε) is given by Eq. (4.7) and the matrices Θ and K
by Eqs. (2.26) and (2.37), respectively. As a first advantage, the expression (4.44)
allows us to demonstrate that the Wigner Eisenbud energies are no singularities of
the scattering functions. Per construction, Ēλ(ε) has this property and it is enough
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to analyze the numerator function in Eq. (4.44). We split the R function, similarly
to the Ω matrix, into two parts,

R(ε; z, z′) =
βλ(z, z

′)

ε− ελ
+Rλ(ε; z, z

′), (4.46)

where βλ(z, z
′) = (~2/2m∗)(π/2d)χλ(z)χλ(z

′) according to the definition (2.41), so
that we can write Eq. (4.45) in the form(
Z(1)(ε, z)
Z(2)(ε, z)

)
=

2iΘ√
2π

K1/2 [1 + iΩλ]
−1 K1/2

[
(ε− ελ)

(
Rλ(ε;−d, z)
Rλ(ε; +d, z)

)
+

(
βλ(−d, z)
βλ(+d, z)

)]

− 2Θ√
2π

K1/2ω−
λK1/2

Dλ(ε)

(
Rλ(ε;−d, z)
Rλ(ε; +d, z)

)
. (4.47)

which does not contain 1/(ε − ελ) any more; (ω−
λ )11 = (ωλ)22, (ω−

λ )22 = (ωλ)11

and (ω−
λ )12 = (ω−

λ )21 = (ωλ)12. Therefore, Eqs. (4.8) and (4.44) show that the
scattering functions ψ(s)(ε, z), s = 1, 2, and the scattering matrix S̃ have the same
poles ε̄0λ = ε0λ − iΓλ/2 in the complex energy plane which satisfy Eq. (4.11).
According to the general theory [43, 8] we associate these poles with resonances; the
real part of the pole gives the resonant energy and the imaginary part the width of
the resonance.
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Figure 4.12: Left: Position of the resonance poles in the complex energy plane deter-
mined by Eq. (4.11). Right: Potential energy V (z) (solid line) for Vg = 0.016V and
the probability distribution density, Pε(z) = |ψ(1)(ε, z)|2, at the resonance energies
(dotted line). The upper plots present in detail an energy domain around µ1.

For the scattering potential of the biased structure given in Fig. 2.2, we present
in Fig. 4.12 the poles with the real part in the energy domain of the occupied states
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and the probability distribution density at the resonance energies corresponding to
these poles. The figure shows that there are two types of poles; the first one is
associated to the scattering states of the electrons confined in the region close to the
back contact and whose charge distribution varies very slowly with the applied bias
[14, 41]. So these resonances do not play any role in the capacitance variation with
Vg. The second type of poles, which have a smaller imaginary part, corresponds
to the states of the electrons localized at the interface between the GaAs spacer
layer and the blocking barrier. As discussed in Sec. 3.2, the charge accumulated
there varies strongly with Vg and, consequently, the changes of the capacitance can
be directly connected to the resonances of the second type. In our case there is a
single pole with the resonance energy below the chemical potential µ1 and for which
the probability distribution density at the resonance energy has a maximum in the
region of the potential quantum well, at the interface between the GaAs spacer and
the blocking barrier. The imaginary part of this pole is smaller than that of the
other poles and smaller than the gap between two adjacent resonance energies. So
we can conclude that the charge accumulation in the field induced quantum well of
the MIS type semiconductor structure given in Fig. 2.2 is characterized only by a
narrow and quasi-isolated resonance; for simplicity we denote the complex energy of
the corresponding pole by ε̄0 = ε0− iΓ/2. Therefore, in a vicinity of ε̄0 the functions
Z(s)(ε, z) and Ēλ(ε) can be linearized and we obtain for the wave functions at a fixed
z a Fano distribution

ψ(s)(ε, z) ' iψ(s)(ε0, z)

1
q(1)(z)

e+ 1

e+ i
(4.48)

with a complex asymmetry parameter

1

q(1)(z)
=

Γ/2

Z(s)(ε0, z)

d

dε
Z(s)(ε, z)

∣∣∣∣∣
ε=ε0

, (4.49)

where e = 2(ε− ε0)/Γ. The probability distribution density in the Fano approxima-
tion,

Pε(z) ' Pε0(z)

∣∣∣ 1
q(1)(z)

e+ 1
∣∣∣2

e2 + 1
, (4.50)

yields a very accurate approximation for the numerically found maxima shown in
Figs. 3.9 b.) and c.): for demonstration we plot in the middle part of Fig. 4.13 the
energy of the maximum of the function Pε(zmax) given by Eq. (4.50),

εFmax = ε0 + Γ
1− |q(1)(zmax)|2 +

√
(1− |q(1)(zmax)|2)2 + 4[Re(q(1)(zmax))]2

4Re(q(1)(zmax)) (4.51)
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and the energies

εF± = ε0 + Γ
2Re(q(1)(zmax))±

√
[Re(q(1)(zmax))/emax + 1]

2 − 2 [Im(q(1)(zmax))]
2

2 [Re(q(1)(zmax))/emax − 1]
(4.52)

at which the considered Fano function takes half the maximum value at constant
z = zmax; emax = 2(εFmax − ε0)/Γ and as defined in Sec. 3.2 zmax is the position of
the maximum of Pε(z). There is an excellent agreement between εFmax, ε

F
± and its

counterparts εmax, ε±, which results from the inspection of the complete numerical
scattering functions (Eq. (4.48)). This agreement demonstrates that the wave func-
tions, which are important for the step in the capacitance curve, are derived from
a single resonance. For small applied biases (V− < Vg < V+) this resonance has
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Figure 4.13: Left part: Probability distribution density at z = zmax, normalized
at its maximum value, Pε(zmax)/Pmax around the resonance energy ε0: numerical
calculation (solid line) and Fano approximation (dashed line). Left part: Vg =
0.011 V; Right part: Vg = 0.025 V. Middle part: As the result of the complete
numerical calculation the energy εmax of the maximum of Pε(z) (solid line), and the
energies ε± at which Pε takes half the maximum value at constant z = zmax (dotted
lines). The corresponding values εFmax (filled triangle) and εF± (triangle) in the Fano
approximation. Shaded area: energies with µ1 > ε > Vmax.

the character of an intermediate resonance [14]: i) its energy lies in the classically
allowed range (Fig. 4.13, middle part) and, therefore, is a Fabry-Perot type reso-
nance; ii) it is located in the space between the contact and the region where an
isolated 2DEG is formed at large values of Vg (Figs. 3.9 b.) and 3.10 b.)); iii) its
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shape is strongly asymmetric (Fig. 4.13, left part). With increasing Vg the interme-
diate resonance turns into a quasibound state which, in contrast to the intermediate
resonance, is connected to the back contact only via the tunneling effect. The reso-
nance line of Pε(z) narrows and tends to become symmetric (Fig. 4.13, right part).
To demonstrate the continuous transformation of the intermediate resonance to a
quasibound state by decreasing the coupling strength between the back contact and
the accumulation layer, i.e. increasing Vg, we plot in the upper part of Fig. 4.14
the imaginary part of the poles closest to the real axis in dependence on the gate
voltage. It is clearly seen that the step in the capacitance corresponds to a domain
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Figure 4.14: Upper part: The imaginary part of ε̄0 vs. gate voltage Vg. Lower part:
Real part (solid line) and imaginary part (dotted line) of the complex asymmetry
parameter 1/q(1)(zmax) and the deviation of the maximum of the Fano distribution
from the pole energy (dashed line) at gate voltages for which the Fano approximation
of the wave functions is valid. The dotted vertical line indicates the center of the
step in the C-V characteristic, Vc = 0.0105 V.

of the gate voltages where a single pole becomes separated from all other and the
width of this resonant poles decreases very strongly and continuously with the ap-
plied bias. To characterize quantitatively this resonance we plot in Fig. 4.14 the
real and the imaginary part of the asymmetry parameter 1/q(1). For gate voltages
in the step region, in the case of the intermediate resonance, both quantities are
large and we find from Eq. (4.50) that there is a strong asymmetry in center of the
resonance, i. e. for e ≤ 1. Furthermore, the strong asymmetry in the line shape
causes a distinct separation of ε0 and εmax. With increasing voltage the asymme-
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try decreases to become negligible in the high-voltage plateau when the quasibound
state is formed. From Eq. (4.50) we obtain a standard Breit-Wigner distribution
for the probability distribution density with the symmetry center given by ε0. Since
Γ decreases rapidly with increasing voltage the Breit-Wigner distribution turns into
a δ-function expected for an isolated two-dimensional electron gas.

4.4 Summary

We develop an analytical theory of the quasi-isolated transport resonances and iden-
tify the signature of these resonances in the conductance and capacitance measure-
ments performed on semiconductor heterostructures.

Our starting point is a noninteracting model for the effectively one dimensional
transport through semiconductor nanostructures. We use the S-matrix description of
coherent transport in which a Fano resonance is obtained from a pole of the S-matrix
in the complex energy plane of the standard form Eq. (4.19). The advantage of our
model is that, dissimilar to other approaches [8, 51, 56, 57], it is possible to derive
explicit expressions for the S-matrix in Eq. (4.19) starting from the Schrödinger
equation. In contrast to the situation in Refs. [45, 46, 47, 48, 49], there is only
one (conserved) channel per contact for a given energy so that the usual picture to
explain asymmetric lines, which invokes coupling between two different channels,
does not apply. Nevertheless, we obtain Fano profiles in our model.

In Sec. 4.2 we analyze the conductance of a quantum dot embedded in a quan-
tum wire. We demonstrate that to each conductance peak a resonant channel can be
associated which provides the resonant part of the conductance. The other channels
yield a noncoherent contribution which for narrow resonances can be approximated
as a constant. The contribution of the resonant channel is described by a Fano pro-
files with a complex asymmetry parameter. The coherent background component
S̃bg of the S-matrix, which is necessary for an asymmetric line shape (Eq. (4.19)), is
the natural consequence of the existence of other poles of the S-matrix in the com-
plex energy plane which are different from the resonant pole. The imaginary part of
the asymmetry parameter results from the following consideration: We obtain Eq.
(4.19) for the S-matrix by a linearization of the S-matrix around the conductance
maximum. Our description of the resonances, therefore, is correct in the center of
the resonances i. e. for e ≤ 1. This is sufficient since, if there is an overlap of the
experimental resonances like in [30], a single pole approximation of the matrix as in
(4.19) cannot be expected to be valid outside the center of the resonances. There-
fore, in contrast to the standard approach which requires unitarity of S̃ in the whole
energy range (even where Eq. (4.19) cannot be expected to hold anymore), our lin-
earization yields unitarity of the S-matrix only in linear order of e. Therefore, S̃bg
does not have to be a unitary matrix and we gain one more free parameter for the
line shape. We demonstrate that this parameter consists of the imaginary part of
the asymmetry parameter. From numerical calculation we conclude that a complex
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asymmetry parameter is a general finding even for extremely narrow and strongly
isolated resonances. We discuss our results in the context of the experiments from
Ref. [30]. Since the contacts in the experiments are two-dimensional, there is the
possibility of channel interaction which is not considered in our model. Nevertheless,
we expect that the basic structure of our results carries over to the experimental
geometry. It is then demonstrated that within certain limits, it is possible to recon-
struct from the experimental data the off-diagonal part of the S-matrix, as given in
Eq. (4.19) up to a natural global phase.

In Sec. 4.3 we demonstrate that the scattering functions and the scattering
matrix have the same poles in the complex energy plane. This finding allows for
obtaining Fano lines with a complex asymmetry parameter for the probability dis-

tribution density, Pε(z) =
∣∣∣ψ(1)(ε, z)

∣∣∣2, at a given space coordinate z. Based on the
resonance theory generalized for the scattering functions we discuss the measured
step in the C-V characteristic of a MIS type semiconductor heterostructure. Con-
trary to the well-known statistical limit, we find that the formation of a field induced
two dimensional electron gas (2DEG) in the considered system is dominated by only
one relevant resonance and there is no channel mixing. Since for the open system
the coupling between contact and the accumulation layer in front of the blocking
barrier is strong, this resonance has the character of an intermediate resonance; It is
a new type of resonance, with distinct characteristics: i) it is localized in the space
between the probe and the isolated quantum system, ii) its energy lies in the classi-
cally allowed regime, and iii) its line shape is strongly asymmetric. At the transition
from the open to nearly closed system the intermediate resonance develops into the
quasibound state known for an isolated 2DEG. Excellent quantitative agreement
shows that this transition is seen in capacitance experiments.



Chapter 5

Optical Phonons in Uniaxial Slabs

The electron-optical phonon interaction plays a dominant role in determining the
various electronic properties of the quasi-two dimensional electronic systems of polar
crystals. Since the work of Lucas et al [59] and continuing with studies of Wang
and Mahan [60], Evans and Mills [61], Licari and Evrard [62], Wendler [63], Mori
and Ando [64], Chen et al [65], Hai et al [66], Pokatilov et al [67] and others, this
problem has stirred up a large interest, justified in the last period by the works of
Lee et al [68] and Weinan and Huang [69]. With the development of modern growth
techniques [6, 70], it has become possible to grow not only very thin layers but also
perfect epitaxial structures containing semiconductor layers with unequal lattice
constants. Such structures contain layers with elastically strained crystal lattice
and the strain will affect both the properties of the electrons and holes [17, 71]
and the properties of the phonons [72], allowing the fabrication of devices with
enhanced performances. The high-speed modulation-doped field effect transistor
and the low-threshold quantum well laser are two examples which benefited from
the technique used to exploit the effects of the built-in strain distribution on the
electronic properties of semiconductor devices.

Our main purpose is to discuss both the spectra of optical phonons and their
interaction with a conduction electron in strained semiconductor heterostructures.
But to achieve this goal we have to overcome difficulties, mainly determined by the
anisotropic features of the pseudomotphic semiconductor layer of the heterostruc-
ture, layer which, in certain conditions, is uniaxially deformed. Thus, in order to
elucidate the role of the uniaxial anisotropy on the spectra of optical phonons and the
electron-phonon interaction, we shall first discuss a much simpler system, namely
a uniaxial semiconductor slab. We use the dielectric continuum model of Born
and Huang [15] with electrostatic boundary conditions. Investigation of the normal
modes have been carried out excluding the retardation of the Coulomb interaction.
This method was presented in detail in Refs. [72, 73, 74].

A slab is a system of finite thickness oriented normal to the z axis and extending
to infinity in the x and y directions. Because of the translational symmetry in
directions parallel to the plane of the slab, one assumes normal modes in which the
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ionic displacement amplitudes are wavelike in these directions. The problem is then
to determine both how the frequencies ω of these normal modes depend on the two-
dimensional wave vector ~k in the plane of the slab and how the ionic displacements
amplitudes vary in the direction perpendicular to the slab for each normal mode.

The normal modes of the slab can be classified as either confined modes or surface
modes. According to Jones and Fuchs [75] we define the confined modes as normal
modes for which the variation of the ionic displacement amplitudes in the direction
perpendicular to the slab is wavelike in character ( given by a sine or a cosine function
of z). Surface modes are ones in which the ionic displacement amplitudes decrease
with increasing distance into the slab from the surface, i.e. they are localized at the
surfaces. Both confined and surface modes can be also characterized as acoustical or
optical and as transverse or longitudinal depending upon the direction of the ionic
displacements at ~k = 0.

We consider an anisotropic uniaxial slab lying between ±l/2 with the faces nor-
mal to z axis and with the optical axis directed along the normal to the slab; as
usual, the slab extends to infinity in the x and y directions. The geometry of the
system is given in Fig. 5.1.

l/20−l/2

Optical axis z

x y

Vacuum Material uniaxial Vaccum

Figure 5.1: Geometry relevant to the discussion of the dielectric slab.

5.1 Equations of Motion

For the sake of simplicity, the generalization being easy to perform, we shall suppose
the slab to be composed of an ionic crystal or a polar semiconductor having one pair
of ions per primitive cell and surrounded by vacuum.
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The optical phonon modes of the uniaxial slab will be calculated in the frame
of the dielectric continuum model [62, 75, 76]. The optical modes will be found in
the long-wave approximation; the displacement of the positive and negative ions are
slowly varying functions of position, and it is meaningful to introduce a macroscopic
polarization, ~P(~r, t), and an average electric field, ~E(~r, t). In the absence of free
charges, the only two contributions to the total charge density are the bulk and the
surface polarization charges so that, in the electrostatic approximation

~E(~r, t) = −∇φ(~r, t), (5.1)

and the equation for the scalar potential [63, 77] is

φ(~r, t) =
1

4πε0

∑
i=x,y,z

∫
d~r′

∂

∂ri

1

|~r − ~r′|
~Pi(~r′, t), (5.2)

where ε0 is the dielectric permittivity of the vacuum.
In order to avoid the difficulty of obtaining an equivalent of the Lorentz relation

between the local field and the macroscopic electric field, for the anisotropic case
we are referring directly to the equations of the Born-Huang model. Denoting the
optical phonon field by the vectors ~U(~r, t) the equations of the model are [78]

Üi(~r, t) = β11,iUi(~r, t) + β12,iEi(~r, t)
Pi(~r, t) = β12,iUi(~r, t) + β22,iEi(~r, t) (5.3)

where i = x, y, z. Taking into account the axial symmetry of the system, we in-
troduce the symbols ‖ and ⊥ corresponding to a direction that is either parallel or
orthogonal to the optical axis, respectively. The coefficients β which appear in Eqs.
(5.3), in fact elements of some diagonal matrices [78], have the expressions

β11,i =

{
−ω2

TO,⊥, i = x, y
−ω2

TO,‖, i = z
(5.4)

β12,i =

 ωTO,⊥ [ε0 (ε⊥(0)− ε⊥(∞))]1/2 , i = x, y

ωTO,‖
[
ε0
(
ε‖(0)− ε‖(∞)

)]1/2
, i = z

(5.5)

β22,i =

{
ε0[ε⊥(∞)− 1], i = x, y
ε0[ε‖(∞)− 1], i = z

(5.6)

where ωTO,α, are the frequencies of the transverse phonon modes on the principal
directions, α = ‖,⊥, and εα(0) and εα(∞) are the low and high frequencies dielectric
constants, respectively, along the same directions.

Assuming a sinusoidal dependence on time for the fields,

~E(~r, t) = ~E(~r)e−iωt,

~P(~r, t) = ~P (~r)e−iωt, (5.7)

~U(~r, t) = ~u(~r)e−iωt,
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where ω is the normal frequency of vibration, we obtain from the first equation of
the system (5.3) the relation between the macroscopic electric field and the vector
which describes the ions displacement,

Ei(~r) =
ω2
TO,i − ω2

β12,i

ui(~r), i = x, y, z. (5.8)

Taking into account the definition relation of the electrical polarization,

Pi(~r) = ε0χi(ω)Ei(~r), i = x, y, z, (5.9)

where χi(ω) is the dielectric susceptibility,

χi(ω) =

{
ε⊥(ω)− 1, i = x, y
ε‖(ω)− 1, i = z

, (5.10)

the second equation of the system (5.3) yields the components of the dielectric tensor

εα(ω) = εα(∞)
ω2
LO,α − ω2

ω2
TO,α − ω2

. (5.11)

The frequencies of the longitudinal phonon modes on the principal directions, ωLO,α
(α = ‖,⊥), verify the well-known relation Lyddane-Sachs-Teller:

ω2
LO,α = ω2

TO,α

εα(0)

εα(∞)
. (5.12)

Inserting the relations deduced from Eqs. (5.3) and the expression (5.2) of the
scalar potential in Eq. (5.1) we obtain an integral equation for the components of
the phonon field:

ω2
TO,i − ω2

β12,i

ui(~r) =
∑

j=x,y,z

χj(ω)
ω2
TO,j − ω2

β12,j

∫
d~r′Γij(~r − ~r′)uj(~r′)

(5.13)

with

Γij(~r − ~r′) =
1

4π

∂2

∂ri∂rj

(
1

|~r − ~r′|

)
, i = x, y, z. (5.14)

The translational symmetry of the system in the directions parallel to the plane
of the slab allows for the definition of a 2D wave vector ~k. To write the integral on
the right side of Eq. (5.13) in a more transparent form, one can introduce the two
dimensional Fourier transform [62]

~u(~r) =
∑
~k

ei
~k~r⊥

√
A
~u(~k, z), (5.15)
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where A is the area of the slab surface and ~r⊥ is the component of ~r in the plane of
the slab,

~r⊥ = x~ex + y~ey. (5.16)

{~ex, ~ey, ~ez} is the Cartesian basis corresponding to the coordinate system given in
Fig. 5.1. Using also the Fourier transform [62] of the kernel

1

4π|~r − ~r′|
=

1

2A

∑
~k

ei
~k(~r⊥−~r′⊥) e

−k|z−z′|

k
, (5.17)

the integral equations (5.13) are written into a more convenient form

g⊥(ω)ux(~k, z, ω) = −kx

2

∫ l/2
−l/2 dz

′e−k|z−z
′|
{
χ⊥(ω)g⊥(ω)

[
ux(~k, z

′, ω)
kx
k

+ uy(~k, z
′, ω)

ky
k

]
+i sgn(z − z′)χ‖(ω)g‖(ω)uz(~k, z

′, ω)
}
,

g⊥(ω)uy(~k, z, ω) = −ky

2

∫ l/2
−l/2 dz

′e−k|z−z
′|
{
χ⊥(ω)g⊥(ω)

[
ux(~k, z

′, ω)
kx
k

+ uy(~k, z
′, ω)

ky
k

]
+i sgn(z − z′)χ‖(ω)g‖(ω)uz(~k, z

′, ω)
}
,

ε‖(ω)g‖(ω)uz(~k, z, ω) = −k
2

∫ l/2
−l/2 dz

′e−k|z−z
′|

{
i sgn(z − z′)χ⊥(ω)g⊥(ω)

[
ux(~k, z

′, ω)
kx
k

+uy(~k, z
′, ω)

ky
k

]
− χ‖(ω)g‖(ω)uz(~k, z

′, ω)

}
,

(5.18)

where

gα(ω) =
ω2
TO,α − ω2

β12,α

, α = ⊥, ‖ (5.19)

and

sgn(z − z′) =

{
1, z > z′

−1, z < z′
. (5.20)

According to L. Wendler [63] we introduce the Cartesian basis

~e⊥ = kx

k
~ex + ky

k
~ey,

~es = ky

k
~ex − kx

k
~ey,

~e‖ = ~ez

(5.21)



84 CHAPTER 5. OPTICAL PHONONS IN UNIAXIAL SLABS

and the components of the phonon field with respect to the new basis satisfy the
integral equations:

g⊥(ω)us(~k, z, ω) = 0

g⊥(ω)u⊥(~k, z, ω) = −k
2

∫ l/2
−l/2 dz

′e−k|z−z
′|

[
χ⊥(ω)g⊥(ω)u⊥(~k, z′, ω)

+i sgn(z − z′)χ‖(ω)g‖(ω)u‖(~k, z
′, ω)

]
ε‖(ω)g‖(ω)u‖(~k, z, ω) = −k

2

∫ l/2
−l/2 dz

′e−k|z−z
′|

[
i sgn(z − z′)χ⊥(ω)g⊥(ω)u⊥(~k, z′, ω)

−χ‖(ω)g‖(ω)u‖(~k, z
′, ω)

]
(5.22)

The new basis (5.21) allows for the separation of the phonon field into a s-
polarized part, us, and a p-polarized part, up = u⊥~e⊥ + u‖~e‖, which are completely
decoupled. Using the linear dependence between Pi and ui, i = x, y, z, (Eqs. (5.8)
and (5.9)), it is easy to write Eqs. (5.22) in terms of the s- and p-polarized com-

ponents of ~P (~k, z), having thus a generalization of the integral equations obtained
for the isotropic case by Wendler [63]. Due to the form of the Hamiltonian density,
however, in the following, we shall prefer to work with the components of the phonon
field, in a manner similar to that developed in Ref. [64] for isotropic systems.

5.2 Normal Modes

The normal modes are obtained as particular solutions of Eqs. (5.22).

5.2.1 s-Polarized Phonon Modes

The first equation of the system (5.22), which is not coupled to the others, can be
solved immediately. The eigenvalues are

ωj = ωTO,⊥, (5.23)

and us(~k, z, ωj) are arbitrary function of z. Since the s component of the phonon
field does not produce polarization charges on the surfaces, the finite slab behaves
as if it were an infinite medium. They are purely transverse and degenerate modes
and their eigenfrequency is associated with the infrared resonance of the crystal. In
addition these modes have no coupling with the conduction electrons.

5.2.2 p-Polarized Phonon Modes

For these normal modes ω 6= ωTO,⊥ and the component us(~k, z) of the phonon field
should be zero. The other two components, u⊥ and u‖, are obtained as solutions of
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the two coupled integral equations of the system (5.22) using the method developed
by Fuchs and Kliewer [76]. With the notations

K(z, z′) = ke−k|z−z
′|, (5.24)

KA(z, z′) = −k sgn(z − z′)e−k|z−z
′|, (5.25)

the system (5.22) becomes

g⊥(ω)u⊥(~k, z, ω) = −1
2
χ⊥(ω)g⊥(ω)

∫ l/2
−l/2 dz

′K(z, z′)u⊥(~k, z′, ω)

+ i
2
χ‖(ω)g‖(ω)

∫ l/2
−l/2 dz

′KA(z, z′)u‖(~k, z
′, ω),

ε‖(ω)g‖(ω)u‖(~k, z, ω) = i
2
χ⊥(ω)g⊥(ω)

∫ l/2
−l/2 dz

′KA(z, z′)u⊥(~k, z′, ω)

+1
2
χ‖(ω)g‖(ω)

∫ l/2
−l/2 dz

′K(z, z′)u‖(~k, z
′, ω).

(5.26)

Using the relation between the phonon field and the polarization field (Eqs. (5.8)
and (5.9)), we find that the system (5.26) is equivalent with the following eigenvalue
problem:

∑
β=⊥,‖

ηαβ(ω)Pβ(~k, z, ω) =
∑
β=⊥,‖

∫ l/2

−l/2
dz′Mαβ(z, z

′)Pβ(~k, z
′, ω) (5.27)

where

ηαβ(ω) =


χ−1
⊥ (ω), α = β = ⊥

1 + χ−1
‖ (ω), α = β = ‖

0, α 6= β
(5.28)

and the kernel

M(z, z′) =
1

2

(
−K(z, z′) iKA(z, z′)
iKA(z, z′) K(z, z′)

)
(5.29)

is a Hermitian one,

M†
αβ(z, z

′) = M∗
βα(z

′, z) = Mαβ(z, z
′). (5.30)

The system (5.27) is a generalization of the equations given by Wendler [63] for the
isotropic case.

Based on the Hermitian property of the kernel M(z, z′) we obtain from the
relation (5.27) written for two values of the frequencies, ωi and ωj, the equations
verified by the components of the polarization field,∫ l/2

−l/2
dz

∑
α,β=⊥,‖

[ηαβ(ωi)− ηαβ(ωj)]P
∗
α(~k, z, ωj)Pβ(~k, z, ωi) = 0.

(5.31)
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Replacing in Eq. (5.31) the polarization by its expression given by Eqs. (5.8) and
(5.9), it follows the orthogonality relation for the components of the phonon field

(ω2
j − ω2

i )
∫ l/2

−l/2
dz

∑
α,β=⊥,‖

u∗α(
~k, z, ωj)uβ(~k, z, ωi) = 0. (5.32)

In contrast to the phonon field eigenvectors, the polarization eigenvectors do not
satisfy an orthogonality relation (Eq. (5.31)) and, therefore, do not form a basis as
in the isotropic case [63]. We need an orthogonal and complete system of functions in
order to write the Hamiltonian in the second quantization and it is more convenient
in the anisotropic case to solve the eigenvalue problem of the phonon field.

Further, the Fredholm-type integral equations (5.26) are transformed into a sys-
tem of differential equations using the following properties of the kernels K(z, z′)
and KA(z, z′) [62]:

d

dz

∫ l/2

−l/2
dz′K(z, z′)f(z′) = k

∫ l/2

−l/2
dz′KA(z, z′)f(z′), (5.33)

d

dz

∫ l/2

−l/2
dz′KA(z, z′)f(z′) = k

∫ l/2

−l/2
dz′K(z, z′)f(z′)− 2kf(z), (5.34)

valid for all f defined on the interval [−l/2, l/2]. If Eqs. (5.26) are differentiated
once with respect to z, it follows

g⊥(ω)
d

dz
u⊥(~k, z, ω) = ikg‖(ω)u‖(~k, z, ω),

ε‖(ω)g‖(ω)
d

dz
u‖(~k, z, ω) = −ikε⊥(∞)g⊥(ω)u⊥(~k, z, ω). (5.35)

It is easy to see that, strictly in this anisotropic case, ωLO,⊥, ωLO,‖, ωTO,⊥, ωTO,‖
are not eigenfrequencies of the p-polarized phonon field. If we suppose that ωLO,⊥
is an eigenfrequencies and impose the condition to have nonzero solutions for u⊥
and u‖, then ωLO,⊥ = ωLO,‖ and this corresponds to an isotropic system. We can
analogously demonstrate that ωTO,⊥ is an eigenfrequency if and only if ωTO,⊥ =
ωTO,‖. Differentiating once the first equation in (5.35), the system (5.35) can be
written in the equivalent form

d2

dz2
u⊥(~k, z, ω) = k2 ε⊥(ω)

ε‖(ω)
u⊥(~k, z, ω), (5.36)

u‖(~k, z, ω) = − i

k

g⊥(ω)

g‖(ω)

d

dz
u⊥(~k, z, ω). (5.37)

Eq. (5.36) shows that, depending on the sign of the ratio

r(ω) =
ε⊥(ω)

ε‖(ω)
(5.38)

the phonon modes can be classified as surface modes for r(ω) > 0 and confined
modes for r(ω) < 0. Thus, we find the same mode types as for isotropic slabs [62].
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Surface phonon (SO) modes

In the case r(ω) > 0 the solution of Eqs. (5.36) and (5.37) are of the form

u⊥(~k, z, ω) = Aeγ(ω)kz +Be−γ(ω)kz,

u‖(~k, z, ω) = −iγ(ω)
g⊥(ω)

g‖(ω)

[
Aeγ(ω)kz −Be−γ(ω)kz

]
, (5.39)

where

γ(ω) = [r(ω)]1/2. (5.40)

Requiring that the functions defined by Eqs. (5.39) also satisfy the system (5.22)
we obtain the dispersion law for the surface phonon modes,

eγ(ω)kl = p
ε‖(ω)γ(ω)− 1

ε‖(ω)γ(ω) + 1
, p = ± (5.41)

and the relation between the constants A and B

B = A
ε‖(ω)γ(ω)− 1

ε‖(ω)γ(ω) + 1
e−γ(ω)kl. (5.42)

Inserting the dispersion law in Eq. (5.42) we find

A = B for p = +
A = −B for p = − (5.43)

By definition γ(ω) (Eq. (5.40)) is a positive quantity and consequently eγ(ω)kl > 1.
Requiring that the term on the right-hand side of Eq. (5.41) has values greater than
1, two types of surface phonon modes are obtained corresponding to the inequalities

ε‖(ω)γ(ω) < −1 for p = +
−1 < ε‖(ω)γ(ω) < 0 for p = −. (5.44)

For here follows the condition

ε‖(ω) < 0 (5.45)

which should be satisfied for both types of modes. So, the frequencies of the surface
modes denoted by ω0,p(k) are the solutions of the equation

cosh[γ(ω)kl] = p
ε⊥(ω)ε‖(ω) + 1

ε⊥(ω)ε‖(ω)− 1
(5.46)

(equivalent to Eq. (5.41)) verifying for the two values of the parity index p the
conditions:

ε‖(ω)ε⊥(ω) > 1 for p = +
0 < ε‖(ω)ε⊥(ω) < 1 for p = −. (5.47)
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Eigenvalues Eigenvectors ~u(0,p)(~k, z) =
(
u

(0,p)
⊥ (~k, z), u

(0,p)
‖ (~k, z)

)
ω0,+ ~u(0,+)(~k, z) = C0,+

(
−i cosh[γ(ω0,+)kz]

g⊥(ω0,+)
,−γ(ω0,+) sinh[γ(ω0,+)kz]

g‖(ω0,+)

)
ω0,− ~u(0,−)(~k, z) = C0,−

(
−i sinh[γ(ω0,−)kz]

g⊥(ω0,−)
,−γ(ω0,−) cosh[γ(ω0,−)kz]

g‖(ω0,−)

)
Table 5.1: Phonon field eigenvalues and eigenvectors associated with the surface
optical phonon modes for a uniaxial slab with the optical axis directed along the
normal to the surface.

The eigenvectors corresponding to the eigenvalues ω0,p(k), p = ±, are given in
Table 5.1 and the normalization constants C0,p, p = ±, have the expressions

C0,p =

 ε0l

4ω0,p

[
p

(
dε⊥
dω

− γ2(ω)
dε‖
dω

)
+

sinh[γ(ω)kl]

γ(ω)kl

(
dε⊥
dω

+ γ2(ω)
dε‖
dω

)]∣∣∣∣∣
ω=ω0,p


−1/2

=

 l

2

p
 1

g2
⊥(ω)

− γ2(ω)

g2
‖(ω)

+
sinh[γ(ω)kl]

γ(ω)kl

 1

g2
⊥(ω)

+
γ2(ω)

g2
‖(ω)

∣∣∣∣∣∣
ω=ω0,p


−1/2

.

(5.48)

These eigenvectors satisfy the orthogonality relation

∑
α=⊥,‖

∫ l/2

−l/2
dz

(
u(0,p)
α (~k, z)

)∗
u(0,p′)
α (~k, z) = δpp′ . (5.49)

According to Licari and Evrard [62] the parity index p = ± is related to the

symmetry of the component u
(0,p)
⊥ of the phonon field This choice will be justified

by the form of the electron-phonon interaction Hamiltonian.
As in the isotropic case we can define a polarization charge density associated to

the optical phonon modes,

σ0,p(~r) |z=± l
2
= P 0,p

‖ (~r) |z=± l
2
, (5.50)

where P‖ is the component of the polarization field in the direction normal to the
slab surface.

Confined phonon modes in the uniaxial slab

In the case r(ω) < 0 the solutions of Eqs. (5.36) and (5.37) are of the form

u⊥(~k, z, ω) = Aeiγ(ω)kz +Be−iγ(ω)kz

u‖(~k, z, ω) = γ(ω)
g⊥(ω)

g‖(ω)

[
Aeiγ(ω)kz −Be−iγ(ω)kz

]
(5.51)
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where γ(ω) is defined here as

γ(ω) = |r(ω)|1/2. (5.52)

The components of the phonon field given by Eqs. (5.51) are eigenfunctions if and
only if they satisfy the system (5.22). This condition yields the dispersion law of
the confined modes

eiγ(ω)kl = p
iγ(ω)ε(ω)− 1

iγ(ω)ε(ω) + 1
, p = ± (5.53)

and the relation between the constants A and B,

B = A
iγ(ω)ε‖(ω)− 1

iγ(ω)ε‖(ω) + 1
e−iγ(ω)kl. (5.54)

Using Eq. (5.53) the above relation becomes

A = B for p = +
A = −B for p = − (5.55)

The dispersion law (5.53) is equivalent to the relations

cos[γ(ω)kl] = p
ε‖(ω)ε⊥(ω) + 1

ε‖(ω)ε⊥(ω)− 1
, (5.56)

sin[γ(ω)kl] = −p
2γ(ω)ε‖(ω)

ε‖(ω)ε⊥(ω)− 1
. (5.57)

Irrespective of the frequencies ωTO,⊥, ωTO,‖, ωLO,⊥, ωLO,‖ there are always two
domains in which γ(ω) takes values from 0 to ∞ and the ratio r(ω) is negative. For
each of these two frequency intervals we introduce a branch index µ which takes the
values

µ = 1 for ε‖(ω) > 0,
µ = 2 for ε‖(ω) < 0.

(5.58)

In Fig. 5.2 we present the dependence of γ on the frequency ω for a material with
ωTO,⊥ < ωLO,⊥ < ωTO,‖ < ωLO,‖.

Further we solve the equations (5.56) and (5.57) on each frequency interval la-
belled with µ. The function

f(ω) = p
ε‖(ω)ε⊥(ω) + 1

ε‖(ω)ε⊥(ω)− 1
= Fµ(γ(ω)) (5.59)

has the property −1 < f(ω) < 1 for all values of ω with r(ω) < 0. If µ is fixed, then
there exist a bijective mapping of ω onto γ(ω) and Eq. (5.56) can be regarded as
an equation for γ,

cos[γkl] = Fµ(γ), (5.60)



90 CHAPTER 5. OPTICAL PHONONS IN UNIAXIAL SLABS

ω
TO,

ω
LO,

ω
TO,II

ω
LO,II

ω

γ(
ω

)

µ=1 µ=2

TT

Figure 5.2: γ vs. frequency on the intervals for which r(ω) < 0 and for a material
with ωTO,⊥ < ωLO,⊥ < ωTO,‖ < ωLO,‖.

with γ ∈ (0,∞), µ = 1, 2. Because Fµ(γ) has per construction values between
−1 and +1, Eq. (5.60) has an infinite number of solutions, two solutions for each

interval
(

2(m−1)π
kl

, 2mπ
kl

)
, m = 1, 2, 3, .... However, eigenfrequencies are only the

solutions which also satisfy Eq. (5.57). On the frequencies intervals of the confined
modes r(ω) < 0 and from Eq. (5.57) follows that sin[γ(ω)kl] and pε‖(ω) have the
same sign. Thus, we can write for each value of the branch index µ and of the parity
index p the conditions:

sin[γ(ω)kl] > 0 for

{
µ = 1, p = +
µ = 2, p = − ,

sin[γ(ω)kl] < 0 for

{
µ = 1, p = −
µ = 2, p = +

.

(5.61)

Fig. 5.3 shows a graphic method to find the eigenfrequencies of the confined phonon
modes solving Eq. (5.60).

We put together all the above conditions and the dispersion law will be written
in a compact form. In the case r(ω) < 0, i.e. in the domains of the confined modes,
the eigenfrequencies ωm,µ,p are the solutions of the equation

cos[γ(ω)kl] = p
ε‖(ω)ε⊥(ω) + 1

ε‖(ω)ε⊥(ω)− 1
(5.62)

which satisfy the condition

klγ(ω) ∈ ((m− 1)π,mπ) (5.63)
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Figure 5.3: Left side: Graphic method to find the eigenfrequencies of the modes with
the parity p = + and the branch index µ = 1. Characteristic frequencies of the slab
material satisfy the inequalities ωTO,⊥ < ωLO,⊥ < ωTO,‖ < ωLO,‖. Right side: Detail
around γ(ω) = 2π/kl. From the two crossing points of the curves cos[γ(ω)kl] and
Fµ(γ(ω)) only that with sin[γ(ω)kl] < 0 can be associated with an eigenfrequency.

and the labels (m,µ, p) are assigned according to the following rule

p = +

{
m = 1, 3, 5, ...; µ = 1
m = 2, 4, 6, ...; µ = 2

(5.64)

p = −
{
m = 2, 4, 6, ...; µ = 1
m = 1, 3, 5, ...; µ = 2

(5.65)

In contrast to the case of an isotropic slab where the confined modes are degenerate
and have the frequencies of the bulk optical phonons, ωTO and ωLO [62], for the
uniaxial slab the anisotropy lifts the degeneracy; the eigenfrequencies are distributed
in the two intervals indexed by µ = 1, 2.

The eigenvectors corresponding to the eigenvalues ωm,µ,p are periodical functions
of z inside the slab and their expressions are given in Table 5.2. The normalization
constants Cm,µ,p, m = 1, 2, 3, ..., µ = 1, 2 p = ±, are given as

Cm,µ,p =

√
2

l

 ε0k
2l2

4ωm,µ,p

[
dε⊥
dω

+ γ2(ω)
dε‖
dω

+ p
sin[γ(ω)kl]

γ(ω)kl

(
dε⊥
dω

− γ2(ω)
dε‖
dω

)]∣∣∣∣∣
ω=ωm,µ,p


−1/2

=

√
2

l


 k2l2

g2
⊥(ω)

+ γ2(ω)
k2l2

g2
‖(ω)

+ p
sin[γ(ω)kl]

γ(ω)kl

 k2l2

g2
⊥(ω)

− γ2(ω)
k2l2

g2
‖(ω)

∣∣∣∣∣∣
ω=ωm,µ,p


−1/2

.

(5.66)

The values of the normalization constant (Eqs. (5.48) and (5.66)) for both types of
optical phonon modes depend strongly on the slab thickness l.
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Eigenvalues Eigenvectors ~u(m,µ,p)(~k, z) =
(
u

(m,µ,p)
⊥ (~k, z), u

(m,µ,p)
‖ (~k, z)

)
ωm,µ,+ ~u(m,µ,+)(~k, z) = Cm,µ,+

(
−ikl cos[γ(ωm,µ,+)kz]

g⊥(ωm,µ,+)
, klγ(ωm,µ,+) sin[γ(ωm,µ,+)kz]

g‖(ωim,µ,+)

)
ωm,µ,− ~u(m,µ,−)(~k, z) = Cm,µ,−

(
−ikl sin[γ(ωm,µ,−)kz]

g⊥(ωm,µ,−)
,−klγ(ωm,µ,−) cos[γ(ωm,µ,−)kz]

g‖(ωim,µ,−)

)
Table 5.2: Phonon field eigenvalues and eigenvectors corresponding to optical
phonon modes confined in the uniaxial slab with the optical axis directed along
the normal to the surface.

The eigenvectors associated with the confined modes satisfy the orthogonality
condition: ∑

α=⊥,‖

∫ l/2

−l/2
dz

(
u(m,µ,p)
α (~k, z)

)∗
u(m′,µ′,p′)
α (~k, z) = δmm′δµµ′δpp′ . (5.67)

For each optical phonon mode confined in the slab and labelled with (m,µ, p),
m = 1, 2, 3, ..., µ = 1, 2, p = ±, we can define two polarization charge densities, a
surface one

σm,µ,p(~r) |z=± l
2
= Pm,µ,p

‖ (~r) |z=± l
2

(5.68)

and a volume one

ρm,µ,p(~r) = ∇ · ~P (m,µ,p)(~r). (5.69)

This charge acts as a source for the fields associated with the confined modes.
The eigenvectors of the p-polarized phonon field, i.e. those which correspond to

the surface and confined modes of the slab, are orthogonal (Eqs. (5.49) and (5.67))
and verify the closure relation∑

p=±

(
u(0,p)
α (~k, z)

)∗
u

(0,p)
β (~k, z′)

+
∑

m=1,2,3,...

∑
µ=1,2

∑
p=±

(
u(m,µ,p)
α (~k, z)

)∗
u

(m,µ,p)
β (~k, z′) = δαβδ(z − z′). (5.70)

5.3 Hamiltonian of the Optical Phonon Field

In the absence of free charges, the Hamiltonian density of the optical phonon field,
in this anisotropic uniaxial case, has the form given in Ref. [79]:

Hph =
1

2

∑
α=⊥,‖

[
Π2
α(~r) + ω2

TO,αu
2
α(~r)− β12,αEα(~r)uα(~r)

]
(5.71)

where ~Π(~r) is the momentum density canonically conjugate to the phonon field. We
disregard the contribution of the s-polarized phonon modes because they are purely
transverse and do not interact with the conduction electrons.
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Further, we expand the operators which appear in the Hamiltonian expression
(5.71) in terms of the eigenvectors of the p-polarized phonon field:

~u(~r) =
∑
~k

ei
~k~r⊥

√
A

∑
ν

Bν(~k)~u
(ν)(~k, z)

[
aν(~k) + a†ν(−~k)

]
, (5.72)

~Π(~r) =
∑
~k

ei
~k~r⊥

√
A

∑
ν

Aν(~k)~u
(ν)(~k, z)

[
aν(~k)− a†ν(−~k)

]
, (5.73)

where ν represents the index set (m,µ, p), m = 1, 2, 3, .., µ = 1, 2; p = ± for the
confined modes and (0, p), p = ± for the surface modes and ~r⊥ is the component of

~r in the plane parallel to the surface of the slab. aν(~k) and a†ν(
~k) are the creation

and annihilation operators, respectively, and satisfy the bosonic-type commutation
relations: [

aν(~k), aν′(~k
′)
]

= 0,[
a†ν(

~k), a†ν′(
~k′)
]

= 0, (5.74)[
aν(~k), a

†
ν′(
~k′)
]

= δνν′δ~k~k′ .

Using the relation (5.8) between ~E(~r) and ~u(~r), we express also the macroscopic
electric field in terms of creation and annihilation operators for the phonon modes:

~E(~r) =
∑
~k

ei
~k~r⊥

√
A

∑
ν

Bν(~k)
[
aν(~k) + a†ν(−~k)

] ∑
α=⊥,‖

ω2
TO,α − ω2

ν

β12,α

u(ν)
α (~k, z)~eα(~k),

(5.75)

where ~e⊥(~k) and ~e‖(~k) are defined by the relations (5.21).
The phonon field and the canonically conjugate momentum density are dynami-

cal variables which correspond to observables and the associated operators ~u(~r) and
~Π(~r) should be Hermitian. From this condition follows the conditions which should

be satisfied by the expansion coefficients Aν(~k) and Bν(~k),

B∗
ν(−~k)

(
u(ν)
α (−~k, z)

)∗
[~eα(−~k)]i = Bν(~k)u

(ν)
α (~k, z)[~eα(~k)]i (5.76)

−A∗ν(−~k)
(
u(ν)
α (−~k, z)

)∗
[~eα(−~k)]i = Aν(~k)u

(ν)
α (~k, z)[~eα(~k)]i (5.77)

for α = ⊥, ‖ and i = x, y, z. Using the expressions of the phonon field eigenvectors
given in Tables 5.1 and 5.2 and the definition relations (5.21) of the basis vectors

~e⊥(~k) and ~e‖(~k) we find

B∗
ν(−~k) = Bν(~k), (5.78)

A∗ν(−~k) = −Aν(~k). (5.79)
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The operators ~u(~r) and ~Π(~r) satisfy the commutation relation

[ui(~x),Πj(~x
′)] = i~δijδ(~x− ~x′) (5.80)

which yields

Aν(~k) = − i~
2Bν(~k)

. (5.81)

Inserting Eqs. (5.72) and (5.73) in the expression (5.71) of the Hamilton operator
and requiring that the coefficients of the operators which do not correspond to the
energy conservation are zero, we find

∣∣∣Bν(~k)
∣∣∣2 =

~
2ων(k)

. (5.82)

The relation (5.81) between Aν(~k) and Bν(~k) was also taken into account. Bν(~k)

depends only on the modulus of ~k and from Eqs. (5.79) yields that this quantity is
real,

Bν(~k) =

(
~

2ων(k)

)1/2

. (5.83)

The expansion coefficients Aν(~k) and Bν(~k) being determined, we can write the
Hamiltonian density in the diagonal form

Hph =
∑
~k,ν

~ων(k)
[
a†ν(

~k)aν(~k) +
1

2

]
. (5.84)

5.4 Electron-Phonon Interaction

The Hamiltonian which describes the electron-optical phonon interaction has the
form

He−ph = −eφ(~re), (5.85)

where (-e) is the electron charge and φ(~re) is the scalar potential (5.2) generated by
the polarization charge; ~re gives the position of the electron. Inserting the relation
(5.17) in Eq. (5.2) we obtain

φ(~re) = − 1

ε0

∑
j=x,y,z

∑
~k

1

2k

∂

∂rj

ei
~k~re

⊥
√
A

∫ l/2

−l/2
dz′ e−k|z−z

′|Pj(~k, z
′). (5.86)
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Using the relation (5.9) between the electric- and the polarization field and the

expression (5.75) of ~E(~r), we can also write Pj(~k, z) in terms of creation and anni-
hilation operators:

~Pj(~k, z) = ε0
∑
ν

√
~

2ων(k)

∑
α=⊥,‖

χα(ων)gα(ων)u
(ν)
α (k, z)

(
~eα(~k)

)
j

[
aν(~k) + a†ν(−~k)

]
,

(5.87)

where χα(ων) is the dielectric susceptibility (5.10) and gα(ων) is given by Eq. (5.19).
From here the potential of the electric field is obtained as

φ(~re) = −
∑

j=x,y,z

∑
~k

ei
~k~re

2k
√
A

√
~

2ων(k)

[
iχ⊥(ων)g⊥(ων)

∫ l/2

−l/2
dz′ K(ze, z′)u

(ν)
⊥ (k, z′)

+χ‖(ων)g‖(ων)
∫ l/2

−l/2
dz′ KA(ze, z′)u

(ν)
‖ (k, z′)

]
[
aν(~k) + a†ν(

~k)
]
, (5.88)

where K(z, z′) and KA(z, z′) are defined by Eqs. (5.24) and (5.25), respectively.

5.4.1 Interaction with the Surface Modes

Using the eigenvectors corresponding to the surface phonon modes (Table 5.1), the
Hamiltonian density which describes the interaction of these modes with the con-
duction electron placed at ~r = ~re is found as

HSO
e−ph =

∑
~k

∑
p=±

ei
~k~re

⊥Γ0,p(k, z
e)
[
a0,p(~k) + a†0,p(~k)

]
, (5.89)

where a0,p(~k) and a†0,p(~k) are the creation and annihilation operators of the phonon

mode (~k, 0, p) and the coupling constant Γ0,p is

Γ0,p(k, z
e) = −

(
~e2

2Aω0,p(k)

)1/2
C0,p

k
F0,p(k, ω0,p, z

e). (5.90)

C0,p is the normalization constants defined by Eq. (5.48) and the functions F0,p(k, ω, z)
are given in Table 5.3.

Imposing the isotropy conditions on the above expressions (ωLO,⊥ = ωLO,‖,
ωTO,⊥ = ωTO,‖, ε⊥(∞) = ε‖(∞)) the dispersion law and the electron-phonon cou-
pling constants for the surface modes of the isotropic slab are easily obtained.
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FJ
J z < −l/2 |z| ≤ l/2 z > l/2

J=0,+ cosh[γ(ω)kl/2]ek(z+l/2) cosh[γ(ω)kz] cosh[γ(ω)kl/2]e−k(z−l/2)

J=0,- − sinh[γ(ω)kl/2]ek(z+l/2) sinh[γ(ω)kz] sinh[γ(ω)kl/2]e−k(z−l/2)

J=+ cos[γ(ω)kl/2]ek(z+l/2) cos[γ(ω)kz] cos[γ(ω)kl/2]e−k(z−l/2)

J=+ − sin[γ(ω)kl/2]ek(z+l/2) sin[γ(ω)kz] sin[γ(ω)kl/2]e−k(z−l/2)

Table 5.3: F0,p(k, ω, z) and Fp(k, ω, z) for z inside and outside the slab.

5.4.2 Interaction with the Confined Modes

The coupling between a conduction electron at ~r = ~re and the confined phonon
modes is described by the Hamiltonian density

Hconf
e−ph =

∑
~k

∑
(m,µ,p)

ei
~k~re

⊥Γm,µ,p(k, z
e)
[
am,µ,p(~k) + a†m,µ,p(

~k)
]
, (5.91)

where am,µ,p(~k) and a†m,µ,p(
~k) are the creation and annihilation operators of the

phonon mode (~k,m, µ, p) and the coupling constant Γm,µ,p has the form

Γm,µ,p(k, z
e) = −

(
~e2

2Aωm,µ,p(k)

)1/2

lCm,µ,pFp(k, ωm,µ,p, z
e). (5.92)

Cm,µ,p are the normalization constants defined by Eq. (5.66) and the functions
Fm,µ,p(k, ω, z) are given in Table 5.3.

For a uniaxial slab the confined modes are not degenerate anymore and for each
of the two branches (µ = 1, 2) they yield an electric field with a nonzero potential
inside and outside the slab. So, as an effect of the anisotropy the optical phonon
modes confined in the slab are coupled with external conduction electrons.

Following the method presented by Licari and Evrard [62], in the limit l →
∞, one proves the equivalence between the expression (5.91) and the form of the
electron-phonon interaction Hamiltonian density of a uniaxial bulk system [79].

5.5 Normal Modes for Different Uniaxial Materi-

als

Depending on the values of the transverse- and longitudinal phonon mode frequen-
cies, ωTO,α and ωLO,α, α =⊥, ‖, respectively, the anisotropic uniaxial materials can
be classified as
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1. Uniaxial materials with surface optical phonon modes

(a) for all values of the modulus of the 2D wave vector ~k. Characteristic
frequencies of the material satisfy in this case the inequality:

ωTO,‖ < ωTO,⊥ < ωLO,‖ < ωLO,⊥; (5.93)

(b) for values of k greater than a limit value, k > klim. This situation corre-
sponds to the materials for which

ωTO,⊥ < ωTO,‖ < ωLO,⊥ < ωLO,‖; (5.94)

2. Uniaxial materials without surface optical phonon modes. For this kind of
materials

ωTO,‖ < ωLO,‖ < ωTO,⊥ < ωLO,⊥ (5.95)

or

ωTO,⊥ < ωLO,⊥ < ωTO,‖ < ωLO,‖. (5.96)

Because the characteristic frequencies of an uniaxial material have only to satisfy the
condition ωTO,α < ωLO,α, α = ⊥, ‖, theoretically it is possible to find the other two
types of materials according to the fulfillment of one of the following two inequalities

ωTO,‖ < ωTO,⊥ < ωLO,⊥ < ωLO,‖, (5.97)

ωTO,⊥ < ωTO,‖ < ωLO,‖ < ωLO,⊥. (5.98)

However, we are not aware of the existance of these types of materials.
A slab with the thickness l = Nc, where c is the lattice constant along the optical

axis, supports 3N optical phonon modes for every value of the wave vector ~k if the
material is diatomic. These 3N modes can be classified as:

1. N purely transverse modes, labelled (~k, j);

2. (N−1) confined modes in the first branch if the system supports surface modes;
if not there are N confined modes in the first branch. They are labelled with
(~k,m, 1, p);

3. (N − 1) confined modes in the second branch if the system supports surface
modes; if not there are N confined modes in the second branch. They are
labelled with (~k,m, 2, p);

4. if they exist, 2 surface modes, labelled (~k, 0, p).

The total number of optical phonon modes is a constant for a fixed l and does not
depend on the material if the number of atoms or ions per primitive cell is the
same. Consequently, the number of confined modes in a uniaxial slab is smaller for
a material which supports surface modes than that for a material without surface
modes. This assumption is verified in the case of the slab of PbI2 (Fig. 5.6) for
which the first confined mode of each branch (µ = 1, 2) changes its character and

becomes a surface mode at k = k
(µ)
lim.
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5.5.1 Uniaxial Materials with Surface Modes

Materials with Surface Modes for all Values of k

As an example we consider a hexagonal CdS (würtzite) slab in vacuum, even though
it has a weak asymmetry. For this material there is a single type of infrared active
optical modes [79] and, thus, the hypothesis of the diatomic material is justified.

In Fig. 5.4 the dispersion laws for the surface and confined modes in the case
of a CdS slab with l = 6c (c being the lattice constant along the optical axis) are
presented. The material parameters are: ωTO,‖ = 234 cm−1, ωTO,⊥ = 242 cm−1,
ωLO,‖ = 305 cm−1, ωLO,⊥ = 307 cm−1, ε‖(∞) = ε⊥(∞) = 5.27, c = 5.82 Å and
a = 4.13 Å, where a is the lattice constant in the slab plane.

Similarly to the case of an isotropic slab [62], there are two interface modes
which has dispersion. The branch of symmetrical surface modes starts from ωTO,⊥
at kl = 0 and reaches for kl→∞ the value ω∞, solution of the equation

ε⊥(ω)ε‖(ω) = 1. (5.99)

For the second branch, that of the symmetrical surface modes, the frequency ω0,−(k)
decreases from ωLO,‖ for kl → 0 to the common value ω∞. The eigenfrequencies of
these modes depend strongly on the slab thickness l for a fixed value of the wave
vector ~k and, therefore, the relevant parameter to characterize is the quantity kl.

Unlike the situation encountered in the case of an isotropic slab, the eigenfre-
quencies of the confined modes are spread out between ωLO,‖ and ωLO,⊥ for µ = 1 -
the domain of the quasilongitudinal modes - and between ωTO,‖ and ωTO,⊥ for µ = 2
- the domain of the quasitransverse modes. Thus, the anisotropy lifts the degeneracy
and yields the dispersion of the confined optical phonon modes. As follows from the
analysis of the spatial dependence of the electron-phonon coupling constants (Fig.
5.5) an electron (inside or outside the slab) interacts with the surface modes and
with all types of confined modes. But for a weak anisotropic material as CdS the
coupling with the quasilongitudinal modes is much stronger than the coupling with
the quasitransverse modes.

Isotropic limit

We can find the dispersion laws and the electron-phonon coupling constants for an
isotropic slab as a limit case of the results obtained for an uniaxial slab imposing
the conditions:

ωTO,⊥ ' ωTO,‖ = ωTO
ωLO,⊥ ' ωLO,‖ = ωLO
ε⊥(∞) ' ε‖(∞) = ε(∞).

(5.100)
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Figure 5.4: Dispersion curves of the surface- (Eqs. (5.46) and (5.47)) and confined
phonon modes (Eqs. (5.62), (5.63), (5.64) and (5.65)) for the hexagonal CdS slab
with l = 6c = 4.05 nm.



100 CHAPTER 5. OPTICAL PHONONS IN UNIAXIAL SLABS

-5 0 5
z [nm]

-0.01

0.00

0.00

-0.01

0.00

0.01

-0.02

0.00

0.02

-0.1

0

Γ m
,µ

,p
(k

,z
) 

[a
.u

.]

0

0.4

-1.5

-1

-0.5

0

-5 0 5
z [nm]

-0.01

0.00

0.01

-0.01

0.00

0.01

-0.01

0.00

0.01

-0.02

0.00

0.02

-0.1

0

0.1

-1

0

1

2

(0+)

(11+)

(21-)

(31+)

(41-)

(0-)

(12-)

(22+)

(32-)

(42+)

(52-)(51+)

Figure 5.5: Spatial dependence of the electron-phonon coupling constants in the
case of the surface modes (Eq. (5.90)) and confined modes (Eq. (5.92)) for the
hexagonal CdS slab with l = 6c = 4.05 nm and for k = 0.5 nm−1.
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Eigenvalues Eigenvectors ~u(0,p)(~k, z) =
(
u

(0,p)
⊥ (~k, z), u

(0,p)
‖ (~k, z)

)
ω0,+ ~u(0,+)(~k, z) = C0 (−i cosh(kz),− sinh(kz))

ω0,− ~u(0,−)(~k, z) = C0 (−i sinh(kz),− cosh(kz))

Table 5.4: Surface modes of an isotropic slab placed in vacuum.

In the case of the surface modes, the particularization is straightforward:

ε⊥(ω) → ε(ω) = ε(∞)
ω2

LO−ω
2

ω2
TO−ω2

ε‖(ω) → ε(ω)
γ(ω) → 1

(5.101)

and the dispersion law (5.46) becomes

e−kl = p
ε(ω) + 1

ε(ω)− 1
, (5.102)

where the two values of the parity index p satisfy

ε(ω) < −1 for p = +,
−1 < ε(ω) < 0 for p = −. (5.103)

Eq. (5.102) yields directly the frequencies of the two surface modes of the slab

ω2
0,p = ω2

TO

p[ε(0) + 1] + [ε(0)− 1]e−kl

p[ε(∞) + 1] + [ε(∞)− 1]e−kl
(5.104)

and the expression of the dielectric function

ε(ω) =
e−kl + p

e−kl − p
. (5.105)

The eigenvectors of the phonon field corresponding to the surface modes have in
the case of the isotropic slab the expressions given in Table 5.4 and the normalization
constant is

C0 =

(
1

k sinh(kz)

)1/2

. (5.106)

These relations are identical with those given in Ref. [62] for an isotropic slab in
vacuum.
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In the case of the confined modes we should perform the isotropic limit more
carefully.

For ω ∈ (ωTO,‖, ωTO,⊥), the condition (5.100) yields

ε‖(ω) → −∞
ε⊥(ω) →∞

(5.59)
⇒ f(ω) → p, (5.107)

and the dispersion law (5.62) becomes

cos[γ(ωm,2,p)kl] = p. (5.108)

From here we obtain

γ(ωm,2,p) =
mπ

kl
,

m = 2, 4, 6, ... for p = +
m = 1, 3, 5, ... for p = −. (5.109)

Because the isotropic limit means ωTO,‖ ' ωTO,⊥ = ωTO it makes no sense to use
the bijection between ω and γ(ω) in order to calculate the eigenfrequencies ωm,2,p
from the interval (ωTO,‖, ωTO,⊥). Instead, we can directly write ωm,2,p ' ωTO for all
pairs (m, p) given by the rules (5.64) and (5.65) for µ = 2, but we have to keep in
mind that γ(ωm,2,p) has the values given by Eq. (5.109). So, these modes become
purely transverse and degenerate.

In the isotropic limit (5.100), the normalization constant Cm,2,p (Eq. (5.66))
vanishes,

Cm,2,p
isotropic−→
limit

0, (5.110)

but the quantity Cm,2,p/gα(ωm,2,p), α =⊥, ‖ which appears in the expressions of the
eigenvectors is nonzero. Using Eq. (5.66) we find

Cm,µ,p
gα(ωm,µ,p)

isotropic−→
limit

1
gα(ωm,µ,p)∣∣∣ 1
gα(ωm,µ,p)

∣∣∣
√√√√ 2/l

k2l2 + (mπ)2 + p sin(mπ)
mπ

[k2l2 − (mπ)2]

=

1
gα(ωm,µ,p)∣∣∣ 1
gα(ωm,µ,p)

∣∣∣Cm (5.111)

with

Cm =

(
2/l

k2l2 + (mπ)2

)1/2

. (5.112)

For the quasitransverse confined modes we have ωTO,‖ < ωm,2,p < ωTO,⊥ and in
the isotropic limit ωm,2,p ' ωTO; it follows g⊥(ωTO) →∞, g‖(ωTO) → −∞ and from
Eq. (5.111) we obtain

Cm,2,p
gα(ωm,2,p)

ωm,2,p→ωTO−→
{
Cm, α =⊥
−Cm, α = ‖ . (5.113)
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Eigenvalues Eigenvectors ~u(m,p)(~k, z) =
(
u

(m,p)
⊥ (~k, z), u

(m,p)
‖ (~k, z)

)
ωTO

~u(m,+)(~k, z) = Cm
(
−imπ cos

(
mπ
l
z
)
,−kl sin

(
mπ
l
z
))

m = 2, 4, 6, ...

~u(m,−)(~k, z) = Cm
(
−imπ sin

(
mπ
l
z
)
, kl sin

(
mπ
l
z
))

m = 1, 3, 5, ...

ωLO
~u(m,+)(~k, z) = Cm

(
ikl cos

(
mπ
l
z
)
,−mπ sin

(
mπ
l
z
))

m = 1, 3, 5, ...

~u(m,−)(~k, z) = Cm
(
ikl sin

(
mπ
l
z
)
,mπ sin

(
mπ
l
z
))

m = 2, 4, 6, ...

Table 5.5: Purely transverse (TO) and purely longitudinal (LO) confined modes of
an isotropic slab placed in vacuum.

Now we can directly obtain from the expressions given in Table 5.2 the eigenvectors
associated with the purely transverse modes of the isotropic slab in vacuum (see
Table 5.5). They are identical with the eigenvectors obtained by Licari and Evrard
[62] in the frame of a model for the isotropic slab.

The purely transverse modes of the isotropic slab are not coupled with the con-
duction electrons as follows from Eqs. (5.92) and (5.110),

Γm,2,p(k, z)
ωm,2,p→ωTO−→ 0. (5.114)

If we consider now the domain of the quasilongitudinal modes, ω ∈ (ωLO,‖, ωLO,⊥),
in the isotropic limit the dielectric functions tend to zero,

ε‖(ω) → 0, ε‖(ω) > 0
ε⊥(ω) → 0, ε⊥(ω) < 0

(5.59)
⇒ f(ω) → −p. (5.115)

and the dispersion law (5.62) becomes

cos[γ(ωm,1,p)kl] = −p (5.116)

or

γ(ωm,1,p) =
mπ

kl
,

m = 1, 3, 5, ... for p = +
m = 2, 4, 6, ... for p = −. (5.117)

Similarly to the case of the quasitransverse modes, we can argue that ωm,1,p ' ωLO
for all m and p given by the rules (5.64) and (5.65) for µ = 1 and that these
eigenfrequencies correspond to the degenerate purely longitudinal modes. If ωm,1,p '
ωLO then gα(ωLO) < 0 and Eq. (5.111) becomes

Cm,1,p
gα(ωm,1,p)

ωm,1,p→ωLO−→ −Cm α =⊥, ‖ (5.118)

and from here the expression of the eigenvectors associated with the purely longi-
tudinal phonon modes of the isotropic slab (Table 5.5) are directly found. In the
isotropic limit (5.100) the normalization constant Cm,1,p is

Cm,1,p
ωm,1,p→ωLO−→ ωLO

[
1

ε0

(
1

ε(∞)
− 1

ε(0)

)]1/2

Cm (5.119)
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and the electron-phonon coupling constant (5.92) becomes

Γm,1,p −→ −

e2~ωLO
Alε0

(
1

ε(∞)
− 1

ε(0)

)
1

k2 +
(
mπ
l

)2


1/2


0, ze < −l/2
cos

(
mπ
l
ze
)
, |ze| ≤ l/2

0, ze > l/2

(5.120)

as well-known for an isotropic slab in vacuum [62]. The purely longitudinal modes
are not coupled with the conduction electrons outside the slab because the functions
F+(k, ωm,1,p, z

e) and F−(k, ωm,1,p, z
e) (Table 5.3) vanish for |ze| > l/2, if γ(ωm,1,p) =

mπ/l, m = 1, 2, 3..., as given by Eq. (5.117).

Materials with surface modes for k > klim

Further we consider the slab of PbI2. This material has a strong anisotropy which is
responsible for the existence of the surface modes only for k > klim. It is a material
with a lamellar structure and with 3 atoms/primitive cell. The optical phonon modes
of the bulk are of two types: infrared active and Raman active [80] and, consistently
with the model for the dielectric function, we analyze further the influence of the
low dimensionality only on the infrared active optical phonon modes.

In Fig 5.6 we present the dispersion curves of the confined- and surface optical
phonons for a slab of PbI2 with the thickness l = 6c placed in vacuum. The material
parameters [80] used for the numerical calculations are ωTO,‖ = 96 cm−1, ωTO,⊥ =
52 cm−1, ωLO,‖ = 121 cm−1, ωLO,⊥ = 108 cm−1, ε‖(∞) = 5.9, ε⊥(∞) = 6.1,
a = 4.557 Å, c = 6.899 Å, a and c being the lattice constants on the directions
perpendicular and parallel to the optical axis, respectively. In addition to the general
properties of the dispersion law of an anisotropic slab (there are nondegenerate
confined modes which have dispersion) in the case of a slab of PbI2 there are two
modes which change (continuously) their character at the variation of k. For small
values of k these modes have the character of the confined modes (the associated
eigenfunctions have a sinusoidal dependence on z) and are labelled with (1, 1,+)

and (1, 2,−). Starting from the values k
(1)
lim and k

(2)
lim, respectively, the corresponding

eigenfunctions tend to be localized at the surface and the modes have the character
of surface modes labelled with (0,+) and (0,−), respectively. Therefore, we can
conclude that a normal mode changes its character from confined- to surface mode
and that this transformation preserves the parity of the mode.

For each branch µ = 1, 2 the value of the wave vector at which the surface mode
appears, k = k

(µ)
lim, depends strongly on the slab thickness. We plot in Fig. 5.7 the

limit value k = k
(1)
lim for the quasitransverse phonon branch as a function of l. With

increasing l the limit value of k decreases strongly and the slab practically supports
surface modes for all the values of k relevant for the optical phonons.

To analyze the material properties which lead to the character change of the
phonon modes we introduce an anisotropy parameter λ which allows for a continuous
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Figure 5.6: Dispersion curves of the surface- (Eqs. (5.46) and (5.47)) and confined-
(Eqs. (5.62), (5.63), (5.64) and (5.65)) optical phonon modes for a slab of PbI2 with
l = 6c = 4.14 nm.
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Figure 5.7: The limit value of the wave vector at which the first phonon mode of the
quasitransverse branch changes its character from confined- to surface mode, k

(1)
lim,

vs. N = l/c for a slab of PbI2.

variation of the frequencies ωTO,α and ωLO,α on the principal directions α =⊥, ‖,

ωTO,⊥(λ) = ωTO,⊥ + λ(ωTO,‖ − ωTO,⊥), (5.121)

ωLO,⊥(λ) = ωLO,⊥ + λ(ωLO,‖ − ωLO,⊥), (5.122)

ωTO,‖(λ) = ωTO,‖ − λ(ωTO,‖ − ωTO,⊥), (5.123)

ωLO,‖(λ) = ωLO,‖ − λ(ωLO,‖ − ωLO,⊥). (5.124)

Thus, for λ = 0 we find the material parameters of PbI2 and for λ = 0.5 the
parameters of an isotropic material with ωTO = (ωTO,⊥ + ωTO,‖)/2 and ωLO =
(ωLO,⊥ + ωLO,‖)/2. For simplicity we consider here the high frequencies limit of
the dielectric functions, ε⊥(∞) and ε‖(∞), independent from λ. Using the dis-
persion laws of the surface- (Eqs. (5.46) and (5.47)) and confined modes (Eqs.
(5.62), (5.63), (5.64) and (5.65)) we analyze further what kind of modes exists for
a given value of k and λ ∈ [0, 0.5]. If the mode (1, 1,+) appears, then the com-
ponent u⊥(k, z) of the phonon field has a sinusoidal dependence on z inside the

slab, u
(1,1,+)
⊥ ∼ cos[γ(ω1,1,+)kz]. In the opposite case, in which the surface mode

(0,+) exists, the component u⊥(k, z) has inside the slab a dependence on z given

by u
(0,+)
⊥ ∼ cosh[γ(ω0,+)kz]. We plot in Fig. 5.8 u⊥(k, z) at the same k for |z| ≤ l/2
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and for different values of the anisotropy parameter λ. From here we infer that
the localization of a mode at the surface decreases with continuous increase of the
anisotropy from λ = 0.5 toward that of PbI2 crystal and the change of the mode
character, (0,+) → (1, 1,+), appears as a direct consequence. For a fixed value of
k, there is a value of λ for which the component u⊥ of the phonon field is practically
constant inside the slab.
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Figure 5.8: Spatial dependence of the component u⊥ of the phonon field for k =
108 m−1 and for different values of the anisotropy parameter λ. The system is a slab
with l = 6c. For λ < 0.14 the eigenvector u

(1,1,+)
⊥ corresponds to a confined mode in

the slab and for λ > 0.14 the eigenvector u
(0,+)
⊥ corresponds to a surface mode.

The coupling functions of the electron-phonon interaction (Eqs. (5.90) and

(5.92)) present the same property of continuity at k = k
(µ)
lim. To illustrate this

we present in Fig. 5.9 the coupling functions of the electron on the slab surface
with the modes (1, 1,+), (1, 2,−), (0,+) and (0,−) in dependence on the wave
vector k. For the rest of the confined modes, i.e. for m ≥ 2, the electron-phonon
coupling functions are presented in Fig. 5.10; in comparison with the first ones,
these modes are weakly coupled to an electron placed on the slab surface. Due to
the strong anisotropy, the phonon mode (1, 1,+) carries the main contribution to
the electron-phonon interaction Hamiltonian, although it belongs to the branch of
the quasitransverse modes. Thus, the uniaxial materials have normal modes with
the frequencies in the domain of the quasitransverse modes and these modes are
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coupled to the conduction electrons; for strong anisotropy this coupling can be even
dominant.
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Figure 5.9: Coupling functions of the phonon modes (1, 1,+), (1, 2,−), (0,+) and
(0,−) with an electron on the slab surface in dependence on k. These functions are

continuous at k = k
(1)
lim and k = k

(2)
lim where the symmetric- and antisymmetric mode,

respectively, changes its character from confined to surface mode. The system is a
slab with l = 6c = 4.14 nm.

In Fig. 5.11 we present the spatial dependence of the electron-phonon coupling
functions Γm,µ,p(k, z) (Eqs. (5.90) and (5.92)) for a fixed value of k and for every
mode of the slab. We analyze a case for which there exist the surface mode (0,+),

but k is in the vicinity of the limit value k
(1)
lim. The coupling function Γ0,+ is nearly

constant inside the slab and we can not really speak about the localization of the
mode at the surface. As shown in Fig. 5.12, this property of the mode (0,+) can

be identified only for values of k which satisfy k � k
(1)
lim. On the right side of Fig.

5.12 it is illustrated the transformation of the antisymmetric mode (1, 2,−) to (0,−)
with increasing k and it is obvious that a typical surface mode is only obtained for
large value of k, k � k

(2)
lim.

As in the case of the CdS slab, we can perform the isotropic limit and obtain the
dispersion laws, the eigenvectors and the electron-phonon coupling functions given
in Ref. [62].
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5.5.2 Uniaxial Materials without Surface Modes

Although Licari and Evrard [62] have considered the surface phonon modes as being
a characteristic of all systems with low dimensionality, the existence of these modes
is conditioned not only by the presence of the surfaces or interfaces but also by
the material properties. For the uniaxial material SnS2 the dielectric continuum
model predicts that the strong anisotropy does not allow for the surface modes.
SnS2 is a lamellar material with 3 atoms per primitive cell. For the calculations
performed here we consider only the infrared active modes with the frequencies [80]:
ωTO,‖ = 314 cm−1, ωTO,⊥ = 205 cm−1, ωLO,‖ = 340 cm−1, ωLO,⊥ = 356 cm−1 and
with the high frequencies dielectric constants ε‖(∞) = 5.7 and ε⊥(∞) = 7.6. The
lattice constants of SnS2 are a = 3.639 Å and c = 5.868 Å.

The dispersion laws of the confined modes in the slab of SnS2 are given in Fig.
5.13. The eigenfrequencies are distributed inside the intervals (ωTO,⊥, ωLO,⊥) and
(ωTO,‖, ωLO,‖) and, therefore, we can not define anymore the domains of the quasi-
longitudinal and quasitransverse modes. The two frequencies intervals are large and,
therefore, the dispersion is very important.

An electron on the slab surface is coupled with all the confined modes. The
coupling functions depending on k are given in Fig. 5.14. The strongest coupling
corresponds to the mode (1, 1,+). From the spatial dependence of the coupling
function for a fixed k (Fig. 5.15) it follows that the electrons outside the slab are
also coupled with all the confined modes.
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5.6 Summary

We have discussed here, in the context of the dielectric continuum model, the optical
phonon modes of a slab made of an anisotropic uniaxial material and their interaction
with a conduction electron. In contrast to the situation encountered in the case of
an isotropic slab, for an uniaxial one with the optical axis normal to the surface new
features are found:

• the degeneracy of the confined modes is lifted and these modes have dispersion.
There are not purely transverse or purely longitudinal modes anymore;

• for some anisotropic materials the existence of the surface modes depends on
the value of the in-plane wave vector ~k. If the whole domain of ~k is analyzed,
the continuous transformation of a confined mode into a surface mode can be
observed;

• there are materials with an uniaxial anisotropy which can not support surface
modes, even though the system has free surfaces;

• an electron placed outside the slab interacts with all the confined modes;

• for some materials it is obtained an unexpected large interaction between an
electron situated on the slab surface and the first phonon mode which belongs
to the branch of the so-called quasitransverse modes.

Some of these properties can be also found in the case of the anisotropic uniaxial
heterostructures.

In the particular case of a slab made from a material with the property ωTO,α <
ωLO,β, ∀α, β =⊥, ‖, we can impose the isotropic limit and obtain the dispersion laws,
the eigenvectors of the phonon field and the electron-phonon coupling functions
known for the isotropic slab [62].



Chapter 6

Optical Phonons in Uniaxial
Double Heterostructures

The results obtained in the previous chapter for an anisotropic uniaxial slab can be
generalized for the case of a double semiconductor heterostructure having as median
layer an anisotropic uniaxial polar material with the optical axis directed along the
normal to the interfaces [72, 73].

For a 3D system, a lot of experimental and theoretical work [81, 82, 83] has been
done in the past to study the morphic effects ( particularly those effects induced by
a homogeneous stress distribution) on both the lattice dynamics and the electronic
bands. In the early 1980s, the field concerned with the electronic properties of the
strained layer superlattices [84] and, subsequently, that of the strained heterostruc-
tures [71, 16] came to the attention of the researchers due to their potentiality in
manufacturing devices with enhanced performances.

We present here, in the context of the dielectric continuum model, the phonon
modes and their interaction with the conduction electrons, in an anisotropic semi-
conductor double heterostructure. Pistol et al [17] have investigated, in the backscat-
tering geometry, the Raman spectra of the strained layers of GaAs with estimated
thicknesses of 18 and 28 Å, grown on (001) oriented InP substrates; a strain shift of
the LO phonon frequency is obtained and this shift agrees, within 10%, with the the-
oretical value predicted by the continuum models (dielectric, elastic). Based on the
work of Pistol et al [17], we apply our results to the cases of strained semiconductor
heterostructures InP/GaAs/InP obtained by growing the pseudo-morphic layers of
GaAs, uniaxially distorted, on the faces (001) and (111). We are limiting ourselves
to the dielectric continuum model because the presence of the anisotropy and of the
interfaces makes hopeless any attempt to improve the treatment along the lines of
the more elaborate models [85, 86] considered for simpler systems.

117
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6.1 Geometry of the Problem

We consider a double heterostructure containing a zincblende-type semiconductor
layer grown on the faces (001) or (111) of the same type material, 2. The geometry of
the system is given in Fig. 6.1. Due to the difference between the lattice parameters
of the adjacent materials, the median layer of the heterostructure is strained and,
if its thickness l does not exceed the critical thickness lc [87], a uniaxial anisotropy
appears. The optical axis of the system is along the normal to the interfaces. We
assume the thicknesses of the buffer and cladding layers of the heterostructure large
enough (l2 � l) so that their structures are not affected by the lattice mismatching
and remain isotropic.

 2  2−l/2−l l/2+l

Material 2Material 1Material 2

−l/2 l/20

y

axisOptical

x

z

Figure 6.1: Geometry of the double heterostructure with the interfaces normal to z
axis.

For simplicity sake we consider the two polar semiconductors as diatomic mate-
rials. The heterostructure is made from different adjacent layers and the material
parameters are functions of the space coordinate z:

ωTO,α(z) = ω
(2)
TO[θ(−l/2− z) + θ(z − l/2)] + ω

(1)
TO,α[θ(z + l/2)− θ(z − l/2)],

ωLO,α(z) = ω
(2)
LO[θ(−l/2− z) + θ(z − l/2)] + ω

(1)
LO,α[θ(z + l/2)− θ(z − l/2)],

εα(∞, z) = ε(2)(∞)[θ(−l/2− z) + θ(z − l/2)] + ε(1)α (∞)[θ(z + l/2)− θ(z − l/2)],

(6.1)

where α = ⊥, ‖ and θ(z) is the Heviside function

θ(z) =

{
1, z ≥ 0
0, z < 0

. (6.2)
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6.2 Equation of Motion

In the absence of free charges, the only two contributions to the total charge density
are the bulk and the surface polarization charges. Thus, in the electrostatic approx-
imation, the scalar potential of the electric field is given by Eq. (5.2). Also, in the
case of the double heterostructure with an uniaxial layer, it is convenient to use the
equations of the Born-Huang model [78]

Üi(~r, t) = β11,i(z)Ui(~r, t) + β12,i(z)Ei(~r, t),
Pi(~r, t) = β12,i(z)Ui(~r, t) + β22,i(z)Ei(~r, t), (6.3)

where i = x, y, z and P(~r, t) and ~E(~r, t) are the polarization- and the electric field,
respectively; the coefficients βij, i, j = 1, 2 are given by

β11,i(z) =

{
−ω2

TO,⊥(z), i = x, y
−ω2

TO,‖(z), i = z
, (6.4)

β12,i(z) =

 ωTO,⊥(z) [ε0 (ε⊥(0, z)− ε⊥(∞, z))]1/2 , i = x, y

ωTO,‖(z)
[
ε0
(
ε‖(0, z)− ε‖(∞, z)

)]1/2
, i = z

, (6.5)

β22,i(z) =

{
ε0[ε⊥(∞, z)− 1], i = x, y
ε0[ε‖(∞, z)− 1], i = z

. (6.6)

Similarly to the uniaxial slab in vacuum the system considered here is translation
invariant in the directions parallel to the interfaces (x and y directions) and one can
introduce the 2D Fourier transforms of the space dependent functions. Following
the method described thoroughly in Sec. 5.1, we obtain the equations satisfied by
the components of the phonon field:

g⊥(ω, z)us(~k, z, ω) = 0, (6.7)

g⊥(ω, z)u⊥(~k, z, ω) = −k
2

∫ l/2

−l/2
dz′e−k|z−z

′|
[
χ⊥(ω, z′)g⊥(ω, z′)u⊥(~k, z′, ω)

+i sgn(z − z′)χ‖(ω, z
′)g‖(ω, z

′)u‖(~k, z
′, ω)

]
, (6.8)

ε‖(ω, z)g‖(ω, z)u‖(~k, z, ω) = −k
2

∫ l/2

−l/2
dz′e−k|z−z

′| [i sgn(z − z′)χ⊥(ω, z′)g⊥(ω, z′)

·u⊥(~k, z′, ω) −χ‖(ω, z′)g‖(ω, z′)u‖(~k, z′, ω)
]
,

(6.9)

where ~k is the in-plain wave vector. The dielectric functions εα(ω) (Eq. (5.11)),
dielectric susceptibilities χα (Eq. (5.10)) and the functions gα(ω) (Eq. (5.19)),
α =⊥, ‖, depend on z through the TO and LO frequencies on the principal directions
and through the high frequency dielectric constants (Eqs. (6.1)).

The eigenvectors of the phonon field obtained as solutions of the system (6.7)-
(6.9) satisfy, per construction, the conditions which lead from the continuity of
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the macroscopic electric field at the interfaces [77]. Thus, at each interface of the
heterostructure, the normal component of the displacement field and the tangential
components of the electric field are conserved.

6.3 Normal Modes

We are not taking into consideration the problem of the s-polarized part of the
phonon field, which verifies Eq. (6.7), because the associated modes do not interact
with the conduction electrons.

Following the procedure used in Ref. [88], where the Fredholm-type equations
(6.8)-(6.9) are transformed in differential equations, the eigenfrequencies and the
eigenvectors of the phonon field are obtained. The equation for the component u⊥
of the phonon field is obtained differentiating (6.8) twice and replacing du‖/dz by
the derivative of (6.9). It is easy to see that, strictly in this anisotropic uniaxial

case, ω
(1)
TO,⊥, ω

(1)
TO,‖, ω

(1)
LO,⊥ and ω

(1)
LO,‖ can not be eigenfrequencies and the integral

equations (6.7)-(6.9) are equivalent to the following system of differential equations:

d2

dz2
u⊥(~k, z, ω) = k2 ε⊥(ω, z)

ε‖(ω, z)
u⊥(~k, z, ω) (6.10)

u‖(~k, z, ω) = − i

k

g⊥(ω, z)

g‖(ω, z)

d

dz
u⊥(~k, z, ω) (6.11)

Based on Eq. (6.10) we infer that, depending on the sign of the ratio

r(ω) =
ε
(1)
⊥ (ω)

ε
(1)
‖ (ω)

(6.12)

and similarly to the case of an isotropic heterostructure [64], the phonon modes of
an anisotropic heterostructure with uniaxial layer are classified as interface modes
for r(ω) > 0 and as confined modes in the uniaxial layer for r(ω) < 0. Obviously,
there are, also, the so-called half-space modes [64] which characterize the lateral
parts of the heterostructure, and which are not affected by the induced anisotropy
of the median layer.

Substituting in the integral equations (6.8)-(6.9) the solutions given by Eqs.
(6.10)-(6.11) the dispersion laws and the expressions of the eigenvectors of the
phonon field are obtained.

6.3.1 Interface Modes

The eigenfrequencies ω0,µ,p(k) are the solutions of the equation [72]:

cosh[γ(ω)kl] = p
ε
(1)
⊥ (ω)ε

(1)
‖ (ω) + (ε(2)(ω))2

ε
(1)
⊥ (ω)ε

(1)
‖ (ω)− (ε(2)(ω))2

(6.13)
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Eigenvalues Eigenvectors ~u(0,µ,p)(~k, z) =
(
u

(0,µ,p)
⊥ (~k, z), u

(0,µ,p)
‖ (~k, z)

)
ω0,µ,+

~u(0,µ,+)(~k, z) = C0,µ,+

(
−iF0,+(k,ω0,µ,+,z)

g⊥(ω0,µ,+,z)
,

−γ(ω0,µ,+)
ε
(1)

‖ (ω0,µ,+)

ε‖(ω0,µ,+,z)

F0,−(k,ω0,µ,+,z)

g‖(ω0,µ,+,z)

)

ω0,µ,−

~u(0,µ,−)(~k, z) = C0,µ,−
(
−iF0,−(k,ω0,µ,−,z)

g⊥(ω0,µ,−,z)
,

−γ(ω0,µ,−)
ε
(1)

‖ (ω0,µ,−)

ε‖(ω0,µ,−,z)
F0,+(k,ω0,µ,−,z)
g‖(ω0,µ,−,z)

)

Table 6.1: Interface modes of a double heterostructure with uniaxial layer. The
optical axis of the anisotropic layer is directed along the normal to the interfaces.

on the intervals where the following inequalities are satisfied:

ε
(1)
‖ (ω)ε(2)(ω) < 0 ⇔

 ε
(1)
‖ (ω) > 0, ε(2)(ω) < 0 for µ = 1

ε
(1)
‖ (ω) < 0 ε(2)(ω) > 0 for µ = 2

(6.14)

and verify, for the two values of the parity index p, the conditions:

ε
(1)
‖ (ω)ε

(1)
⊥ (ω) > (ε(2)(ω))2 for p = +

0 < ε
(1)
‖ (ω)ε

(1)
⊥ (ω) < (ε(2)(ω))2 for p = −.

(6.15)

Similarly to the case of an isotropic heterostructure [64], the interface modes are
associated with the index m = 0; the values + and − of the parity index corre-
spond to the symmetric and antisymmetric character of the component u⊥ of the
phonon vector, respectively. The condition (6.14) introduces a branch index µ for
the interface modes. For the particular case of a heterostructure made of materials
having well separated reststrahlen bands, the interface modes can be considered as
interface-like substrate and interface-like pseudo-morphic layer modes.

The eigenvectors corresponding to the interface modes are given in Table 6.1 and
the normalization constant C0,µ,p has the form

C0,µ,p =

{
ε0l

4ω0,µ,p

[
p

(
dε

(1)
⊥
dω

− γ2(ω)
dε

(1)

‖
dω

)
+ sinh[γ(ω)kl]

γ(ω)kl

(
dε

(1)
⊥
dω

+ γ2(ω)
dε

(1)

‖
dω

)

−2 sinh[γ(ω)kl]
kl

γ(ω)ε
(1)

‖ (ω)

ε(2)(ω)
dε(2)

dω

]∣∣∣∣∣
ω=ω0,µ,p


− 1

2

, (6.16)

where γ(ω) = |r(ω)|1/2. The expressions of the functions F0,± given in Table 6.4
show that these eigenvectors decrease rapidly with the distance to the interface.

6.3.2 Normal Modes Confined in the Uniaxial Layer

For the case r(ω) < 0, in which there are periodical solutions (confined modes) in the
anisotropic region of the heterostructure, the eigenfrequencies ωm,µ,p are obtained as
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Eigenvalues Eigenvectors ~u(m,µ,p)(~k, z) =
(
u

(m,µ,p)
⊥ (~k, z), u

(m,µ,p)
‖ (~k, z)

)
ωm,µ,+

~u(m,µ,+)(~k, z) = Cm,µ,+
(
−iklF+(k,ωm,µ,+,z)

g⊥(ωm,µ,+,z)
,

klγ(ωm,µ,+)
ε
(1)

‖ (ωm,µ,+)

ε‖(ωm,µ,+,z)
F−(k,ωm,µ,+,z)
g‖(ωm,µ,+,z)

)

ωm,µ,−

~u(m,µ,−)(~k, z) = Cm,µ,−
(
−iklF−(k,ωm,µ,−,z)

g⊥(ωm,µ,−,z)
,

−klγ(ωm,µ,−)
ε
(1)

‖ (ωm,µ,−)

ε‖(ωm,µ,−,z)
F+(k,ωm,µ,−,z)
g‖(ωm,µ,−,z)

)

Table 6.2: Normal modes confined in the uniaxial region of the double heterostruc-
ture.

solutions of the equation

cos[γ(ω)kl] = p
ε
(1)
⊥ (ω)ε

(1)
‖ (ω) + (ε(2)(ω))2

ε
(1)
⊥ (ω)ε

(1)
‖ (ω)− (ε(2)(ω))2

(6.17)

satisfying the condition

klγ(ω) ∈ ((m− 1)π,mπ) (6.18)

with γ(ω) = |r(ω)|1/2. The parity and the branch indices are chosen according to
the following rules:

for p = +

 m = 1, 3, 5, ..., µ = 1 for ε
(1)
‖ (ω)ε(2)(ω) > 0

m = 2, 4, 6, ..., µ = 2 for ε
(1)
‖ (ω)ε(2)(ω) < 0

(6.19)

for p = −

 m = 2, 4, 6, ...; µ = 1 for ε
(1)
‖ (ω)ε(2)(ω) > 0

m = 1, 3, 5, ...; µ = 2 for ε
(1)
‖ (ω)ε(2)(ω) < 0

(6.20)

The corresponding eigenvectors given in Table 6.2 are periodical functions inside
the uniaxial layer and decrease strongly with the distance to the interfaces, outside
this layer [72]. For the different regions of the heterostructure, the functions F±
have the expressions given in Table 6.4 and the normalization constant Cm,µ,p are
given as

Cm,µ,p =

√
2

l

{
ε0l

2k2

4ωm,µ,p

[
dε

(1)
⊥
dω

+ γ2(ω)
dε

(1)

‖
dω

+ p sinh[γ(ω)kl]
γ(ω)kl

(
dε

(1)
⊥
dω

− γ2(ω)
dε

(1)

‖
dω

)

+2p sinh[γ(ω)kl]
kl

γ(ω)ε
(1)

‖ (ω)

ε(2)(ω)
dε(2)

dω

]∣∣∣∣∣
ω=ωm,µ,p


−1/2

. (6.21)

In contrast to the situation encountered for the isotropic heterostructures, where
the confined modes are degenerate having the frequencies ω

(1)
TO and ω

(1)
LO [64], for

the anisotropic heterostructures discussed here the degeneracy is lifted and the
frequencies of the confined modes are distributed in two domains of frequencies,
corresponding to the values µ = 1, 2 of the branch index (Eqs. (6.19) and (6.20)).
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Eigenvalues Eigenvectors ~u(~k, kz, z) =
(
u⊥(~k, kz, z), u‖(~k, kz, z)

)
ω

(2)
LO ~uLO(~k, kz, z) = C(~k, kz) (ikFh,−(k, kz, z), kzFh,+(k, kz, z))

ω
(2)
TO ~uTO(~k, kz, z) = C(~k, kz) (ikzFh,+(k, kz, z), kFh,−(k, kz, z))

Table 6.3: Half-space modes of a double heterostructure with anisotropic uniaxial
layer.

FJ
J z < −l/2 |z| < l/2 z > l/2

J = + cos[γ(ω)kl/2]ek(z+l/2) cos[γ(ω)kz] cos[γ(ω)kl/2]e−k(z−l/2)

J = − − sin[γ(ω)kl/2]ek(z+l/2) sin[γ(ω)kz] sin[γ(ω)kl/2]e−k(z−l/2)

J = 0,+ cosh[γ(ω)kl/2]ek(z+l/2) cosh[γ(ω)kz] cosh[γ(ω)kl/2]e−k(z−l/2)

J = 0,− − sinh[γ(ω)kl/2]ek(z+l/2) sinh[γ(ω)kz] sinh[γ(ω)kl/2]e−k(z−l/2)

J = h,+ cos[kz(z + l/2)] 0 cos[kz(z − l/2)]
J = h,− − sin[kz(z + l/2)] 0 sin[kz(z − l/2)]

Table 6.4: Functions FJ(k, ω, z) for the different regions of the heterostructure [72].

6.3.3 Half-Space Modes

The modes of the isotropic bulk layers (lateral layers) of the heterostructure have

the eigenfrequencies ω
(2)
LO and ω

(2)
TO and, therefore, are purely longitudinal and purely

transverse modes, respectively. The eigenvectors corresponding to these modes (Ta-
ble 6.3) are periodical functions for z outside the uniaxial layer of the heterostructure
and vanish inside. Thus, they are identical with those of the isotropic heterostruc-
ture given in Ref. [89]. For the half-space modes, the normalization constant is

C(~k, kz) =
1/
√
l2√

k2 + k2
z

, (6.22)

where l2 is the width of a lateral layer of the heterostructure and (~k, kz) is a 3D
wave vector with kz = nπ/l2, n ∈ N. We have considered here l2 � l and it follows
that kz varies practically quasicontinuously; in this case it is appropriate to speak
about a three dimensional wave vector (~k, kz).

The eigenvectors corresponding to the interface modes (Table 6.1), to the modes
confined in the uniaxial region of the heterostructure (Table 6.2) and to the half-
space modes (Table 6.3) verify the orthogonality and the closure relations and,
therefore, form a basis.

We can obtain the eigenvectors and eigenvalues of the p-polarized phonon field
for a uniaxial slab in vacuum as a particular case of a double heterostructure with
uniaxial layer, for which the material in the lateral regions has the dielectric function
ε(2)(ω) = 1 for every value of the frequency ω.
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6.4 Hamiltonian of the Optical Phonon Field

Expressing the fields from the expression of the energy density (5.85) (appropriate
also for an uniaxial double heterostructure) in terms of the obtained eigenvectors,
one finds the diagonal form of the Hamiltonian of optical phonons

Hph =
∑

~k,m,µ,p

~ωm,µ,p(k)
[
a†m,µ,p(

~k)am,µ,p(~k) +
1

2

]

+
∑
~k,kz

~ω(2)
LO

[
a†LO(~k, kz)aLO(~k, kz) +

1

2

]
+
∑
~k,kz

~ω(2)
TO

[
a†TO(~k, kz)aTO(~k, kz) +

1

2

]
.

(6.23)

a†m,µ,p(
~k) and am,µ,p(~k) are the creation and annihilation operators, respectively, for

the modes (m,µ, p), satisfying bosonic type commutation relations. The indexm has
the values 1, 2, 3, ... for the confined modes and 0 for the interface modes; µ = 1, 2,
p = ±. a†LO/TO(~k, kz) and aLO/TO(~k, kz) are the creation and annihilation operators
for the longitudinal and transverse half-space modes, respectively, and, also, satisfy
bosonic type commutation relations.

We neglect the contribution given by the s-polarized part of the phonon field
because the associated modes are purely transverse and not coupled with the con-
duction electrons.

6.5 Electron-Phonon Interaction

The Hamiltonian which describes the electron-phonon interaction has the form

He−ph = −eΦ(~re), (6.24)

where (−e) is the electron charge and Φ(~re) is the scalar potential (5.2) generated
by the polarization charge only.

Expressing the scalar potential, in terms of the creation and annihilation opera-
tors for the phonon modes, the Hamiltonian (6.24) has the expression

He−ph =
∑

~k,m,µ,p

exp(i~k~re⊥)Γm,µ,p(k, z
e)
[
am,µ,p(~k) + a†m,µ,p(

~k)
]

+
∑
~k,kz

exp(i~k~re⊥)ΓLO(k, kz, z
e)
[
aLO(~k, kz) + a†LO(~k, kz)

]
, (6.25)

with the coupling function given by

Γ0,µ,p(k, z
e) = −

(
~e2

2Aω0,µ,p(k)

)1/2
C0,µ,p

k
F0,p(k, ω0,µ,p, z

e) (6.26)
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for the interface modes,

Γm,µ,p(k, z
e) = −

(
~e2

2Aωm,µ,p(k)

)1/2

l Cm,µ,p Fp(k, ωm,µ,p, z
e) (6.27)

for the modes confined in the uniaxial region of the heterostructure (m ≥ 1), and

ΓLO(k, kz, z
e) = −

~e2ω(2)
LO

V ε0

(
1

ε(2)(∞)
− 1

ε(2)(0)

)1/2
1

k2 + k2
z

Fh,−(k, kz, z
e)
(6.28)

for the half-space modes; A is the area of the heterostructure in the (x, y) plane and
V = 2Al2 is the volume of the isotropic domains of the heterostructure. The normal-
ization constants C0,µ,p and Cm,µ,p are given by Eqs. (6.16) and (6.21), respectively
and the functions F have the expressions given in Table 6.4.

In contrast to the situation encountered in the case of the isotropic heterostruc-
tures, for the anisotropic ones some differences are found: i.) an electron placed
in the lateral regions of the heterostructure (Fig. 6.1) is coupled with the phonon
modes confined in the median layer; ii.) an electron situated inside the anisotropic

region interacts with the confined modes having the frequency between ω
(1)
TO,‖ and

ω
(1)
TO,⊥; in the case of a very thick heterostructure, these modes correspond to the qu-

asitransverse modes of a 3D anisotropic uniaxial crystal. For a 3D uniaxial crystal,
a measure of the interaction strength is given by the angular average of the dimen-
sionless Fröhlich coupling constants, 〈αµ(θ)〉AV . Although for a slightly anisotropic
crystal of würtzite type, like CdS, the value of the polaronic constant for these qua-
sitransverse modes is negligibly small [79], for layered-type semiconductors such as
α-HgI2 the polaronic constant, corresponding to the same type of phononic mode,
has an unexpectedly large value [90].

6.6 Bisotropically Strained Double Heterostruc-

tures

As specified at the beginning of this chapter, we consider the double heterostructures
made of zincblende type materials 1 and 2, arranged in the geometry 2/1/2 (Fig.
6.1). For a thickness l of the median layer smaller than the critical value lc [87],
the difference between the lattice parameters of the adjacent materials induces an
anisotropy in the layer 1. In the particular case of the material 1 grown on the faces
(001) and (111) of the material 2, an uniaxial anisotropy appears; the optical axis
of the strained layer being directed along the normal to the interfaces. The lateral
layers of the heterostructure are very large and can be considered isotropic.

In the context of the bisotropic strain model [16] for the pseudo-morphic layer

uniaxially distorted, the components ε
(1)
⊥ and ε

(1)
‖ of the dielectric tensor are obtained
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in terms of the phonon deformation potentials (PDPs), K
(LO)
ij and K

(TO)
ij , where LO

and TO are indices standing for the longitudinal and transverse optical phonons,
and also in terms of the high frequency photoelastic coefficients, keij and keij.

6.6.1 Heterostructures Grown on the Face (001)

For the geometry given in Fig. 6.1 and the growth direction [001], the distorted

layer parameters are obtained from the parameter of the isotropic material, ω
(1)
TO,

ω
(1)
LO and ε(1)(∞), using the relations [91]:

(
ω

(1)
α,‖

)2
= ω2

α +K
(α)
11 ε3 + 2K

(α)
12 ε1,(

ω
(1)
α,⊥

)2
= ω2

α +K
(α)
12 ε3 + (K

(α)
11 +K

(α)
12 )ε1

(6.29)

α being LO or TO, and

ε
(1)
‖ (∞) = ε(1)(∞) + ke11ε3 + 2ke12ε1,

ε
(1)
⊥ (∞) = ε(1)(∞) + ke12ε3 + (ke11 + ke12)ε1,

(6.30)

where ε1 and ε3 are the diagonal components of the strain tensor [16]:

ε1 = ε2 = δ,
ε3 = −2δC12/C11,
εi = 0 for i = 4, 5, 6.

(6.31)

δ is the parameter which characterizes the lattice mismatching of the two materials
contained by the heterostructure,

δ =
a2

a1

− 1 (6.32)

and the coefficients Cij, i, j = 1, 2, ...6 are the elastic constants of the material 1.
We replace here the indices ij of the symmetrical strain tensor, i, j = x, y, z, by
i = 1, 2, .., 6 according to the well-known convention used in the elasticity theory.

For the zincblende-type heterostructures the built-in strain distribution deter-
mines frequency shifts |ω(1)

TO,‖−ω
(1)
TO,⊥| and |ω(1)

LO,‖−ω
(1)
LO,⊥| which are small in compar-

ison to ω
(1)
LO−ω

(1)
TO and, therefore, the induced anisotropy is weak, like in würzite-type

crystals.
Further, we analyze the double heterostructure InP/GaAs/InP with the GaAs

layer grown on the face (001) of the InP substrate [17, 92, 93, 94]. The parameters

of the pseudo-morphic layer in this particular case are [72]: ω
(1)
TO,‖ = 252 cm−1,

ω
(1)
TO,⊥ = 255.6 cm−1, ω

(1)
LO,‖ = 273.3 cm−1, ω

(1)
LO,⊥ = 281.1 cm−1, ε

(1)
‖ (∞) = 11.5

and ε
(1)
⊥ (∞) = 11.8. For the isotropic GaAs, we have considered [91, 95]: ω

(1)
TO =

269 cm−1, ω
(1)
LO = 292 cm−1, ε(1)(∞) = 10.9, KTO

11 = −2.4, KTO
12 = −2.7, KTO

44 =
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−0.9, KLO
11 = −1.7, KLO

12 = −2.4, KLO
44 = −0.55, ke11 = 19.60, ke12 = 16.63, ke44 =

8.55, C11 = 118.8 GPa, C12 = 53.8 GPa, C44 = 59.4 GPa and the lattice constant
a1 = 5.654 Å. The material parameters of InP are [91]: ω

(2)
TO = 304 cm−1, ω

(2)
LO =

351 cm−1, ε(2)(∞) = 9.61 and a2 = 5.869 Å.

If the GaAs layer of the considered heterostructure is thin enough (l < 5c as given
in Ref. [17]), then, practically, it has the lattice constant of the InP substrate in the
plane normal to the growth direction. Because InP has a larger lattice constant than
that of GaAs, the frequencies of the transverse modes of the distorted GaAs layer
(related in the Born-Huang model to the elastic interaction between the nearest
neighbors) should be smaller than those of its isotropic counterpart.

GaAs and InP are materials with well separated reststrahlen bands and this
property remains also valid when the built-in strain distribution is considered. In
this case, the interface modes can be classified as interface-like substrate modes and
interface-like pseudo-morphic layer modes. The dispersion laws of these modes are
given in Fig. 6.2. For comparison, we present on the right side of Fig. 6.2 the
dispersion laws of the interface phonon modes for a InP/GaAs/InP heterostructure,
for which the effects of the built-in strain distribution are neglected. The interface
modes occurring in the domain of the reststrahlen band of InP (the branch index
= 1) are modified only to a very little extent by the effect of the strains. The
opposite situation is found for the modes which occur in the reststrahlen band of
GaAs; their frequency domain (ω

(1)
TO, ω

(1)
LO) is well marked by the effect of the strains,

thus, becoming (ω
(1)
TO,⊥, ω

(1)
LO,‖) In a rough estimation, one can say that the dispersion

curves for both symmetric- and antisymmetric interface-like pseudo-morphic layer
modes (µ = 2) are shifted to lower frequencies with 14 and 20 cm -1 , respectively.

As an effect of the built-in strain distribution, the degeneracy of the normal
modes, confined in the heterostructure median layer, is lifted and these modes have
dispersion. The purely longitudinal modes of the isotropic system, with the fre-
quency ω

(1)
LO , correspond in the anisotropic case to the modes labelled with (m, 1, p),

whose frequencies are distributed in the interval (ω
(1)
LO,‖, ω

(1)
LO,⊥); the purely transverse

modes with ω
(1)
TO become the confined modes of the branch µ = 2 with the frequencies

in the interval (ω
(1)
TO,‖, ω

(1)
TO,⊥), when the uniaxial distortion is taken into account.

The electron-phonon interaction in the considered heterostructure is also affected
by the built-in strain distribution. The coupling functions of the interface phonon
modes and the modes confined in the uniaxial layer of the heterostructure, with an
electron at the interface are plotted in Fig. 6.3 as a function of the wave vector k.
In contrast to an isotropic system [89], the confined modes (m,µ, p) of the distorted
heterostructure are also coupled with the electron at the interface. A comparative
analysis of the two plots in Fig. 6.3 show that the interface modes give the main
contribution to the coupling constants, especially for small values of ~k.

In Fig. 6.4 we present the effect of the strain distribution on the electron-interface
phonons coupling functions, Γ0,µ,p(k, z = l/2) (Eq. (6.26)), by plotting the relative
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Figure 6.2: Dispersion curves of the phonon modes of the InP/GaAs/InP het-
erostructure grown on the face (001): interface modes, normal modes confined
in the GaAs layer, and half-space modes. The thickness of the GaAs layer is
l = 3a1 = 1.8 nm. Left side: the induced anisotropy of the GaAs layer is taken
into account; Right side: GaAs layer is assumed isotropic.
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Figure 6.3: Coupling functions of the interface- and confined modes of the
InP/GaAs/InP heterostructure grown on the face (001), uniaxially distorted, as
a function of the 2D wave vector k. The thickness of the GaAs layer is l = 3a1 =
1.8 nm.
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variation

∆Γ0,µ,p/Γ
is
0,µ,p(k, z = l/2) = Γ0,µ,p(k, z = l/2)/Γis

0,µ,p(k, z = l/2)− 1,
(6.33)

where Γis
0,µ,p, µ = 1, 2, p = ±, are the values of Γ0,µ,p at the isotropic limit (Eqs.

(5.100)). Except for the mode (0, 1,+), for all the other interface modes the strength
of the electron-phonon interaction is considerably modified by the strain distribution.
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Figure 6.4: kl dependence of the relative variation ∆Γ0,µ,p/Γ
is
0,µ,p(k, z = l/2) for all

the interface phonon modes of the InP/GaAs/InP heterostructure grown on the face
(001). The thickness of the GaAs layer is l = 3a1 = 1.8 nm.

6.6.2 Heterostructures Grown on the Face (111)

We consider, further, a double heterostructure of the type 2/1/2 with the material 1
grown on the face (111) of the material 2. If the median layer of this heterostructure
is uniaxially distorted due to the lattice mismatching of the adjacent materials, the
parameters of the pseudo-morphic layer are given by the relations [91]:

(ω
(1)
α,‖)

2 = (ω(1)
α )2 +K

′(α)
33 ε3 + 2K

′(α)
13 ε1,

(ω
(1)
α,⊥)2 = (ω(1)

α )2 +K
′(α)
13 ε3 + (K

′(α)
11 +K

′(α)
12 )ε1

(6.34)

α being LO or TO, and

ε
(1)
‖ (∞) = ε(1)(∞) + k

′e
33ε3 + 2k

′e
13ε1,

ε
(1)
⊥ (∞) = ε(1)(∞) + k

′e
13ε3 + (k

′e
11 + k

′e
12)ε1,

(6.35)
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where ε1 and ε3 are the diagonal components of the strain tensor [16]:

ε1 = ε2 = δ

ε3 = −2δ
(
C11+2C12−2C44

C11+2C12+4C44

)
δ

εi = 0 for i = 4, 5, 6.

(6.36)

with δ defined by Eq. (6.32). The coefficients Cij, i, j = 1, 2, ...6 are the elastic
constants of the material 1. We replace here the indices ij of the symmetrical
strain tensor, i, j = x, y, z, by i = 1, 2, .., 6 according to the well-known convention

used in the elasticity theory. The coefficients K
′(α)
ij used here are connected to the

components of the PDP tensor, K
(α)
ij , α = LO, TO, through the relations [91]:

K
′(α)
11 = 1

2

(
K

(α)
11 +K

(α)
12 + 2K

(α)
44

)
,

K
′(α)
12 = 1

6

(
K

(α)
11 + 5K

(α)
12 − 2K

(α)
44

)
,

K
′(α)
13 = 1

3

(
K

(α)
11 + 2K

(α)
12 − 2K

(α)
44

)
,

K
′(α)
33 = 1

3

(
K

(α)
11 + 2K

(α)
12 − 4K

(α)
44

)
.

(6.37)

There are analogous relations between k
′e
ij and the photoelastic constants keij:

k
′e
11 = 1

2
(ke11 + ke12 + 2ke44) ,

k
′e
12 = 1

6
(ke11 + 5ke12 − 2ke44) ,

k
′e
13 = 1

3
(ke11 + 2ke12 − 2ke44) ,

k
′e
33 = 1

3
(ke11 + 2ke12 − 4ke44) .

(6.38)

In the particular case of the heterostructure InP/GaAs/InP with a GaAs layer

grown on the face (111) [17], the parameter of the pseudo-morphic layer are: ω
(1)
TO,‖ =

257.3 cm−1, ω
(1)
TO,⊥ = 242.8 cm−1, ω

(1)
LO,‖ = 279.2 cm−1, ω

(1)
LO,⊥ = 269.7 cm−1,

ε
(1)
‖ (∞) = 11.3 and ε

(1)
⊥ (∞) = 12.25. The dispersion laws of the interface- and con-

fined modes of the considered heterostructure, given by Eqs. (6.13) and (6.17), re-
spectively, are plotted in Fig. 6.5. In contrast to the heterostructure InP/GaAs/InP
with the GaAs layer grown on the face (001), in this case the characteristic frequen-
cies of the system satisfy the inequality

ωTO,⊥ < ωTO,‖ < ωLO,⊥ < ωLO,‖ (6.39)

corresponding to an uniaxial material for which the surface/interface modes exist
only for values of the wave vector k greater than a limit value klim. As shown in Fig.
6.5 for the heterostructure InP/GaAs/InP grown on the face (111) of the substrate,

for k = k
(1)
lim, the confined mode (1, 1,+) changes its character by becoming the

interface mode (0, 2,+). Analogously, for k
(2)
lim the confined mode (1, 2,−) becomes

the interface modes (0, 2,−). Similarly to the case of the uniaxial slab (Sec. 5.5.1),
the transformation from a confined mode to an interface mode preserves the parity.
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Figure 6.5: Dispersion curves of the phonon modes of the InP/GaAs/InP het-
erostructure grown oh the face (111): interface modes, normal modes confined
in the GaAs layer, and half-space modes. The thickness of the GaAs layer is
l = 3a1 = 1.8 nm. Left side: the induced anisotropy of the GaAs layer is taken
into account; Right side: GaAs layer is presumed isotropic.
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Also, in the case of the heterostructure grown on the face (111) of the substrate,
the frequencies of the interface modes and of normal modes confined in the pseudo-
morphic layer are shifted towards low frequencies due to lattice mismatching (aInP >
aGaAs). The degeneracy of the confined modes is lifted and their frequencies are

distributed inside the intervals (ω
(1)
TO,⊥, ω

(1)
TO,‖) and (ω

(1)
LO,⊥, ω

(1)
LO,‖). As an effect of the

induced anisotropy, an electron at the interface is couplet not only with the interface
modes but also with the modes confines in the uniaxial layer of the heterostructure.
The coupling functions of the phonon modes (m,µ, p), m ≥ 0, µ = 1, 2, p = ±, with
an electron at the interface are given in Fig. 6.6 and, as shown in this figure, they are
also continuous at k = k

(µ)
lim, µ = 1, 2. The main contribution to the electron-phonon

interaction Hamiltonian is given by interface-like substrate modes, especially for
small values of k, and by the modes which change their character from confined to
interface modes at k = k

(µ)
lim.

6.7 Summary

The dispersion laws and the normal modes of the optical phonons have been ob-
tained in the case of a double semiconductor heterostructure having as median layer
a uniaxial polar material with the optical axis directed along the normal to the
interfaces. We have found, also, the form of the Hamiltonian describing electron-
optical phonon interactions, thus, generalizing to this anisotropic case the results
presented in Ref. [64] for isotropic heterostructures. To apply the results obtained
to some particular cases we have considered, in the context of the bisotropical strain
model [16], a strained semiconductor double heterostructure made by zincblende-
type semiconductors, with pseudomorphic layer uniaxially distorted by the built-in
strain distribution. The system cumulates both the effect of the anisotropy and
that of the confinement. As a result of the anisotropy, the degeneracy of the LO
and TO confined modes of an isotropic heterostructure are lifted; thus, the ob-
tained quasilongitudinal and quasitransverse confined modes have the frequencies
distributed between ω

(1)
LO,‖, and ω

(1)
LO,⊥ and ω

(1)
TO,‖ and ω

(1)
TO,⊥, respectively. The effect

of the built-in strain distribution on the confined modes leads to anisotropic features,
comparable in magnitude to those found in some slightly anisotropic semiconductors
as CdS and InSe. The main effect is obtained on the dispersion curves and on the
electron-phonon coupling constants for the interface modes.

These results can be applied for the case of a natural anisotropic heterostructure
as well as for that of a strained heterostructure. Referring to the latter case, we
believe that for very narrow median layers, when discussing the effects determined
by the electron-optical phonon interaction (polaron selfenergy, scattering rate), the
anisotropic features of the interfacephonon spectra have to be considered in the
future.
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Figure 6.6: Coupling functions of the interface- and confined modes of the
InP/GaAs/InP heterostructure grown on the face (111), uniaxially distorted, as
a function of the 2D wave vector k. The thickness of the GaAs layer is l = 3a1 =
1.8 nm.



Chapter 7

Conclusions

The domain of semiconductor heterostructures, including quantum wells, quan-
tum wires, and quantum dots, is a huge field of research, however this thesis is
focused only on two aspects: i) elastic scattering of the conduction electrons in
low-dimensional systems and its contribution to the transport properties; and ii)
changes of the optical phonon spectra and of their coupling functions to the con-
duction electrons due to the existence of the interfaces and the lattice mismatching
at the interfaces.

We analyze first the electronic scattering states in semiconductor nanostructures
and, on this basis, the transport properties of the electron gas: conductance and
capacitance. The considered systems are mesoscopic and the transport is supposed
ballistic. We concentrate our attention especially on heterostructures with a very
small active region (quantum systems with nanometer size) connected to contacts
(probes) not only by tunneling barriers but also through a classically allowed chan-
nel for the electron motion. The physics of these systems is often dominated by
resonances which are broadened due to the open character of the systems. We de-
velop a theory of resonant transport in semiconductor nanostructures valid for all
coupling regimes between the quantum system and contacts, i.e. for open systems
as well as for almost-closed quantum systems. To separate weakly from strongly en-
ergy dependent contributions on the scale of the width of the resonance we employ a
representation of the S matrix in terms of the R matrix. We find a simple procedure
to determine the poles of the S matrix in the complex energy plane which gives the
position and the width of the resonances. Numerical results show the remarkable
accuracy of our procedure which is applied to a great variety of resonances types:
quasibound states, Fowler-Nordheim, and Fabry-Perot resonances. In the case of
separated resonances, the linearization of the weakly energy dependent part in S
matrix yields an analytical expression of the line shape which is a Fano profile with
a complex asymmetry parameter.

The resonant theory of transport is applied to study the conductance through a
quantum dot embedded in a quantum wire and the capacitance of a 2DEG formed
at the interface between the spacer layer and the blocking barrier in a MIS-type
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semiconductor heterostructure. For the quantum dot the potential is decoupled in
the the transport- and in the lateral directions, which means that the scattering
channels are also decoupled. In the framework of the Landauer-Büttiker formalism
we find two basic contributions to the conductance: first, a resonant one depending
strongly on the gate voltage and second, a noncoherent background. The Fano func-
tion with a complex asymmetry parameter arises as the most general resonance line
shape, under the assumption that the background can be considered constant over
the entire width of the resonance. In addition, we establish a method to reconstruct
S matrix from the experimental conductance data and use it to explain the mea-
surements presented in Ref. [30]. For the second considered system we study the
continuous transition from weak to strong coupling between the quantum system
and contacts. Opposite to the well-known statistical limit, this transition is domi-
nated by a single relevant resonance and there is no channel mixing. As expected,
in the weak coupling regime the bound state of the quantum system turns into a
narrow quasi bound state with nearly identical location in space. We find that with
increasing coupling the quasibound state turns into an intermediate resonance. In
contrast to the quasibound state, the intermediate resonance has the following prop-
erties: First, it is located in the space between the probes and the isolated quantum
system. Second, dissimilar to the case of the quantum bound state which is coupled
to the probes only via the tunneling effect, the intermediate resonance occurs in the
open system where there is a channel of classically allowed motion. Third, since
the decay of the intermediate resonance into the probe is classically allowed, it has
the character of a Fabry-Perot resonance. Fourth, the intermediate resonance is
strongly asymmetric and can be described well by a Fano distribution with a com-
plex asymmetry parameter. Finally, if the coupling becomes too strong a resonant
state cannot exist any more. Because of the excellent quantitative agreement with
our theory, we can demonstrate that the transition from a quasibound state to an
intermediate resonance is directly seen in capacitance experiments by Dolgopolov et
al.[41].

In the second part of this work, we have discussed, in the context of the dielec-
tric continuum model, the optical phonon modes of a slab made of an anisotropic
uniaxial material and their interaction with a conduction electron. In contrast to
the situation encountered in the case of an isotropic slab, for an uniaxial one with
the optical axis normal to the surface new features are found: i) the degeneracy of
the confined modes is lifted and these modes have dispersion. There are not purely
transverse or purely longitudinal modes anymore; ii) for some anisotropic materi-
als the existence of the surface modes depends on the value of the in-plane wave
vector ~k. If the whole domain of ~k is analyzed, the continuous transformation of a
confined mode into a surface mode can be observed. There are materials with an
uniaxial anisotropy which can not support surface modes, even though the system
has free surfaces; iii) an electron placed outside the slab interacts with all the con-
fined modes; iv) for some materials it is obtained an unexpected large interaction
between an electron situated on the slab surface and the first phonon mode which



137

belongs to the branch of the so-called quasitransverse modes. These properties are
also found in the case of a double semiconductor heterostructure having as median
layer a uniaxial polar material with the optical axis directed along the normal to
the interfaces. To apply the results obtained to some particular cases we have con-
sidered, in the context of the bisotropical strain model, a strained semiconductor
double heterostructure made by zincblende-type materials. The pseudo-morphic
layer of such a heterostructure is uniaxially distorted by the built-in strain distribu-
tion. The dispersion laws and the electron-phonon coupling functions are calculated
for the heterostructures presented in Ref. [17], InP/GaAs/InP grown on the faces
(001) and (111).
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Appendix A

Hamilton Operator of a Bound
System

As it is specified in the second postulate of the quantum mechanics every observable
of a physical system is represented by a linear self-adjoint operator which acts in
the Hilbert space associated with the considered physical system [9]. So that the
Hamilton operator which is associated to the energy of the system should be a
self-adjoint one.

Further we analyze a 1D system for which the Hamiltonian is given by

H =
1

2m∗P
2
z + V (z), (A.1)

with Pz = −i~d/dz the momentum operator and V (z) the potential energy which is
supposed to be an analytical function of the z-coordinate. If the system is infinite
it is demonstrate in the quantum mechanics [9] that the operators V (z) and Pz are
self-adjoint and consequently H is also self-adjoint.

The situation becomes more delicate when we consider a bound system (z ∈
[z1, z2]). The Hamilton operator (in units ~2/2m∗) is defined in the Hilbert space
H = L2(z1, z2) by

(H̄ψ)(z) = −d
2ψ

dz2
+ V(z). (A.2)

with the domain

D(H̄) =
{
ψ ∈ H : ψ, ψ′ absolutely continuous,

∫ z2

z1
dz |ψ(z)|2 <∞,∫ z2

z1
dz |ψ′(z)|2 <∞,

∫ z2

z1
dz |ψ′′(z)|2 <∞, boundary condition

}
.(A.3)

D(H̄) contains the set of infinitely differentiable functions with compact support and
therefore is a dense domain in L2(z1, z2) [9]. Because the system is bound the wave
functions should satisfy a boundary condition and we want to establish what kind
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of boundary conditions are compatible with the property of the Hamilton operator
to be Hermitian.

In this point it is essential to emphasize the difference between a symmetrical
operator,

〈ψ|H̄|φ〉 = 〈H̄ψ|φ〉 ⇔ D(H̄) ⊆ D(H̄†) (A.4)

and a self-adjoint one,

D(H̄†) ⊆ D(H̄) and D(H̄) ⊆ D(H̄†). (A.5)

For two arbitrary wave functions ψ and φ in D(H̄) the matrix element 〈ψ|H̄|φ〉 is
defined as

〈ψ|H̄|φ〉 =
∫ z2

z1
dz ψ∗(z)

(
−d

2φ

dz2
+ V(z)φ(z)

)
. (A.6)

Using this definition and performing an integration by parts we find that the Hamil-
ton operator H̄ is symmetric if and only if the condition[

ψ∗(z)
dφ

dz
− dψ∗

dz
φ(z)

]∣∣∣∣∣
z=z1

=

[
ψ∗(z)

dφ

dz
− dψ∗

dz
φ(z)

]∣∣∣∣∣
z=z2

(A.7)

is satisfied for each pair of functions ψ, φ ∈ D(H̄).
Further we define the domain of the operator H̄ as the set of the wave functions

in L2(z1, z2) which are absolutely continuous and bound, with the first derivative
absolutely continuous and bound, and any two wave functions of this set must verify
the boundary condition (A.7). The next step is to show that H̄ with the imposed
boundary condition is self-adjoint, i.e. to demonstrate that D(H̄†) ⊆ D(H̄). To this
end consider a function ψ ∈ D(H̄†) and define ψ1 = H̄†ψ; then

〈ψ|H̄|φ〉 = 〈ψ1|φ〉, ∀φ ∈ D(H̄) (A.8)

can be written as

〈ψ|H̄|φ〉 =
∫ z2

z1
dzψ∗1(z)φ(z) =

∫ z2

z1
dz

[
d

dz

(∫ z

z1
dz′ψ1(z

′) + c1

)]∗
φ(z),

(A.9)

where c1 is an arbitrary constant. Taking into account that φ(z) is an infinitely
differentiable function and integrating by parts, we obtain

〈ψ|H̄|φ〉 = φ(z2)ψ
∗
2(z2)−

∫ z2

z1
dz ψ∗2(z)

dφ

dz
, (A.10)

where ψ2(z)
def
=
∫ z
z1
dz′ψ1(z

′). We write the integral on the right side of the above
equation as in Eq. (A.9) and finally find

〈ψ|H̄|φ〉 = φ(z2)ψ
∗
2(z2)−

dφ

dz

∣∣∣∣∣
z=z2

∫ z2

z1
dz ψ∗2(z)−

∫ z2

z1
dz
∫ z

z1
dz′ ψ∗2(z

′)

(
−d

2φ

dz2

)
.

(A.11)
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On the other hand, using the definition (A.6) of 〈ψ|H̄|φ〉 and writing in this expres-
sion the matrix element of V in a similar form as 〈ψ1|φ〉 it results

〈ψ|H̄|φ〉 =
∫ z2

z1
dz ψ∗(z)

(
−d

2φ

dz2

)
+ φ(z2)

∫ z2

z1
dz V(z)ψ∗(z)

− dφ

dz

∣∣∣∣∣
z=z2

∫ z2

z1
dz
∫ z

z1
dz′V(z′)ψ∗(z′) +

∫ z2

z1
dz
∫ z

z1
dz′

∫ z′′

z1
dz′′V(z′′)ψ∗(z′′)

d2φ

dz2
.

(A.12)

Equating the two expressions (A.11) and (A.12) of 〈ψ|H̄|φ〉 we obtain

∫ z2

z1
dz

[
ψ(z) +

∫ z

z1
dz′

∫ z′

z1
dz′′ [ψ1(z

′′)− V(z′′)ψ(z′′)]

]∗ (
−d

2φ

dz2

)

= φ(z2)
∫ z2

z1
dz [ψ∗1(z)− V(z)ψ∗(z)]− dφ

dz

∣∣∣∣∣
z=z2

∫ z2

z1
dz

∫ z

z1
dz′ [ψ∗1(z

′)− V(z′)ψ∗(z′)]

(A.13)

Since φ ∈ D(H̄) and D(H̄) is dense in L2(z1, z2), the first factor of the integrand in
(A.13) must be a linear function of z and we can write for points between z1 and z2

ψ(z) = c1 + c2(z − z2)−
∫ z

z1
dz′

∫ z′

z1
dz′′ [ψ1(z

′′)− V(z′′)ψ(z′′)]
(A.14)

with c1 and c2 arbitrary constants. From (A.14) we identify

dψ

dz
= c2 −

∫ z

z1
dz′ [ψ1(z

′)− V(z′)ψ(z′)] (A.15)

and

d2ψ

dz2
= −ψ1(z) + V(z)ψ(z) ⇔ ψ1(z) = (H̄ψ)(z). (A.16)

The wave function defined by (A.14) should also satisfy Eq. (A.13) which can be
written into the equivalent form[

ψ∗(z)
dφ

dz
− dψ∗

dz
φ(z)

]∣∣∣∣∣
z=z1

=

[
ψ∗(z)

dφ

dz
− dψ∗

dz
φ(z)

]∣∣∣∣∣
z=z2

∀φ ∈ D(H̄)
(A.17)

using Eqs. (A.14-A.16). This relation is identical with Eq. (A.7) which defines the
boundary condition of the wave functions from D(H̄). With other words, ψ(z) from
D(H̄†) must verify the condition imposed on the wave functions from D(H̄). Taking
also into account the relation ψ1(z) = (H̄ψ)(z) deduced above we can conclude
that D(H̄†) ⊆ D(H̄). So it is demonstrated that considering the Hilbert space
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H = L2(z1, z2) the operator H̄ defined by formula (A.2) and the boundary condition
(A.7) is self-adjoint.

Two interesting properties follow directly from the boundary condition. First, if
ψ ∈ D(H̄) then ψ∗ belongs also to the domain of H̄; Second, if the definition interval
is symmetric (z1 = −d, z2 = d) and the Hamilton operator is also symmetric on this
interval, H̄(z) = H̄(−z), then ψ(−z) ∈ D(H̄) for any ψ(z) from D(H̄).

The relation (A.7) gives the most general boundary condition imposed on the
wave function of a bound system, but in practice restrictions of this condition are
usually used. The most obvious choice [96] is

 dψ
dz

∣∣∣
z=z1

dψ
dz

∣∣∣
z=z2

 = A

(
ψ(z1)
ψ(z2)

)
, (A.18)

where A is a 2× 2 matrix with the property Aij = (−1)i+jAji, i, j = 1, 2. This form
of the A matrix follows direct from the condition (A.7); two arbitrary functions ψ
and φ which satisfy the boundary condition (A.18) should also verify the relation
(A.7) and it results Aij = (−1)i+jA∗ji, i, j = 1, 2. The property of D(H̄) to contain
ψ and ψ∗ leads to A12 = A∗12. In addition, for a symmetrical operator, H̄(z) =
H̄(−z), ∀z ∈ [−d, d], ψ(z) and ψ(−z) belong both to D(H̄) and this fact imposes a
new restriction on the A matrix: A11 = −A22.

The definition of the matrix A ensures the symmetry of the operator H̄. In
order to prove that H̄ is self-adjoint we have only to show that a wave function
ψ ∈ D(H̄†) satisfies also the boundary condition (A.18). If ψ ∈ D(H̄†) then it
verifies the relation (A.17) for each φ ∈ D(H̄). Taking into account the boundary
condition (A.18) satisfied by φ and the property of A, Eq. (A.17) becomes

φ(z2)

[
dψ

dz

∣∣∣∣∣
z=z2

− A21ψ(z1)− A22ψ(z2)

]∗
− φ(z1)

[
dψ

dz

∣∣∣∣∣
z=z1

− A11ψ(z1)− A12ψ(z2)

]∗
= 0.

(A.19)

Because φ is an arbitrary function in D(H̄) the coefficients of φ(z2) and φ(z1) should
be zero. Thus ψ satisfies also the condition (A.18) and that implies D(H̄†) ∈ D(H̄).

As a particular case we can obtain the well-known von Neumann boundary con-
ditions,

dψ

dz

∣∣∣∣∣
z=z1

= 0,
dψ

dz

∣∣∣∣∣
z=z2

= 0. (A.20)

for a particular choice of A for which

A

(
ψ(z1)
ψ(z2)

)
→ 0. (A.21)
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The last conditions lead to

ψ(z2) =
A11

A12

ψ(z1), (A.22)

0 = A11A22 + A2
12. (A.23)

ψ(z1) is usually fixed by the normalization condition. The above relations are ful-
filled for each real value of A11/A12 so that there exists a matrix A for which the
Hamilton operator with von Neumann boundary conditions is self-adjoint. Even
in the case of a symmetrical operator (H̄(z) = H̄(−z), z ∈ [−d, d]) such a matrix
exists, A11 = −A22 = ±A12.

The most important advantage of using the boundary conditions (A.20) is that
they allows for a nondegenerate energy spectrum of the Hamilton operator. We
suppose that there are two eigenfunctions, ψ and φ corresponding to the same
eigenvalue of H̄,

(H̄ψ)(z) = εψ(z) (A.24)

and

(H̄φ)(z) = εφ(z). (A.25)

Multiplying the first equation by φ∗(z) and the complex conjugate of the second one
by ψ(z) and subtracting one from the other it results

φ∗(z)

(
−d

2ψ

dz2

)
− ψ(z)

(
−d

2φ∗

dz2

)
= 0 (A.26)

or

d

dz

[
−φ∗(z)dψ

dz
+ ψ(z)

dφ∗

dz

]
= 0. (A.27)

Performing an integration of the above relation we find

−φ∗(z)dψ
dz

+ ψ(z)
dφ∗

dz
= −φ∗(z1)

dψ

dz

∣∣∣∣∣
z=z1

+ ψ(z1)
dφ∗

dz

∣∣∣∣∣
z=z1 (A.28)

The quantity on the right side of this equation vanishes due to the boundary condi-
tions and it follows directly that

ψ(z) = cφ∗(z) (A.29)

with c an arbitrary constant. Thus the two wave functions ψ and φ correspond to
the same physical states and consequently the energy level ε is nondegenerate.
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Appendix B

Unitarity of the S̃-matrix

From Eq. (4.19) we obtain for all energies:

S̃(ε)S̃†(ε) ' S̃bgS̃
†
bg

e2

e2 + 1
+ S̃(ε0)S̃

†(ε0)
1

e2 + 1

−i
[
S̃bgS̃

†(ε0)− S̃(ε0)S̃
†
bg

] e

e2 + 1
, (B.1)

where e = 2(ε− ε0)/Γ. Here

S̃(ε0)S̃
†(ε0) = 1 (B.2)

is exactly fulfilled because the linearization is exact at the real energy ε0. Taking
into account the definition (4.18) of S̃bg we find the first step in

[
S̃bgS̃

†(ε0)− S̃(ε0)S̃
†
bg

]
=

iΓ/2 d
dε

(
ZλZ

†
λ

)∣∣∣
ε=ε0∣∣∣ε0 − ελ − Ēλ(ε0)
∣∣∣2 = 0, (B.3)

and the second step is obtained differentiating the relation (4.10) with respect to
the energy. The condition (B.3) is sufficient for the unitarity of S̃ in first order in e.
Thus our linearization of Zλ and Ēλ leads to a consistent theory.

In general the symmetrical complex matrix S̃bg can be written in the form

S̃bg =


i
qR

(S̃(ε0))11
i
q
(S̃(ε0))12

i
q
(S̃(ε0))12

i
q′R

(S̃(ε0))22

 (B.4)

using the (complex) asymmetry parameters for transmission, q defined in (4.21) and
for reflection, qR and q′R. In the limit of our linear approximation S̃bg has to satisfy
the Hermitian condition (B.3) and thus only three real parameters can be chosen
freely, for example Im(1/qR), Re(1/q) and Im(1/q):

S̃bg =
i

q
S̃(ε0)−

 τ(S̃(ε0))11 0

0 −τ ∗(S̃(ε0))22

 , (B.5)
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with

τ = Im

(
1

qR

)
− Im

(
1

q

)
+

i

1− T (ε0)
Re

(
1

q

)
(B.6)

and T (ε0) is the transmission probability at the energy ε0. As can be seen from Eq.
(4.12) ε0 is only an approximative value of the resonance energy so that T (ε0) < 1
and τ has no singularity.

Using Eq. (B.3) we obtain directly Eq. (4.28) from Eq. (B.1) if we identify the
first term on the right hand side of (B.1) with δ e2/(e2 + 1) in (4.28). Using (B.5)
we obtain for the matrix elements of δ

δ11 = [1− T (ε0)]

∣∣∣∣∣ iq − τ

∣∣∣∣∣
2

+ T (ε0)

∣∣∣∣∣ iq
∣∣∣∣∣
2

, (B.7)

δ22 = [1− T (ε0)]

∣∣∣∣∣ i

q∗
− τ

∣∣∣∣∣
2

+ T (ε0)

∣∣∣∣∣ iq
∣∣∣∣∣
2

, (B.8)

δ12 = 2 τ Im

(
1

q

)
(S̃(ε0))11 (S̃(ε0))

∗
12. (B.9)

If we artificially impose the unitarity condition on S̃bg (δ → 1) there remains
only one free variable which describes the background matrix. This can be chosen
as the real Fano asymmetry parameter denoted with qr:

S̃bg =
i

qr
S̃(ε0)−

 τr(S̃(ε0))11 0

0 −τ ∗r (S̃(ε0))22

 , (B.10)

with

τr =
1

1− T (ε0)

±
√√√√1− T (ε0)

(
1 +

1

q2
r

)
+

i

qr

 . (B.11)

The real parameter qr should satisfy the inequality T (ε0)(1 + 1/q2
r) ≤ 1.

We can also remark here that assuming in Eq. (4.19) the background contribu-
tion to the S-matrix as zero the relation (B.1) becomes:

S̃(ε)S̃†(ε) =
1

e2 + 1
. (B.12)

The unitarity of the scattering matrix (2.55) restricts strongly (e2/(e2 + 1) � 1)
the domain inside which the common Wigner-Breit profile yields a good description
of the transmission even for extremely narrow and isolated peaks.

Often the background matrix S̃bg is assumed to be absent leading to a symmet-
rical Wigner-Breit shape of the transmission peak[58].



Bibliography

[1] T. Ando, Y. Arakawa. K. Furuya, S. Komiyama, H. Nakashima (Eds.), Meso-
scopic Physics and Electronics, Springer Verlag, Berlin, 1998.

[2] D. K. Ferry and S. M. Goodnick, Transport in Nanostructures, Cambridge
University Press, Cambridge 1999.

[3] Z. I. Alferov, Nobel Lecture: The double heterostructure concept and its ap-
plications in physics, electronics, and technology, Rev. Mod. Phys. 73, 767
(2001).

[4] H. Kroemer, Nobel Lecture: Quasielectric fields and band offsets: teaching
electrons new tricks, Rev. Mod. Phys. 73, 783 (2001).

[5] H. L. Stormer, Nobel Lecture: The fractional quantum Hall effect, Rev. Mod.
Phys. 71, 875 (1999).

[6] L. L. Chang and K. Ploog (Eds.), Molecular Beam Epitaxy and Heterostruc-
tures, M. Nijhof, Dordrecht, The Niderlands 1985.

[7] M. L. Goldberger and K. Watson, Collision Theory, John Wiley and sons,
New York, 1964.

[8] A. Bohm, Quantum Mechanics, Springer, New York, 1993, Chap. 18 Reso-
nance Phenomena.

[9] A. Galindo and P. Pascual, Quantum Mechanics I, Springer Verlag, Berlin,
1990, Cap. 2.

[10] L. Smrcka, R-matrix and the coherent transport in mesoscopic systems, Su-
perlattices Microstruct. 8, 221 (1990).

[11] R. A. Jalabert, A. D. Stone, and Y. Alhassid, Statistical theory of Coulomb
blockade oscillations: Quantum chaos in quantum dots, Phys. Rev. Lett. 68,
3468 (1992); H. Fukuyama and T. Ando (Eds.) Transport phenomena in Meso-
scopic Systems, Springer-Verlag, Berlin, 1992, p. 39.

[12] U. Wulf, J. Kucera, P. N. Racec, and E. Sigmund, Transport through quantum
systems in the R-matrix formalism, Phys. Rev. B 58, 16209 (1998).

147



148 BIBLIOGRAPHY

[13] E. R. Racec and U. Wulf, Resonant quantum transport in semiconductor
nanostructures, Phys. Rev. B 64, 115318 (2001).

[14] P. N. Racec, E. R. Racec, and U. Wulf, Capacitance in open quantum struc-
tures, Phys. Rev. B 65, 193314 (2002).

[15] M. Born and K. Huang, Dynamical Theory of Crystal Lattices, Clarendon,
Oxford, 1968.

[16] E. Anastassakis, Strained superlattices and heterostructures: Elastic consider-
ation, J.Appl.Phys. 68, 4561 (1990).

[17] M. E. Pistol, M. Gerling, D. Hessman and L. Samuelson, Properties of thin
strained layers of GaAs grown on InP, Phys.Rev. B 45, 3628 (1992).

[18] N. W. Ashcroft and N. D. Mermin, Solid State Physics, CBS Publishing Asia
Ltd., Philadelphia, 1988.

[19] C. Weisbuch and B. Vinter, Quantum Semiconductor Structures, Academic
Press, Inc., Boston, 1991.

[20] T. Ando, A. B. Fowler, and F. Stern, Electronic properties of two-dimensional
systems, Rev. Mod. Phys. 54, 437-672 (1982).

[21] T. Schmidt, R.J. Haug, K. v. Klitzing, A. Förster and H. Lüth, Single-electron
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[50] J. U. Nöckel and A. D. Stone, Fano resonances in transport across a quantum
well in a tilted magnetic field, Phys.Rev. B 51, 17219 (1995).
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