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Abstract
Precession driven flows are believed to play a relevant role in planetary dynamics, such
as in atmospheric phenomena, and as a complementary energy source for homogeneous
dynamo action, i.e. the self-generation of planetary magnetic fields. Precessional motion
occurs when a body rotates around an axis, which itself is rotating around another axis.
The main influence of this forcing mechanism is a gyroscopic effect on the fluid flow which
gives rise to a wavy dynamics even in the laminar regime. If the forcing magnitude is
strong enough the flow goes through a series of phenomena such as instabilities, resonant
interactions between waves, and transition to turbulence whose occurrence depends on the
container shape and the nutation angle, i.e. the angle between the two axis. Numerical
simulations and laboratory experiments have elucidated these phenomena demonstrating
their complexity. Although many phenomena have a satisfactory explanation, others still
remain elusive and merit further investigations. Great efforts have been devoted to the
study of the small nutation angle regime (which is the natural configuration for geophys-
ical applications) while a comprehensive analysis of the large angle regime for different
precession ratios is still missing.
The interest in moderate to large forcing is particularly motivated by the need of theo-
retical supports for the upcoming DRESDYN (DREsden Sodium facility for DYNnamo
and thermohydraulic studies) precession experiment, whose main purpose is to test the
capability of a precessing fluid system to achieve a dynamo effect. Here, the possibility
to generate a magnetic field is connected to the emergence of three large scale structures
in the bulk flow: a directly forced standing wave, poloidal rolls reminiscent of Taylor
vortices, and a geostrophic axisymmetric flow. The emergence of a geostrophic vortex is a
hallmark of the precessing cylinder which is connected with the transition to turbulence.
However the appearance of the poloidal vortices need to be clarified and characterized
in the parameter space. Moreover the role and the behavior of boundary layers has not
received great attention. These open questions represent the main motivations for the
present work.

In order to analyze and investigate these points, in this thesis we use numerical simula-
tions to study and understand the flow behavior in a fluid-filled precessing cylinder. We
use two types of approaches: a global study to investigate large scale phenomena inside
the precessing cylinder and the resulting magnetohydrodynamics behavior, and a local
model to analyze and unveil the properties of turbulence forced by precession. In particu-
lar, in the context of the global approach, we study the role and the characteristics of the
boundary layer developed both at the endwalls and at the sidewalls of the container. The
endcaps give rise to an Ekman layer which is influenced by the poloidal flow emerging in
the central region of the cylinder for an intermediate range of precession forcing, and the
sidewall boundary layer reflects the transition of the bulk flow: while for weak forcing it is
essentially an Ekman layer, it shows the properties of the so-called Stewartson layer once
the bulk is dominated by the geostrophic columnar vortex. The results found in terms
of instabilities (and possible turbulent states) are not restricted to our problem but are
also paradigmatic features of atmospheric phenomena. Another focus is on the bulk flow
behavior and its different responses with respect to the sense of motion: while prograde
precession shows a steep transition to turbulence when increasing the forcing magnitude
with a marked breakdown of the directly forced mode, retrograde precession presents a
much smoother change. The precession angle plays also a crucial role in tuning the large
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scale structures. A related distinction has been found also for the dynamo action, which
is more likely to occur for perpendicular and retrograde precession. Restricting our atten-
tion to the kinematic regime (where the equation of fluid motion and the magnetic field
equation are decoupled) we characterized the dynamo action in dependence on nutation
angle and precession strength.
Finally, with the aim to analyze the features of turbulent phenomena we characterize
the precession driven turbulence as a complex scenario determined by the coexistence
of geostrophic vortices (called also condensates), a typical feature of rotating turbulence
prone to an inverse cascade of energy, and small scale 3D waves characterized by a direct
energy cascade. We observe the interaction of these two structures as being governed by
a clear hierarchy: the precession force injects energy mainly into 3D inertial waves which
in turn feed the geostrophic vortices. This is a nonlinear effect of higher order since the
weak nonlinear theory prohibits the interaction of inertial waves and geostrophic mode.
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Kurzfassung
Präzessionsgetriebenen Strömungen wird eine wichtige Rolle in der Dynamik verschie-
dener planetarer Prozesse zugeschrieben, z. B. in atmosphärischen Phänomenen und als
komplementäre Energiequelle für die Selbsterregung planetarer Magnetfelder durch den
homogenen Dynamoeffekt. Eine Präzessionsbewegung tritt auf, wenn sich ein Körper um
eine Achse dreht, die ihrerseits um eine andere Achse rotiert. In erster Linie bewirkt dieser
Antriebsmechanismus einen gyroskopischen Effekt auf die Fluidströmung, der bereits im
laminaren Regime eine wellenartige Dynamik hervorruft. Mit stärker werdendem Antrieb
durchläuft die Strömung eine Reihe von Phänomenen wie Instabilitäten, resonante Wech-
selwirkungen zwischen Wellen und den Übergang zur Turbulenz, deren Auftreten von der
Behälterform und dem Nutationswinkel, d. h. dem Winkel zwischen den beiden Achsen,
abhängt. Numerische Simulationen und Laborexperimente haben diese Phänomene un-
tersucht und ihre Komplexität aufgezeigt. Während für viele dieser Erscheinungen bereits
eine zufriedenstellende Erklärung vorliegt, sind andere nach wie vor nur schlecht ver-
standen und bedürfen weiterer Untersuchungen. Das Hauptaugenmerk bisheriger Studien
lag auf dem Fall kleiner Nutationswinkel, der die natürliche Konfiguration für geophysi-
kalische Anwendungen darstellt. Eine umfassende Analyse des Falles großer Winkel für
verschiedene Präzessionsverhältnisse stand bisher aus.
Das Interesse an mittleren bis starken Strömungsantrieben ist insbesondere durch den Be-
darf an theoretischer Untersetzung des im Rahmen des Projektes DRESDYN (DREsden
Sodium facility for DYNnamo and thermohydraulic studies) bevorstehenden Präzessions-
experiments motiviert. Dessen Hauptzweck besteht darin, die Fähigkeit eines präzedieren-
den Fluids zu testen, einen Dynamoeffekt zu bewirken. Diese Fähigkeit ist insbesondere
mit dem Auftreten von drei großskaligen Strömungsstrukturen verknüpft: einer direkt
erzwungenen stehenden Welle, einer poloidalen Wirbelstruktur, die an Taylor-Wirbel er-
innert, und einer geostrophischen axialsymmetrischen Strömung. Die Entstehung eines
solchen geostrophischen Strömungsanteils, der auch mit dem Übergang zur Turbulenz
im Zusammenhang steht, ist typisch für den präzedierenden Zylinder. Jedoch stand ei-
ne eingehende Analyse dieses Effektes bisher aus. Desweiteren bedarf das Auftreten der
poloidalen Wirbel einer weiteren Erklärung und Charakterisierung im Parameterraum.
Auch haben die Rolle und das Verhalten von Grenzschichten präzedierender Strömungen
bisher wenig Beachtung gefunden. Diese offenen Fragen bilden die Hauptmotivation für
die vorliegende Arbeit.

In dieser Arbeit werden numerische Simulationen eingesetzt, um das Strömungsverhalten
in einem flüssigkeitsgefüllten Präzessionszylinder zu untersuchen und zu verstehen. Dabei
werden zwei Ansätze verfolgt: eine globale Modellierung, um großräumige Phänomene im
Inneren des Präzessionszylinders und das daraus resultierende magnetohydrodynamische
Verhalten zu untersuchen, und ein lokales Modell, um die Eigenschaften der durch die
Präzession erzeugten Turbulenzstrukturen zu analysieren. Im Rahmen des globalen Mo-
dells untersuchen wir insbesondere die Rolle und die Eigenschaften der Grenzschichten,
die sich an den Stirnwänden als auch an den Seitenwänden des Behälters entwickeln. An
den Endkappen entsteht eine Ekman-Schicht, die von der poloidalen Strömung beein-
flusst wird, welche sich in der zentralen Region des Zylinders bei mittleren Stärken des
Präzessionsantriebs entwickelt. Die Grenzschicht an den Seitenwänden spiegelt hingegen
den Übergang der Strömung wider: während sie bei schwachem Antrieb im Wesentlichen
eine Ekman-Schicht ist, weist sie Eigenschaften der so genannten Stewartson-Schicht auf,
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sobald die Strömung von einem kolumnaren geostrophischen Wirbel dominiert wird. Die
in Bezug auf Instabilitäten und mögliche turbulente Zustände gewonnenen Ergebnisse
sind dabei nicht auf unser spezifisches Problem beschränkt, sondern weisen paradigma-
tische Merkmale atmosphärischer Phänomene auf. Ein weiterer Schwerpunkt liegt auf
der Abhängigkeit und den unterschiedlichen Reaktionen der Strömung im Volumen von
bzw. auf die Präzessionsrichtung: während prograde Präzession bei Erhöhung des An-
triebs einen klaren Übergang zur Turbulenz mit einem deutlichen Zusammenbruch der
direkt erzwungenen Mode zeigt, zeigt die retrograde Präzession einen wesentlich sanfte-
ren Übergang. Dabei spielt der Präzessionswinkel ebenfalls eine entscheidende Rolle für
die Einstellung der großräumigen Strukturen. Ein entsprechender Unterschied wurde auch
für die Dynamowirkung gefunden, deren Auftreten bei senkrechter und retrograder Prä-
zession wahrscheinlicher ist. Dabei beschränken wir uns auf das kinematische Regime (in
dem die Gleichung für die Fluidbewegung von der Magnetfeldgleichung entkoppelt ist),
um die Dynamowirkung in Abhängigkeit von Nutationswinkel und Präzessionsstärke zu
charakterisieren.
Mit dem Ziel, die Eigenschaften turbulenter Phänomene zu analysieren, charakterisie-
ren wir schließlich das komplexes Szenario der präzessionsgetriebenen Turbulenz. Dieses
ist bestimmt durch die Koexistenz von geostrophischen Wirbeln (Kondensaten), einem
typischen Merkmal rotierender Turbulenz, das zu einer inversen Energiekaskade neigt,
und kleinskaligen 3D-Wellen, die durch eine direkte Energiekaskade gekennzeichnet sind.
Es wird gezeigt, dass die Interaktion dieser beiden Strukturen durch eine klare Hier-
archie bestimmt wird: der Präzessionsantrieb injiziert Energie hauptsächlich in die 3-
dimensionalen Inertialwellen, die wiederum die geostrophischen Wirbel speisen. Da die
schwach-nichtlineare Theorie die Wechselwirkung von Inertialwellen und geostrophischen
Moden verbietet, muss dafür ein nichtlinearer Effekt höherer Ordnung verantwortlich sein.
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1. Introduction

A l’alta fantasia qui mancò possa;
ma già volgeva il mio disio e ’l velle,
sì come rota ch’igualmente è mossa,
l’amor che move il sole e l’altre stelle.

Dante Alighieri, Paradiso, XXXIII

1.1. Geo- and astrophysical motivation

Magnetic fields are universal features in the universe which occur in all kinds of celestial
bodies such as planets (e.g. Earth and Jupiter), stars like our Sun, and even galaxies
(Rüdiger et al. (2013)). The evolution and spatial structure of geo- and astrophysical

Figure 1.1. Various examples of celestial bodies characterized by dynamo action. Left:
sketch of the geodynamo, 3D simulations from Glatzmaier & Roberts (1995) showing the
Earth’s magnetic field. Middle: solar phenomenon known as coronal rain (source Nasa
(2013)). Right: galaxy Centaurus A observed by SOFIA (source Nasa (2021)).

magnetic fields indicate that they went through a process of amplification followed by
a self- sustaining mechanism due to internal dynamics (Rincon (2019)). Indeed if such
mechanisms would not exist, the fossil magnetic fields of the early formation stage should
have decayed over short time scales (as estimated by Weiss (2002) and Roberts & King
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(2013)). The fact that the Earth’s interior has temperatures above the Curie threshold
excludes the hypothesis that the geomagnetic field is caused by permanent magnetiza-
tion. Therefore, it is commonly thought that the geomagnetic field is generated by fluid
motions in the outer core and that its lifespan is around 3 billion years according with
paleomagnetic observations (Tarduno et al. (2007)).
Another point which rules out the fossil-field hypothesis concerns the dynamical evolution
and reversals of large-scale magnetic fields for quite short time scales in the order of a few
thousand years (Rincon (2019)).
By now it is widely accepted that all magnetic fields in the universe are generated by
the so called dynamo process referring to the capability of internal flows of electrically
conducting fluids to bring about self-excitation of magnetic fields and electrical currents.
The underlining physics is quite basic: a moving electrical medium exposed to a magnetic
field induces an electromotive force (Faraday’s law). This force generates an electric cur-
rent (Ohm’s law) associated with an amplified magnetic field (Ampère’s law) (Rüdiger &
Hollerbach (2004)). Self-excitation occurs when the amplification factor becomes infinite.
The first application of this phenomenon to celestial bodies was given by Larmor (1919)
to describe the solar magnetism. Even if the basic principle was technically realized in the
19th century (starting with Faraday (1832) and followed by the works of Jedlik, Hjorth,
Siemens, Gramme, Pacinotti, Wheatstone all summarized in the work by Wilde (1867)),
a proof that the dynamo process can actually work in homogeneous fluids was presented
almost one century later by Herzenberg (1958) and Backus (1958).
Typical examples of celestial objects affected by dynamo action such as the Earth, the
Sun and spiral galaxies are shown in Fig. 1.1.
The Earth’s magnetic field presents peculiar features: (i) it is substantially dipolar (as
observed in the first place by Glatzmaier & Roberts (1995), see Fig. 1.1); (ii) its dipole is
closely aligned with the rotation axis. Moreover the field is not static and it goes through
variations on different timescales. Among all these variations the most dramatic ones are
reversals, i.e. switches of magnetic field polarity (Gubbins (1994), Merrill & McFadden
(1994)). While the field reverses every few hundreds of thousand years irregularly (Merrill
& McFadden (1999)), the duration of reversals can span 100 to 10000 years (Rüdiger &
Hollerbach (2004)).
The main questions which raise from this picture are how the geomagnetic is generated

and why it shows reversals. Regarding the first question, it is broadly believed that the
major source for Earth’s dynamo action is due to thermal and compositional buoyancy
(Jones (2007), Landeau et al. (2022)). However a non- negligible amount of power can
also rise from mechanisms tapping into the rotation energy of the Earth (Le Bars et al.
(2015)). Since the energy budget might be tight for the convection driven geodynamo
(Nimmo (2015)), a particular proposal regarding the cause of geodynamo was made by
Bullard (1949) who indicated precession as a possible power source to generate the Earth’s

2



1.2. Previous experimental dynamos

Figure 1.2. Probability density function of the Earth’s magnetic field polarity time inter-
vals from Consolini & De Michelis (2003). Note the different peaks at τ ≈ n × 95 kyr,
which points to a certain role of the Milankovitch cycle of Earth’s orbit eccentricity.

magnetic field.
Mechanical forcing is not only an important candidate as a geodynamo source but also
for explaining the geodynamo reversals. Indeed, orbital parameters’ variations such as
precession, obliquity and eccentricity are observed in the paleomagnetic measurements,
suggesting in particular a connection between the ≈ 95 kyr Milankovitch cycle of the
Earth’s orbit eccentricity with the reversal statistics of the geomagnetic field. Fig. 1.2
replots a corresponding result of Consolini & De Michelis (2003) where the probability
density of inter-reversal times shows maxima at multiples of the Milankovitch cycle of
Earth’s orbit eccentricity, indicating a stochastic resonance phenomenon.

1.2. Previous experimental dynamos

During the last decades, the interest in dynamo action has motivated several scientists
to build complex experimental dynamo facilities in order to reproduce some features of
cosmic magnetism. While technical dynamos (e.g. Siemens, Wheatstone) have a number
of separated electrically conducting parts, cosmic dynamos work in almost homogeneous
media. Although theoretical and numerical works have been successful in understanding
many mechanisms, several problems remain unsolved. The geodynamo simulations are
carried out in a zone of the parameter space far from the real one. This applies, in partic-
ular, to two governing parameters: the Reynolds number Re (the ratio of the Coriolis over
the viscous force), or its inverse Ekman number Ek, and the magnetic Prandtl number
Pm (the ratio of the magnetic diffusion time to the viscous diffusion time). The Earth’s
values are believed to be respectively of the order Re ∼ 1015 and Pm ∼ 10−6 while the
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state of the art of numerical simulations can achieve values as large as Re ≈ 107 and as low
as Pm ≈ 0.1. The wide gap between real and numerical parameters is a problem for the
reliability of the numerical results even if scaling laws are applied. The occurrence of tur-
bulence is another problem due to the lack of validated models for fast rotating electrical
conducting fluids. In view of those problems laboratory experiments are a complementary
approach to improve our knowledge about the fluid flow behavior in the dynamo regime.
Their first goal is then to confirm experimentally that hydromagnetic dynamos work at
all. “Playing” with the experimental design can teach a lot about the specific roles of tur-
bulence, boundary conditions, and different dynamo sources. The second point is related
to a working hydromagnetic dynamo. Once self-excitation has occurred, one asks which
process limits the exponential field growth and what is the mechanism of dynamo satura-
tion. Recent laboratory dynamos comprise different mechanical installations to drive the
flow such as propellers, guiding blades, external pumps. In general the fewer installations
are present in the fluid, the more freedom has the flow to be modified and re-organized
by the Lorentz forces. A most attractive mechanism to drive the flow and to avoid the
use of mechanical part would be convection. However, it is very hard to achieve velocities
sufficient for dynamo action in a purely convective way (Tilgner (2000)). Another point
is the following: the self-excited magnetic field acts not only on the large scale flow, but
it could also cause a back-reaction impacting the turbulence properties of the flow. This
phenomenon is considered the most important one that dynamo experiments may help to
understand, as they provide an interesting test-case for MHD turbulence models (Verma
(2004)). An extreme case is the destabilizing role of magnetic field on the total flow.
A paradigmatic example of this latter phenomenon is the magneto-rotational instability
(MRI) (Rüdiger & Hollerbach (2004), Rincon (2019)). In principle dynamo experiments
are suitable to observe similar instabilities in the presence of (self-excited or externally
applied) magnetic fields. In addition to this, there is a large variety of wave phenomena
to be studied in rotating magnetized flows.
One of the crucial concept of dynamo theory is the α-effect i.e. the induction of an elec-
tromotive force parallel to an applied magnetic field. It was actually observed by Max
Steenbeck, through an apparatus, the α-box, consisting of two orthogonally interlaced
copper channels through which sodium was pumped. The α-effect was clearly validated
(Steenbeck et al. (1966), Steenbeck et al. (1967)) even if the flow had no local helicity.

In the following we discuss the main dynamo experiments that were carried out during
the last decades:

• Lowes-Wilkinson Dynamo: Lowes and Wilkinson have carried out a long-term
series of homogeneous dynamo experiments (Lowes & Wilkinson (1963), Lowes &
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Wilkinson (1963), Wilkinson (1984)). The core idea of this kind of experiments
had its roots in a 1958 paper by Herzenberg (1958) whose homogeneous dynamo
consisted of two rotating small spheres embedded in a large sphere. The Lowes and
Wilkinson dynamo is an apparatus with two rotating cylinders in a surrounding
conductor. The success of this dynamo was due to the use of various magnetic
materials (perminvar, mild steel, electrical iron) allowing a large magnetic Reynolds
number. These experimental campaigns were characterized by the step-by-step
improvements and also by the continuing comparison of the resulting field with
geomagnetic features (Wilkinson (1984)). Starting with a simple geometry of the
rotating cylinders which produced steady and oscillating magnetic fields, the design
was made more sophisticated so that finally it permitted the observation of field
reversals. This proved that a complex field behavior can result from comparatively
simple patterns of velocity. The limits of this solid-body experiments were in the
lack of possibility to investigate any non-trivial back-reactions of the Lorentz force
on a fluid flow.

• Riga dynamo: Based on the concept of Ponomarenko’s dynamo model (Pono-
marenko (1973)) a series of experiments were carried out in St. Petersburg in 1986
(Gailitis et al. (1987)) which prepared the context for the Riga dynamo experiment.
Several studies about promising dynamo configurations were conducted (Gailitis
et al. (1976), Gailitis et al. (1980), Gailitis (1996a)) with specific focus on the onset
at low magnetic Reynolds number. These works served as the basis for the design
of the Riga dynamo, shown in Fig. 1.3. The first step was to optimize the main
geometric relations, in particular the relations of the radius of each cylinder to each
other and to the length of the system (Gailitis (1996b)). The experimental prepara-
tions were accompanied by extensive numerical simulations with the aim to optimize
the flow profiles in terms of maximizing the helicity (Stefani et al. (1997)).
Many experimental campaigns have been carried out between November 1999 and
2018 resulting in several achievements: the first recording of a self-exciting field in a
liquid metal dynamo experiment (Gailitis et al. (2000)), observation of the saturated
regime (Gailitis et al. (2001)), measurement of the radial magnetic field, pressure
on the inner cylinder, Lorentz force, axial magnetic field (Gailitis et al. (2001b),
Gailitis et al. (2002a) Gailitis et al. (2002b)). All the results were compared with
the numerical outcomes of 2D simulations (Stefani et al. (1997)). The Lorentz
force leads to a reduction of the differential rotation and hence to a deterioration of
the dynamo capability of the flow. This self-consistent back-reaction model, which
gives automatically a zero growth rate, can be assessed by the dependence of the
resulting eigenfrequency and the axial structure of the field (Gailitis et al. (2001)).
A summary of all the Riga experimental campaigns are reported in Gailitis et al.
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(2018).

Figure 1.3. The Riga dynamo experiment. Left: photograph of the dynamo facility taken
from Gailitis et al. (2018). Right: detailed sketch of the central dynamo module.

• Karlsruhe dynamo: A first idea for a Karlsruhe-type experiment can already be
found in a paper by Gailitis (1967). The main concept was based on the replace-
ment of real helical turbulence by pseudo-turbulence consisting of a large number
of parallel channels with a helical flow inside. The seminal works by Roberts (1972)
and Busse (1975) served then as the theoretical initiation of the Karlsruhe dynamo
experiment, later designed and carried out by Stieglitz & Müller (2001) and Müller
et al. (2002). This flow is characterized by an anisotropic α-effect that produces
only electromotive forces in the horizontal direction. In the Karlsruhe configuration
(see Fig. 1.4), the so called Roberts flow (Roberts (1972)) in each cell is replaced
by a flow through two concentric channels. While in the central channel the flow
is straight, in the outer channel it is forced by a spiral staircase in order to force a
helical path. After having established the main configuration, the subsequent step
was based on the maximization of α effect for a given power of the pumps. The
result was a number of 52 spin generators, with a radius and a height of respectively
0.85 m and 0.7 m for the dynamo module.
The Karlsruhe dynamo experiment has investigated several features such as its
imperfect bifurcation behavior and properties of MHD turbulence (Müller et al.
(2004)). The experimental data from the Karlsruhe experiment have been used
in an attempt to distinguish between two different scaling laws of the geodynamo,
with interesting outcomes for its power consumption (Christensen & Tilgner (2004)).
From a theoretical point of view the investigation of the saturation mechanisms and
their possible implication were addressed by Tilgner & Busse (2001).
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Figure 1.4. The Karlsruhe dynamo experiment (reproduced from Stieglitz & Müller
(2001)). Sketch of the main module (top) and details of one of the spin generators
(bottom).

• Von-Kárman dynamo: The von Kárman Sodium (VKS) dynamo experiment has
been carried out at the CEA research center in Cadarache (France). The sodium
flow is characterized by the so called s2+t2 type (comprising two poloidal vortices
directed inward in the equatorial plane, and two toroidal vortices) and it is produced
by two disks situated at opposed end of a cylinder. The VKS 1 experiment was
carried out with 50 liter of liquid sodium in a cylinder with diameter and height of
0.4 m, using two 75 kW motors at rotation rates up to 1500 rpm. The results of the
VKS 1 experiments, including measured induction and turbulence data, have been
published in Bourgoin et al. (2002) and Pétrélis et al. (2003). No self-excitation
has been achieved, although remarkable deformations of applied magnetic fields
have been measured. In a second version of this experiment (Berhanu et al. (2007),
Monchaux et al. (2009)), VKS 2, the volume was extended to 100 l, and the available
motor power can reach 300 kW. After this experimental upgrade, the VKS has
shown not only a self-excitation of the magnetic field but also a myriad of other
features such as oscillations, bursts and even reversals (Monchaux et al. (2009)).
The “blemish” of this experiment consists in the necessity of using magnetic material
for the disks, otherwise the dynamo action does not occur (Miralles et al. (2013)).

• Other dynamo experiments: other experimental facilities have provided many
insights. For example the Madison dynamo, also characterized by a s2+t2 flow
(Nornberg et al. (2005)), the rotating torus experiment in Perm (Frick et al. (2002)),
and the Sodium experiment in New Mexico (Colgate et al. (2002)).
A particularly interesting laboratory facility is the Maryland Three Meter Geody-
namo experiment which consists of a large spherical Couette container filled with
water or with sodium for the MHD purposes. This set-up is able to achieve extreme
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Figure 1.5. Schematic representation of von Karmán dynamo experiment (Monchaux
et al. (2009)).

hydrodynamics regimes and even if the research group did not find yet a purely
self-excited magnetic field, they collected a lot of knowledge regarding magneto-
hydrodynamics phenomena imposing an axisymmetric magnetic field (Zimmerman
et al. (2014)).
Based on Bullard’s disk dynamo (Bullard (1949)), an interesting scenario was ob-
served by Avalos-Zúñiga et al. (2017) in a homopolar disk dynamo experiment. This
kind of facility contains the liquid metal in spiral coils and the resulting magnetic
field is purely axial. In a recent work, Avalos-Zúñiga & Priede (2022) found a dra-
matic increase of magnetic field above certain rotation frequency. Once the magnetic
field achieves the saturation whose value is more than two orders of magnitude of
the background field the back reaction of electromagnetic torque slows down the
disk rotation.
Characterized by a similar concept, the so called FURY dynamo experiment (Plu-
nian & Alboussière (2021, 2022)) has shown the capability to achieve dynamo action
exploiting only the differential rotation and using anisotropic electrical conductiv-
ity together with an anisotropic magnetic permeability. The result is a pseudo-
axisymmetric (but with gaps in the copper) dynamo which from a theoretical point
of view bypasses the anti-dynamo theorem proposed by Cowling (1933).

The experimental facilities described so far are characterized by constructional elements
or mechanical moving parts which somehow differ from a celestial bodies. To go forward
a non-invasive way to induce a flow motion potentially able to drive a dynamo action
should be found. Among the forcing mechanisms particularly suitable is precession which
has been discussed several times as a candidate source for the geodynamo. Indeed this
kind of motion characterized by the change of orientation of the body’s rotation axis,
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was proposed by Bullard (1949) as power source for the magnetic field generation, and
it has received special attention in the last decades. A series of studies were carried out
in order to estimate the energetic amount required for the development of a magnetic
field. Loper (1975) and Rochester et al. (1975) have shown that a purely laminar pre-
cessing flow cannot extract sufficient energy to convert into magnetic energy; however
the scenario could be completely different for a turbulent precession driven flow which
could dissipate a much higher order of magnitude of energy and possibly being able to
sustain the geomagnetic field as claimed by Malkus (1968). Precessing-driven flows were
therefore proposed as alternative or at least complementary energy sources for magnetic
field self-excitation in the Earth’s core (Malkus (1968), Vanyo (1991)), the ancient Moon
(Dwyer et al. (2011), Noir & Cébron (2013), Cébron et al. (2019)), and even asteroids
(Fu et al. (2012)). Numerical works have demonstrated that precession is able to gener-
ate a magnetic field in spherical shells (Tilgner (2005, 2007), Cébron et al. (2019)), full
spheres (Lin et al. (2016)), spheroids (Wu & Roberts (2009)), cylinders (Nore et al. (2011),
Cappanera et al. (2016), Giesecke et al. (2018)), and cubes (Krauze (2010), Goepfert &
Tilgner (2016)). An amplification of an applied magnetic field by a factor of 3 has been
observed previously in the precession experiment of Gans (1971).
The DRESDYN (DREsden Sodium facility for DYNamo and thermohydraulic studies)
precession experiment (Stefani et al. (2012, 2015a)) is devoted to this purpose: verifying
that the precession driven flow can achieve a self-generating dynamo. In the next Section
1.3 we will describe the upcoming experiment and all the auxiliary tools to tackle this
problem.

1.3. The DRESDYN precession project: experiments
and numerics

At Helmholtz-Zentrum Dresden-Rossendorf (HZDR) three main tools are used to scien-
tifically address the problem of precession driven flows and its possibly dynamo action in
cylindrical geometry:

• A large-scale dynamo precession machine.

• A 1:6 down-scaled water experiment.

• Direct Numerical Simulations.
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Figure 1.6. Scheme of the various fluid dynamics regimes of the various tools: (global)
simulations till Re ≈ 104; down-scaled water experiment for 104 ≤ Re ≤ 106; and finally
the dynamo experiment facility up to Re ≈ 108.

The various Reynolds number regimes covered by the three different tools are shown
in Fig. 1.6. As we can see from the schematic representation the simulations achieve
Re ≈ 104 which is, at the same time, the lower limit for the 1:6 down-scaled water
experiment. This set-up runs up to Re ≈ 106. The strongest regimes are covered by the
large machine which works in a quite extreme fluid-dynamics condition.

1.3.1. The DRESDYN precession machine

The most ambitious device in the context of the DRESDYN project at HZDR is a
precession-driven dynamo experiment (Stefani et al. (2012, 2015a,b)). The construction
of this apparatus requires tremendous resources and efforts due to the challenges related
to the building parts and the safety aspects. The “core” of the facility is the cylindrical

Figure 1.7. Representation of the cylindrical precessing vessel (left) and the tilting frame
(right).

10
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Conical ends

Vessel with flanges

Bearing and foundation

Motor

Tilting frame

Figure 1.8. Scheme of the DRESDYN precession experiments with the main components
(from Pizzi et al. (2022a)).

vessel of 1 m radius and 2 m height as shown in Fig. 1.7. This particular aspect ratio,
Γ = 2, is believed to be very efficient for injecting the energy in the fluid flows. The shell
of the cylindrical vessel is 3 cm thick since it must sustain a centrifugal pressure of 20
bar. As we can observe from the left panel of Fig. 1.8 there are 40 flanges mounted on the
sidewall which contain the probes to measure the pressure. During the sodium experiment
the pressure probes will be complemented by Hall sensors to measure the magnetic field.
The other features of the machine are the achievable rotation, 10 Hz, and the preces-
sion frequency up to 1 Hz which is enough to cover both the laminar and the turbulent
regime. The range of the tilt (nutation) angle runs between 45◦ and 90◦. The change in
the nutation angle is made possible through the tilting frame (Fig. 1.8) which comprises
the pylons and the traverse.
The gyroscopic force emerging from the simultaneous rotation around two axes represents
a serious challenge: the resulting torque exerted on the basement is 8×106 Nm, requiring
a design of the basement standing on 7 pillars with a depth of 22 meters. The required
power to rotate the cylinder is provided by an electric motor of 900 kW (as shown on the
top panel of Fig. 1.8). An additional variation is possible by extending baffles on the two
sides of the cylinder which are retracted during normal operation. The action of these
baffles on the flow was recently studied by Wilbert et al. (2022).

11
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1.3.2. The down-scaled water experiment

In order to provide detailed measurements of the flow behavior in dependence on the
rotation rate (parameterized by the Reynolds number Re) and the precession strength Po,
several experimental campaigns have been conducted at the 1:6 down water experiment
(Herault et al. (2015, 2019), Kumar et al. (2023), Giesecke et al. (2018)).
The features of the cylindrical vessel are the following: a radius of 0.163 m and a height
of 0.326 m with the same aspect ratio of 2 such as the large machine. The cylindrical
shell is made by plexiglas so that a first qualitative flow visualization (see Fig. 1.10)
is possible thanks to the water bubbles. The cylinder is driven by an asynchronous 3
kW motor via a transmission chain with the power being supplied by a slip ring. In
Fig. 1.9(left) we can see the yellow rods whose function is to ensure the parallelism of
the end caps of the cylinder. This structure is mounted on the turntable. To measure
the flow field, ultrasonic transducers are placed at one end cap of the cylinder (1.9)
and are connected with an ultrasound Doppler velocimeter. The transducers emit an
ultrasonic pulse and receive echoes reflected from particles. The axial flow velocity is
inferred from the Doppler shift of the recorded echoes. Previously obtained experimental

Figure 1.9. Down-scaled water experiment (as shown in Kumar et al. (2023)). Left: Sketch
of the water experiment. Right: photography of the experiment with the description of
the various components.

results concerned the flow transition laminar/turbulent and a corresponding hysteretic
cycle (Herault et al. (2015)), the detection of instabilities and detuning effects with the
departure from solid body rotation (Herault et al. (2019)) and the detection of nonlinear
large scale structure formed at certain precession ratios (Giesecke et al. (2018)). More
recent experimental measurements have been shown to be in very good agreement with
the numerical simulations (Giesecke et al. (2019), Kumar et al. (2023)). One of the
most interesting observation is the transition between a laminar organized flow field to a
chaotic one as shown in Fig. 1.10. For small forcing we see a characteristic S-shape while
for increasing precession the flow becomes more and more chaotic with the air bubbles
spread in the entire bulk region finally achieving a strong vortical behavior with turbulent

12
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Increasing precession ratio

Figure 1.10. Flow observation taken from Herault et al. (2019). The nutation angle is
fixed at 90◦ and the four panels show increasing precession ratio; left panel laminar with
S-shape, then nonlinear regime and finally the chaotic turbulent state.

fluctuations. At the largest precession ratio a vertical column (aligned more or less with
the precession axis) emerges.

1.4. Fluid dynamics of precession

Fluids enclosed in precessing cavities are important also outside the dynamo context.
They characterize, e.g., the flow behavior in fuel tanks of rotating rockets (Stewartson
(1959), Gans (1984)) and atmospheric large scale vortices, or the liquid part of planets in-
terior (Le Bars et al. (2015), Cébron et al. (2019), Noir & Cébron (2013)). Quite generally
the dynamics of the precessional forcing results from the continuous change of the orien-
tation of the container rotation axis around a second one, the precession axis. Precession
gives rise to complex three-dimensional flow structures originating from the interactions
of free inertial modes (typical features of rotating fluids caused by the restoring effect of
the Coriolis force), boundary layers and the base flow.
The pioneering work of Sloudsky (1895) and in particular Poincaré (1910), in which a
precessing inviscid flow in a spheroidal cavity was mathematically described in terms of
a uniform vorticity solution, started the field. Figure1.11 shows the main features of this
Poincaré flow (known also as tilt-over mode): it is enclosed in a spheroidal cavity and
the gyroscopic motion causes the tilt of the flow rotation axes, which from the container
rotation vector migrates towards the precession vector increasing the precession strength.
Moreover the fluid parcels tend to follow the elliptical streamlines in plane nearly perpen-
dicular to the flow axes. If a resonant mechanism occurs then the flow undergoes the so
called elliptical instability (Kerswell (2002)). The tilt of the fluid rotation axes has been
confirmed by experimental observation such as the one shown in Fig. 1.11(b).
An extension of the Poincaré solution was developed by Busse (1968) who added viscous

effects in boundary layers and weakly non-linear effects. A lot of interest has been devoted
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Figure 1.11. Features of the Poincaré flow. (a) Sketch of the Poincaré flow together with
the various axes (adapted from Le Bars et al. (2015)). (b) Experimental observation of
flow rotation axis in a spheroidal cavity reproduced from Noir et al. (2003).

to the cylindrical geometry which, even if it seems to be not suitable for geophysical ap-
plications, shows remarkable analogies in terms of flow transition (Herault et al. (2015))
with spheroids (Komoda & Goto (2019), Goto et al. (2014)) and ellipsoids (Burmann
(2020)) while the spherical case is in some sense exceptional.
So far cylindrical geometry is the one that has been tested in terms of magnetic field
amplification: Gans (1971) conducted experiments where he found an amplification of an
external magnetic field by a factor of three. He also developed a linear hydromagnetic
theory in cylindrical geometry.
The pure hydrodynamic problem of a precessing container represents a challenging issue

due to the complexity of the flow field and the richness of its dynamics. In order to have
an idea of the difficulties of the topic, Fig. 1.12 exhibits a summary of the various works
done in the last decades. The phase diagram, Fig. 1.12(a), is defined in terms of the two
major governing parameters: (i) the forcing term Po sin(α) with Po being the preces-
sion magnitude (or Poincaré number), i.e the ratio of precession angular velocity over the
container angular velocity, and α is the nutation angle; (ii) the Ekman number Re which
quantifies the the viscous force with respect to the Coriolis force1. While it is clear that
numerics and experiments are yet far from the planetary range, a lot of knowledge has
been collected so far. Numerical works have investigated the role and subtle behavior of
turbulence in several geometry such as cube (Fig. 1.12(b1)) and sphere (Fig. 1.12(b2)).
In spheroid, see Fig. 1.12(b3), the chaotic flow is accompanied by the spin-up of the fluid
axes which stays between the precession and the rotation axes, by contrast in cylindrical
geometry the fluid flow is dominated by standing waves with unitary wave numbers as
shown in Fig. 1.12(b4).
On the other side the experimental campaigns are able to achieve higher regimes due to
the lack of computational limits. Therefore small-scale phenomena Fig. 1.12(c1), bulk

1In the present work we define the (global) Reynolds number as the inverse of the Ekman number.
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Figure 1.12. Summary of the precession driven flow results in literature. (a) Parameter
space covered by numerical simulations, experimental investigations and planetary ob-
jects. (b1) Simulation in cubic geometry by Goepfert & Tilgner (2016); (b2) Simulation
of turbulent geodynamo taken from Cébron et al. (2019); (b3) simulated fluid streamlines
from Komoda & Goto (2019); (b4) contour of simulated precessing cylinder (Giesecke
et al. (2018)). In the second row some experimental observation are shown: (c1) turbu-
lence in precessing sphere taken from Horimoto & Goto (2018); (c2); PIV in spheroidal
cavity by Nobili et al. (2021); (c3) several flow response categorized by Manasseh (1992).
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instabilities Fig. 1.12(c2) and several pathway for transition to turbulence Fig. 1.12(c3)
have been observed.

1.4.1. Precession driven flows in a fluid filled cylinder

The shape of the container plays a substantial role for the type of flow response. In the
following we focus our attention on cylindrical geometry which is the topic of this thesis.
In a cylinder, precessional forcing excites inertial modes (called Kelvin modes due to the
first work by Kelvin (1880)) which become resonant if their frequency is equal to that of the
forcing (Zhang & Liao (2017)). Therefore the flows show a non-trivial behavior already in
the weakly forced regime being governed by a 3D flow field consisting of superimposition
of inertial waves which are particularly excited when approaching the resonance condition.
While outside the resonance the amplitudes of the inertial waves can be predicted by a
linear-inviscid model (Greenspan (1968)), at resonance the viscosity must be taken into
account in order to find the saturated amplitude. Various models have been proposed
which include viscous effects (Gans (1970), Liao & Zhang (2012)) and even weakly non-
linear interactions (Meunier et al. (2008), Gao et al. (2021)). A strong response of the
fluid is typically observed in connection with the onset of instabilities, eventually leading
to complex chaotic and/or turbulent flows as shown in Fig. 1.12(c3) (Manasseh (1992)).
The resonance condition depends on the container aspect ratio (the ratio between radius
and height); for example, when an inertial mode has a wavelength which matches the
cylinder’s height it becomes resonant (Greenspan (1968)). At resonance the flow is highly
unstable, tending to degenerate into a state of chaotic and fine-scale motion called res-
onant collapse (McEwan (1970), Manasseh (1992)). Hysteresis phenomena, in terms of
relaminarization-breakdown cycles, have been observed too (McEwan (1970), Manasseh
(1992), Herault et al. (2015)) and several instability mechanisms were identified (Giesecke
et al. (2015), Lagrange et al. (2011), Herault et al. (2019), Meunier et al. (2008)). A par-
ticularly interesting effect due to strong forcing action is the emergence of a geostrophic
circulation which dominates the bulk flow behavior at large precession ratio. Geostrophic
structures are well known in rotating flows with or without additional mechanical forcing
and have been found in simulations and experiments that involve inertial waves such as
libration (Favier et al. (2015), Le Reun et al. (2019)), tidal forcing (Barker & Lithwick
(2013)) and the elliptical instability (Le Reun et al. (2017)). Geostrophic flows in strongly
precessing cylinders have been observed in numerical studies (Giesecke et al. (2018), Kong
et al. (2015), Jiang et al. (2014)) and experimentally by Kobine (1996) who proposed the
centrifugal instability as the cause of the breakdown of inertial modes. A similar conclu-
sion was drawn by Herault et al. (2019) in the context of the so-called detuning effect.
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A possible scenario is that the collapse of directly forced inertial modes does not nec-
essarily have to be complete, rather the growth of a centrifugal instability can develop
independently. Another scenario (Zhang & Liao (2017), Greenspan (1969)) proposes that
the axisymmetric part of the geostrophic circulation can be driven solely by non-linearity
in viscous boundary layers formed on the cylinder endwalls (Manasseh (1992), Meunier
et al. (2008), Liao & Zhang (2012)).
The focus of other experiments was on precession as an efficient mechanism to drive
dynamo-prone flows without making use of any propellers or pumps (Léorat et al. (2003),
Léorat (2006)).
This is the main background on which this Thesis is based on and in the next Section we
will describe its outline.

1.5. Goals and structure of this Thesis

The general goal of a theoretical framework for experiments with fluid-filled precessing
cylinders, in particular for the DRESDYN dynamo experiment, is to understand the
various flow mechanisms. The specific problems to be attacked in this work are represented
schematically in Fig. 1.13. They can be summarized as follows: (i) Understanding the flow
behavior close to the wall and the role of boundary layers. (ii) Characterizing the flow
response when changing the key governing parameters, i.e. container rotation, precession
magnitude and the nutation angle. Connected to this point we want to find the best
region in the phase space in order to trigger beneficial flow conditions for dynamo action.
(iii) Verifying the capability of the flow to trigger dynamo action. (iv) Understanding
the turbulence properties forced by precession.
The various points addressed above are complex topics by themselves and are strongly
interrelated. The first challenge is to study them separately. The following bullet-points
separate the various phenomena and indicate the respective chapters of the thesis:

• Chapter 2 introduces the basic theoretical concepts underlying this work. Starting
from the very basic governing equations of fluid mechanics and electrodynamics, we
present the linear theory for precessing fluid flow and the explicit description of the
inertial waves emerging in cylindrical geometry.
The theoretical models are presented both for the global (i.e. the entire cylindrical
domain) and the local model. For the latter we develop also the Fourier formulation
used to work in spectral space for the turbulence studies.
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Figure 1.13. Summary of the topics addressed in the current thesis.

• Wall phenomena: Boundary layers

(a) (b)

Figure 1.14. Experimental observation of the Ekman boundary layer by Sous et al. (2013).
(a) Occurrence of the instabilities. (b) Fully turbulent layer.

The problem of boundary layers in cylindrical geometry is far from trivial due to
the existence of two different types of walls: a flat boundary at the endcaps and
a curved sidewall layer. Moreover the interactions between the bulk flow and the
boundary layers are subtle. Precession, as a sub-category of rotational fluid dynam-
ics, is known to develop so-called Ekman layers (when viscous forces are strong and
balanced by the pressure gradients and Coriolis force). However up to present no in-
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vestigation was carried out for the cylindrical geometry. The study of Ekman layers
subjected to precession force may elucidate some mechanisms for the oceanographic
and atmospheric fields such as the Ekman pumping mechanism or the emergence
of cyclonic/anticyclonic vortices. It has been observed that the Ekman boundary
layers are prone to instabilities and complex behavior in turbulence regime occurs
(see Fig. 1.14).

Chapter 3 is concerned with the phenomena related to boundary layers in a pre-
cessing cylinder. We distinguish between the endwall layers, which are pure Ekman
layers with some peculiarities, and sidewall layers. At low forcing the numerical
results match well with the analytical theory. The increase of the forcing nonlinear
effects cause peculiar interaction between the Ekman layer and the bulk flow only in
certain range of precession magnitude for the endwall boundary layer. By contrast
the sidewall boundary layer undergoes a subtle transition reflecting the changes in
the bulk flow region. Furthermore, by making use of stress-free condition at the
endcaps we are able to define a clear hierarchy between bulk and wall phenomena,
discerning the various occurrences.

• Impact of prograde/retrograde precession and the role of nutation angle

Most studies (Manasseh (1992), Noir et al. (2001), Noir & Cébron (2013), Cébron
et al. (2019), Albrecht et al. (2021)) have focused their attention on the retrograde
motion (i.e when the rotation and precession vector rotates in opposite direction)
due to the geophysical application. However one of the purposes of this thesis is to
understand and show the difference of these two configurations. This topic deals
specifically with the problem of forcing effects in fluid flows and what kind of bulk
instabilities/large scales structures can emerge.

Chapter 4 investigates the flow response due to the prograde/retrograde type of
precession motion and the role of the nutation angle. A stunning difference between
prograde and retrograde precession occurs. The flow transition between laminar
and turbulent state is steep only for the prograde motion which occurs together
with a centrifugally unstable behavior. For particular combinations of the govern-
ing parameters a poloidal flow (resembling Taylor vortices) appears with different
direction and magnitude when changing the nutation angle.
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• Dynamo action in precessing cylinder

As already discussed precession could be a candidate mechanism to drive a homo-
geneous dynamo. The fluid flows should have enough helicity in order to trigger
the self-excitation of the magnetic field. Several previous numerical works have ob-
served precession driven dynamos. Here we focus on cylindrical geometry with a
fixed aspect ratio to conduct a wide study changing the main governing parameters.
Following the work of Giesecke et al. (2018) we make use of a kinematic dynamo
model, by decoupling the flow field evolution from the magnetic field evolution, in
order to discern if a particular flow configuration is able to self-generate the mag-
netic field at all. Even if our model is a simplified version in terms of the applied
magnetic boundary condition and the lack of back-reaction we identify the optimum
parameters to run the configuration.

Chapter 5 is the continuation of Chapter 4 where we use the fluid flow from the
hydrodynamic simulations to check their capability to achieve dynamo action. In
this work the investigation is based on the kinematic dynamo model, i.e. the mag-
netic field is supposed to have no back reaction on the fluid flows (no Lorentz force).
In the first instance this approach allows to identify the beneficial flow structures
to achieve the dynamo action by varying the governing parameters. We asses the
best range of nutation angles to achieve a positive growth rate of the magnetic field.
Moreover we find how the optimum precession (in terms of largest magnetic energy
growth rate) ratio scales in terms of Reynolds number. The nutation angle controls
not only the dynamo occurrence and growth rate but also the topology of the field.

• Precession as a complex type of rotating turbulence

The field of turbulence has a long history. The idea of energy cascade started
with the intuition of Richardson (1922) which was then formalized by Kolmogorov
(1941a), Kolmogorov (1941b) according to whom turbulence emerges as a compo-
sition of eddies of different sizes. The Kolmogorov turbulent cascade states that in
turbulent flows the energy is mainly contained in large-scale eddies which are defined
by small wavenumbers. The energy is transferred from the larger to the smallest
scales passing through an intermediate region called inertial range, whereas the en-
ergy content scales as k−5/3; this concept is shown in Fig. 1.15(a). Notice that at
the largest wave numbers (Kolmogorov scale) the dissipation occurs in terms of a
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(a) (b)

Figure 1.15. Difference between (a) 3D Kolmogorov from Pope (2000)) and (b) 2D energy
turbulence energy spectra.

conversion of mechanical energy into thermal energy. In this range the turbulence
structures tend to be isotropic.
This theory fails for all those phenomena dominated by rotation dynamics as they
occur in astrophysical and geophysical bodies. The effects of rotation are relevant
and can generate essentially two-dimensional flows, defined as quasi-geostrophic.
However this anisotropic behavior does not occur at small scales where the influ-
ence of rotation is negligible. The main feature of rotating turbulence is that two
quadratic invariant quantities are conserved independently: the total energy and
the potential enstrophy (the vorticity intensity) which is related to the dissipation
effects of turbulent kinetic energy (Rhines (1979), Biferale et al. (2016)). The results
is that in astro/geophysical flows the cascade can be both direct and inverse making
the final scenario complex as shown schematically in Fig. 1.15(b).
We investigate the precession driven flows under this point of view.

Chapter 6 is dedicated to the study of turbulence properties for fluid flows forced by
precession. The main focus is on understanding the interplay between 2D vortices
and 3D inertial wave turbulence which appear simultaneously. Consistently with
these feature, we observe a split cascade, i.e. direct and inverse cascade. The
precession ratio is responsible to inject energy in 3D waves while nonlinearities
redistribute energy towards 2D structures.

• Chapter 7 provides a summary of the present study and an outlook for future
studies.
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2. Theoretical background and
numerical implementation

La filosofia [della natura] è scritta in
questo grandissimo libro che
continuamente ci sta aperto dinanzi a
gli occhi (io dico l’universo), ma non
si può intendere se prima non
s’impara a intender la lingua, e
conoscere i caratteri ne quali è scritto.
Egli è scritto in lingua matematica...

Galileo Galilei, Il Saggiatore

In this Chapter, we introduce the governing equations of fluid mechanics and some well
established theories in the context of rotating flows (Greenspan (1968), Tilgner (1998),
Davidson (2013), Zhang & Liao (2017)). Then we present the fundamental equations of
electrodynamics which, together with the equations of fluid motion, represent the theo-
retical keystone of magnetohydrodynamics (MHD). After that we discuss the theoretical
base for the study of turbulence in Fourier space.
In the second part of this Chapter we describe the numerical methods adopted for this
thesis.

2.1. Governing equations for rotating systems

According to the continuum hypothesis, velocity U (x, t) and pressure fields p(x, t) are
considered as continuous functions of the Eulerian space vector x and the time t which
are defined on a subset of R3. The motion of viscous fluids is generally described by the
Navier-Stokes equations (NSEs), which are the conservation laws for mass and momentum
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(Newton’s second law). The continuity equation describes the mass conservation:

∂ρ

∂t︸︷︷︸
Temporal
variation

+ ∇ · (ρU )︸ ︷︷ ︸
Spatial variation

of mass flux

= 0, (2.1)

where ρ(x, t) denotes the density of the fluid. Equation (2.1) ensures that the temporal
accumulation or loss of mass is equal to the net balance of the mass fluxes. Fluids are
defined incompressible when there is no density variation and the continuity equation
then simplifies to

∇ · U = 0, (2.2)

stating that the velocity field must be solenoidal everywhere. When considering a fluid
which undergoes rotation with a time-dependent angular velocity Ω(t), there are different
frames of reference that may be employed (Tilgner (1998)):

• rotating frame (r) → when the rotation axis is fixed in the fluid container;

• inertial frame (i) → non-rotating frame.

The relation between the time derivatives in the two frames is the following:(
∂

∂t

)
i

=
(
∂

∂t

)
r

+ Ω (t) × . (2.3)

Applying Eq. (2.3) to the position vector r we obtain the relation:
(
∂r

∂t

)
i

=
(
∂r

∂t

)
r

+ Ω (t) × r (2.4)

which can be expressed simply as Ui = Ur + Ω × r i.e. the relation between the velocity
Ur in rotating frame and the velocity Ui in the inertial frame. Then, applying again
Eq. (2.3) to the velocity field we obtain

(
∂Ui

∂t

)
i

=
[
∂ (Ur + Ω (t) × r)

∂t

]
i

=
(
∂Ur

∂t

)
i

+
(
∂Ω (t)
∂t

)
i

× r + Ω ×
(
∂r

∂t

)
i

(2.5)

from which, after some algebra, we achieve the formulation

(
∂Ui

∂t

)
i

=
(
Ur

∂t

)
r

+ 2Ω (t) × Ur +
(
∂Ω (t)
∂t

)
i

× r + Ω (t) × (Ω (t) × r) (2.6)
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Eq. (2.6) connects the time evolution of the velocity in the inertial frame with that in the
rotating frame.

2.1.1. The governing equations of precession fluid dynamics

Ω

ΩC

α

Figure 2.1. Sketch of a general precessing body with the container angular velocity Ωc

and precessing angular velocity Ωp. The prograde (retrograde) motion occurs when the
container and precession vector have the same (opposite) sign.

We consider an incompressible homogeneous fluid enclosed in a generic body, driven solely
by precession, in the (non-inertial) mantle frame as shown in Fig. 2.1. The resulting flow
is described by the non dimensional Navier-Stokes equation (Albrecht et al. (2021)):

∂U

∂t
+ U · ∇U = −∇P + 1

Re
∇2U − 2Ω × U + dΩ

dt
× x , (2.7a)

∇ · U = 0 . (2.7b)

Here U is the velocity flow field, Ω = Ωc + Ωp is the total rotation vector and x is the
position vector with respect to the origin. P is the reduced pressure which includes the
hydrostatic pressure and other gradient terms (including the centrifugal force) that do
not change the dynamical behavior of the flow. The last two terms on the right-hand side
are the Coriolis and the Poincaré force, respectively. In order to non-dimensionalize the
Navier-Stokes equation we have used the radius R as length scale, Ω−1

c as time scale and
consequently ρ(RΩc)2 as the unit of pressure.
In order to close the problem it is necessary to define the boundary conditions. For a
closed container, the realistic approach are no-slip conditions U = 0 at all walls. The
key parameters governing the hydrodynamics of precession flows are: (i) the Reynolds
number Re (inverse of the Ekman number Ek) providing the ratio between Coriolis force
and viscous force; (ii) the Poincaré number Po defined as the ratio of precession angular
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velocity to rotation angular velocity, and (iii) the geometry of the container which, in
case of a cylinder, is the aspect ratio Γ:

Re = 1
Ek

= R2 (Ωc +Ωp cosα)
ν

, Po = Ωp

Ωc

, Γ = H

R
, (2.8)

where ν denotes the kinematic viscosity. Another typical parameter of precession problem
is the nutation angle i.e the angle between the angular and precession angular velocity
vectors. It ranges between 0◦ and 90◦.

2.1.2. Precession of a fluid-filled cylinder
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Figure 2.2. Schematic representation of the precessing cylinder as shown in Pizzi et al.
(2021b). (a) Visualization of the cylinder with the rotation angular velocity Ωc and the
precession angular velocity Ωp (prograde) or −Ωp (retrograde); α is the nutation angle
that is measured from the precession axis k̂ to the cylinder axis ẑ. (b) Cylinder body
of radius R and height H. The origin O is located in the center of the cylinder with the
cylindrical coordinate system (z, r, φ).

Now we specify the Navier-Stoles equation for the cylindrical geometry in the mantle
frame:

∂U

∂t
+ U · ∇U = 2 (ẑ + Po [r̂ sinα cos (φ+ t) − φ̂ sinα sin (φ+ t) + ẑ cosα])

−∇P + 1
Re

∇2U − 2ẑrPo sinα cos (φ+ t) , (2.9)
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2. Theoretical background and numerical implementation

with the last term of the right hand side being the Poincaré force. The cylindrical coor-
dinates, fixed in the origin of the container O, are the axial (z), radial (r) and azimuthal
(φ) ones, respectively, as shown in Fig. 2.2(b). The aspect ratio Γ = H/R is fixed in
experiment and so in simulations which can be chosen to meet the condition of resonance
for various inertial modes, as will be explained in the subsection 2.1.4.

2.1.3. Linear models of precession hydrodynamics

In order to study the flow structures inside the cylindrical domain it is necessary to
express them in an appropriate mathematical form. To do this we work with a simplified
model. The inviscid linearized Navier-Stokes equation for precession is the simplified form
of Eq. (2.9) with Re → ∞ and without the advective term, i.e u · ∇u = 0. We discuss
the solutions by splitting the problem into a homogeneous and an inhomogeneous part.
The homogeneous equation corresponds to the non-forced equation, describing a purely
rotating flow:

∂U

∂t
+ ∇P + 2ẑ × U = 0. (2.10)

For the linear inviscid model the corresponding boundary conditions reduce just to the
free-slip, i.e., the normal velocities vanish at the wall:

U · n̂ = 0, at r = 1, z = ±1 . (2.11)

The solution of the linear Eq. (2.10) yields the eigenfunctions for rotating flows
Umnk(z, r, φ)eiωmknt which are characterized by three integers (m, k, n) indicating az-
imuthal, axial and radial wave numbers, respectively. The explicit expression for Umkn

can be found in the subsection 2.1.4. The eigen-frequency ωmkn is defined positive for a
retrograde mode and negative for a prograde mode. This is in accordance with the sense
of propagation of the waves in the rotating frame (Zhang & Liao (2017)). In order to
calculate the flow amplitude that explicitly results from a given precessional forcing, one
has to consider the inhomogeneous problem:

∂U

∂t
+ ∇P + 2ẑ × U = Real

Po sin (α) r eiφ+tẑ︸ ︷︷ ︸
F

 . (2.12)
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2.1. Governing equations for rotating systems

Because the forcing has a structure F ∝ eiφ, it allows solutions with m = 1. Then it is
sufficient to assume

U =
∑

k

∑
n

a1knU1kn (z, r, φ) eiω1knt . (2.13)

The amplitudes a1kn can be calculated using a projection approach (Manasseh (1994),
Meunier et al. (2008)):

a1nk =
∫

V F · U ∗
1nk dV /

∫
V U1nk · U ∗

1nk dV

i (1 −Ωc/ω1nk) , (2.14)

where the asterisk denotes the complex conjugate and V is the volume of the domain.
The forcing term F on the right hand side of Eq. (2.12) is even in z, so it will project only
on the modes whose vertical velocity is also even in z, requiring an odd axial wavenumber
n (Manasseh (1992)). Because the precessional force is retrograde in the rotating frame,
the prograde modes are never resonant with precession (Lin et al. (2014)).

2.1.4. Inertial modes in a rotating cylinder

Following the definition by Liao & Zhang (2012) we characterize the inertial modes (so-
lutions of the Eq. 2.10) into three categories.

1. Inertial waves (m ̸= 0, k ̸= 0, n ̸= 0):

ẑ · Umkn = − ikπ

ωmkn

Jm (ξmknr) sin (kπz/Γ) eimφ,

r̂ · Umkn = −i Γξmkn

4 − ω2
mkn

× [(1 + ωmkn/2) Jm−1 (ξmknr)

+ (1 − ωmkn/2) Jm+1 (ξmknr)] × cos (kπz/Γ) eimφ, (2.15a)

φ̂ · Umkn = Γξmkn

4 − ω2
mkn

× [(1 + ωmkn/2) Jm−1 (ξmknr)

− (1 − ωmkn/2) Jm+1 (ξmknr)] × cos (kπz/Γ) eimφ,

where Jm is the Bessel function of order m and ωmkn is the frequency of the inviscid
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2. Theoretical background and numerical implementation

inertial modes which is calculated from

ωmkn = ±2 ×

1 +
(

Γξmkn

kπ

)2
−1/2

, (2.15)

ξmnkJm−1 (ξmkn) +

±

1 +
(

Γξmkn

kπ

)2
1/2

− 1

×mJm (ξmkn) = 0 .

Among the infinite number of inertial waves the most important one for precessing
cylinder is the (1, 1, 1) mode which represents the gyroscopic motion resulting from
the tendency of the fluid flow to align the flow rotation and the precession axis.
Since in the inertial frame the rotation vector corresponds to the container axis,
the flow develops its own axis in between the precession and the rotation vector.
However, in contrast to the Poincaré-Busse theory (Busse (1968)) for spheroidal
geometry, in a cylinder the flow rotation axis is not well defined, and acquires a
non-trivial S-shaped structure (Giesecke et al. (2019), see for instance Fig. 1.10 left
panel) so that a uniform vorticity approach is hardly possible.

2. Geostrophic modes (m, 0, n) (solutions of the Taylor-Proudman problem) which can
be sub-divided into:
axisymmetric (m = 0) modes with

ẑ · U00n = 0 ,

r̂ · U00n = 0 , (2.16)

φ̂ · U00n = J1 (ξ00nr) with J1 (ξ00n) = 0

and non-axisymmetric (m ̸= 0) modes:

ẑ · Um0n = 0,

r̂ · Um0n = −imΓ
2r Jm (ξm0nr) eimφ, (2.17)
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2.1. Governing equations for rotating systems

φ̂ · Um0n = 1
2

[
Γξm0nJm−1 (ξm0nr) − Γm

r
Jm (ξm0nr)

]
eimφ.

The corresponding dispersion relation is

Jm (ξm0n) = 0.

3. Axisymmetric oscillations (0, k, n) with k ̸= 0. In contrast to the inertial waves’
group, the axisymmetric oscillations present the following mathematical structure:
the poloidal components Uz, Ur are purely imaginary, and the toroidal Uφ is purely
real:

ẑ · U0kn = −i kπ

ω0kn

J0 (ξ0knr) sin (kπz/Γ) ,

r̂ · U0kn = −i Γω0knξ0kn

4 − ω2
0kn

J1 (ξ0knr) cos (kπz/Γ) , (2.18)

φ̂ · U0kn = − Γξ0kn

4 − ω2
0kn

J1 (ξ0knr) cos (kπz/Γ) .

Here ω0kn is the frequency of the inviscid inertial modes which is calculated from

ω0kn = ±2 ×

1 +
(

Γξ0kn

kπ

)2
−1/2

J1 (ξ0kn) = 0 and U0kn (ω0kn) = U ∗
0kn (−ω0kn) .

The imaginary part (only Uz, Ur) comprises the axisymmetric double/quadruple
roll structure (to be analyzed in more detail in sections 4.6, 4.7) which is the most
promising “ingredient” for the occurrence of dynamo action. It is important to
understand that this structure emerging in precessing driven flows is forced at the
forcing frequency, therefore it has a vanishing frequency.

Due to the inviscid nature of the problem, the amplitude of the solution diverges at reso-
nance due to the singularity in Eq. (2.14) when the container and the system frequencies
are equal, i.e ωmnk = 1. The computation of the amplitude in the resonant case re-
quires the consideration of viscous damping. Liao & Zhang (2012) describe an analytical
procedure for the calculation of the full linear solution including viscosity in the bulk

29



2. Theoretical background and numerical implementation

and in the boundary layer, which is valid on and off resonance. For weak precession the
(m,n, k) = (1, 1, 1) inertial mode is the dominant one, for which a simplified analysis was
carried out by Gans (1970).

Figure 2.3 presents the 3D structures of the most prominent inertial modes occurring

Figure 2.3. Three main flow structures emerging in a fluid-filled precessing cylinder.

in a fluid filled precessing cylinder with aspect ratio Γ = 2: the central one is the di-
rectly forced mode caused by the gyroscopic effect on the fluid flow which dominates in
the laminar regime, i.e for weak forcing. Once the precession ratio increases, the other
two modes emerge due to the nonlinear phenomena enriching the dynamics of the flow.
In particular the (0,0,1) mode resembles a columnar vortex which counteracts the solid
body rotation while the (0,2,1) is a poloidal flow analogous to the Taylor vortices found
in Taylor-Couette problem.

2.2. A local model

In the geophysical and astrophysical context (Lesur & Longaretti (2005), Barker & Lith-
wick (2013), Le Reun et al. (2017)) the local approach is very common for simulations.
Normally a Cartesian model can be considered as a small patch of the global domain which
allows to focus on turbulent phenomena and to overcome computational limits such as
large Reynolds number, boundary layers and geometry effects. A particular type of this
approach, is the so called “shearing box” used to describe the dynamics of astrophysical
discs (Hawley et al. (1995)).
The Eq. (2.9) describes the evolution of the total flow field U . It incorporates the pre-
cessing base flow which in a local frame (co-rotating with the system, therefore it is in
mantle frame) can be defined as (Mason & Kerswell (2002), Barker (2016))

Ub = −2 Po


0 0 sin(t)
0 0 cos(t)
0 0 0



x

y

z

 = M x
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2.2. A local model

and the perturbed flow field u = U − Ub for which the governing equation reads

∂u

∂t
+ u · ∇u = −∇p+ 1

Re
∇2u − 2ẑ × u − 2ε(t) × u −Mu −Mx · ∇u , (2.19)

with ε(t) = Po (cos(t),− sin(t), 0)T being the precession vector in the local frame. The
flow field is confined in a triply periodic domain whose length is L = 2π.

z

y
x

0

Ub

u L

Figure 2.4. Sketch of the periodic cube with length L, subjected to the base flow Ub.
Inside the cube the (perturbed) flow velocity is u.

2.2.1. Governing equations in Fourier space

Our goal is to perform the spectral analysis of precession-driven turbulence in Fourier
(wavenumber k-) space in order to understand dynamical processes (energy injection and
nonlinear transfers) underlying its sustenance and evolution. To this end, following Barker
& Lithwick (2013), Barker (2016), we decompose the perturbations into spatial Fourier
harmonics (shearing waves) with time-dependent wavevector k(t),

f (r, t) =
∑

k

f̄ (k(t), t) eik(t)·r, (2.20)

where f ≡ (u, P ) and their Fourier transforms are f̄ ≡ (ū, P̄ ). In the transformation
(2.20), the wavevector of harmonics oscillates in time,

k(t) = (kx0, ky0, kz0 + 2Po(−kx0cos(t) + ky0sin(t)))T , (2.21)

about its constant average value ⟨k(t)⟩ = (kx0, ky0, kz0) due to the periodic time-variation
of the basic precessional flow U b. Substituting Eq. (2.20) into Eq. (2.19) we obtain the
following equation governing the evolution of spectral velocity ū:

dū

dt
= −ik(t)P̄ − k2

Re
ū − 2ez × ū − 2ε (t) × ū −M(t)ū + Q (2.22)

k(t) · ū = 0. (2.23)
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2. Theoretical background and numerical implementation

Note that the wavevector k(t) as given by expression (2.21) satisfies the ordinary differ-
ential equation

dk

dt
= −MT k (2.24)

and as a result the last term on the rhs of Eq. (2.19) related to the basic flow has
disappeared when substituting Eq. (2.20) into it. The term Q(k, t) on the rhs of Eq. (2.22)
represents the Fourier transform of the nonlinear advection term u · ∇u = ∇ · (uu) in
the original Eq. (2.19) and is given by convolution (Mamatsashvili et al., 2014, Buzzicotti
et al., 2018)

Qm(k, t) = −i
∑

n

∑
k′
knūm(k′, t)ūn(k − k′, t)d3k′, (2.25)

where the indices (m,n) correspond alternatively to x, y, z. This term describes the net
effect of nonlinear triadic interactions (transfers) among a harmonic k with two others
k − k′ and k′ and thus plays a key role in turbulence dynamics.

Multiplying both sides of Eq. (2.22) by the complex conjugate of spectral velocity ū∗, the
contribution from Coriolis force and part of the Poincaré force cancel out, since they do
not do any work on the flow, ū · (2ez × ū − 2ε (t) × ū) = 0, and as a result we obtain the
equation for the (non-dimensional) spectral kinetic energy density E = |ū|2/2 in Fourier
space as

dE

dt
= −1

2 [ū∗ (Mū) + ū (Mū)∗]︸ ︷︷ ︸
injection

+ 1
2 [ū∗Q + ūQ∗]︸ ︷︷ ︸
nonlinear transfer

− 2k2

Re
E︸ ︷︷ ︸

dissipation

. (2.26)

The pressure term also cancels out since ū∗ · k(t)P̄ = 0. Thus, the rhs of Eq. (2.26)
contains three main terms:

• Injection
A ≡ −1

2 [ū∗ (Mū) + ū (Mū)∗] ,

which is of linear origin, being determined by the matrix M , i.e., by the precessing
background flow and describes energy exchange between the perturbations and that
flow. If A > 0, kinetic energy is injected from the flow into the harmonics and hence
they grow, which is basically due to precessional instability (Kerswell (1993), Mason
& Kerswell (2002), Naing & Fukumoto (2011), Barker (2016)), whereas for A < 0
the harmonics give energy to the flow and decay.

• Nonlinear transfer
NL ≡ 1

2 [ū∗Q + ūQ∗]
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2.3. The equations of electrodynamics

describes the transfer (cascade) of spectral kinetic energy among modes with differ-
ent wavenumbers in Fourier space due to nonlinearity. The net effect of this term
in the spectral energy budget summed over all wavenumbers is zero

∑
k

NL(k, t) = 0,

which follows from vanishing of the nonlinear advection term in the total kinetic
energy equation integrated in physical space. Thus, the effect of the nonlinear term
is to redistribute energy, that is injected by the total flow due to A, among harmon-
ics while keeping the total spectral kinetic energy summed over all wavenumbers
unchanged. Although the nonlinear transfers NL produce no net energy for per-
turbations, they play a central role in the turbulence dynamics together with the
injection term A. The latter is thus the only source of new energy for perturbations
drawn from the large reservoir of the background precessional flow. Due to this,
below we focus on these two main dynamical terms – linear injection and nonlinear
transfer functions, compute their spectra and analyze how they operate in Fourier
space in the presence of precession instability using the tools of Ref. (Mamatsashvili
et al., 2014, 2016).

• Viscous dissipation

D ≡ −2k2

Re
E

is negative definite and describes the dissipation of kinetic energy due to viscosity.

2.3. The equations of electrodynamics

Classical electrodynamics is governed by Maxwell’s equations. They comprise four partial
differential equations that describe the relations of the electric E(x, t) and the magnetic
B(x, t) field.
The following four equations (2.27a), (2.27c), (2.27b) and (2.27d) are referred to as the
Maxwell equations where the currents and charge densities are denoted by J , ρe, respec-
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tively: 

∇ · E = ρe

ϵ0
, (2.27a)

∇ × E = −∂B

∂t
, (2.27b)

∇ × B = µ0

(
J + ϵ0

∂E

∂t

)
, (2.27c)

∇ · B = 0. (2.27d)

Several physical mechanisms emerge from Eq. (2.27): E fields can be generated by two
different mechanisms: a static E field results from the distribution of electric charges,
described via the total charge density ρe and the dielectric permittivity, ϵ0, see Eq. (2.27a),
i.e. Gauss’ law. Moreover, an electric field can be induced by variations of accompanying
magnetic fields B, which is described by Faraday’s law of induction, Eq. (2.27b). Similarly,
magnetic fields are created by temporal variations of E and, more important for MHD,
by currents. This is stated by the Ampère-Maxwell law, Eq. (2.27c), where µ0 denotes the
magnetic permeability, J is the electrical current density and the term ϵ0∂E/∂t specifies
the displacement currents. Finally, the impossibility of magnetic monopoles is formalized
by Eq. (2.27d) stating that B must be solenoidal everywhere.
Moreover the current J is also induced by the electromagnetic fields. Ohm’s law states
that J is proportional to the force experienced by the free charges J = σE, with σ

being the electrical conductivity. For electrically conducting fluids Ohm’s law must be
reformulated in the frame of reference moving with the local velocity uq of the conducting
charges (Davidson, 2001),

J = σ(E + uq × B). (2.28)

2.4. The equations of magnetohydrodynamics

The interaction between the motion of electrically conducting liquids with electromagnetic
fields is described by merging the Navier-Stokes equations with the Maxwell equations.
A particle with charge q, moving with the velocity U , is subject to the electromagnetic
force (Lorentz force) so that the total electromagnetic force becomes

FEM = qE︸︷︷︸
Electrostaticforce

+ qU × B︸ ︷︷ ︸
Lorentzforce

. (2.29)

Where the Hall effect has been neglected since we deal with the resistive (ideal) MHD.
Notice that the Hall effect occurs in plasmas when there is a relative motion between
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2.4. The equations of magnetohydrodynamics

electrons and ions in the presence of a magnetic field. The electrons are able to drift with
the magnetic field while ions cannot. This results in the generation of an electric field that
opposes the original current, leading to a phenomenon known as the Hall electric field.
In MHD, the Hall effect becomes significant when the magnetic field is relatively strong,
and the fluid has a high electrical conductivity (Davidson (2001)). Our problem consists
of liquid metals with moderate magnetic fields therefore the simplification in Eq. (2.29)
is universally accepted.
The electromagnetic force on a single charge q can be reformulated substituting ρe = ∑

q

and J = ∑
quq, giving the force density

fEM = fE + fL = ρeE + J × B. (2.30)

When adding Eq. (2.30) into the Navier-Stokes equation we can make an important
simplification for conducting fluids. Liquid metals, for example, exhibit usually high
electrical conductivities of the order O(106 S m−1) providing a very fast charge balance.
For typical conductors the so called relaxation time is in the order O(10−18 s) (Davidson
(2001)) which is negligibly small in comparison to the flow’s timescales. The result is
that the influence of free charges ρe is insignificant and the Lorentz force in (Eq. (2.30))
is dominant:

fEM ≈ fL = J × B. (2.31)

Another effect of charge conservation is that the current density must be solenoidal every-
where in the conducting metal and finally, the displacement currents are negligible, since
in MHD approximation the flow velocity is much smaller than the speed of light U ≪ c.
Under these hypothesis, the Eqs. (2.32) plus the Eqs. (2.31) and (2.28) become

∇ · J = 0, ∇ · B = 0, (2.32a,b)

∇ × E = −∂B

∂t
, ∇ × B = µ0J , (2.32c,d)

fL = J × B, J = σ(E + U × B). (2.32e,f)

The behavior of B under the influence of U is governed by a transport equation for B,
called the induction equation, which can be derived by the combination of Ohm’s law
(2.32a), Ampère’s law (2.32d) and Faraday’s equation (2.32c):

∂B

∂t
= ∇ × (U × B)︸ ︷︷ ︸

advection

+ η∇2B︸ ︷︷ ︸
diffusion

. (2.33)

Here, the magnetic diffusivity η is given by η = (µ0σ)−1 and plays an analogous role as
the mechanical diffusivity (viscosity) in the momentum equation. The characteristic time
for diffusion is t ∼ d2

dif/(η) with ddiff being the diffusion length. The final (dimensionless)
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governing equations can be expressed as

∂U

∂t
+ (U · ∇)U + ∇P − 1

Re
∇2U − S(∇ × B) × B = 0, (2.34)

∂B

∂t
− ∇ × (U × B) − 1

Rm
∇2B = 0. (2.35)

They are fully characterized by three independent dimensionless numbers: the Reynolds
numberRe (previously described), the interaction parameter S, and the magnetic Reynolds
number Rm, given as

S = B2

µ0ρU2 ≡ Lorentz forces
Inertia forces , (2.36)

Rm = Ul

η
≡ Advection of B

Diffusion of B . (2.37)

Re and S appear in the momentum equation and determine the degree of turbulence
and the importance of the Lorentz forces, respectively. Rm characterizes the induction
effect. The magnetic Reynolds number is a most fundamental dimensionless number in
MHD since it quantifies the overall impact of magnetic advection (∼ magnetic induction)
on the evolution of B. In the limit Rm ≫ 1, which is the typical range for plasmas,
diffusion is negligible so that the propagation of B is given by the fluid motion u. It can
be shown that magnetic flux lines are then advected with the fluid flow, acting like elastic
bands frozen into the conducting medium. The opposite limit Rm ≪ 1 applies often in
metallurgical MHD as, e.g. in liquid metal industrial applications.

2.5. Numerical methods

2.5.1. Global simulations

Usually the discussion of solutions in terms of inertial modes umnk with corresponding
ωmnk, the solution of the Navier-Stokes equation in the mantle frame, Eq. (2.9), comes
along with some disadvantages when executing numerical simulations. In that reference
system the dimensionless angular velocity due to precession, Ωp, is time-dependent, and
the directly forced inertial mode rotates with a frequency −Ωc with respect to the ob-
server, which complicates the computation of the base flow. By contrast, in the turntable
frame of reference, the directly forced flow corresponds to a standing inertial wave, and
the most obvious method to compute a base flow is a simple time-average.
The container frame is sometimes claimed to be a better numerical option due to the
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Figure 2.5. Representation of the dimensionless meridional semi-plane mesh using 300
quadrilateral elements. The elements are refined towards the boundaries in order to
resolve the viscous boundary layer.

smaller velocity magnitude, allowing to reach lower values of Ek in the simulations
(Tilgner (1998)). However this is strictly true only for weakly precessing flows, while
in the strongly precessing regime we will show that the scaled velocities are of order
∝ O(1) in both reference frames. The governing equation in the turntable frame reads

∂U

∂t
+ U · ∇U = −∇P + 1

Re
∇2U − 2Ωp × U , (2.38)

together with no-slip boundary conditions

Uφ = rΩc, Ur = 0 and Uz = 0 , (2.39)

and the time-independent precession vector Ωp.
We utilize the DNS code SEMTEX (Blackburn et al. (2019)), which is based on the spec-
tral element-Fourier method. We use 300 quadrilateral elements to mesh the meridional
semi-plane with a refinement near the sidewall and the endwalls (Figure 2.5).

The meridional domain is defined by r ∈ [0, 1] (radial range) and z ∈ [−1, 1] (axial range)
so that the aspect ratio is fixed to Γ = H/R = 2 and the dimensionless cylinder volume
is V = 2π. Within each element a Lagrange interpolation polynomial of 7th degree is
employed. For the third dimension 128 azimuthal Fourier modes (which are equivalent to
256 spatial planes) are employed.

2.5.2. Numerical scheme for solving the induction equation

The induction equation described in Sec. 2.4 is solved using a finite-volume scheme. This
code, described in detail in Giesecke et al. (2008), is characterized by the following algo-
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rithm: first the induction equation in conservative form (∂tB + ∇ × E = 0) is solved to
obtain the components of the magnetic field at time step n + 1. Then the electric field
for an intermediate step is obtained from an upwind scheme of the Riemann problem.
Each time step is calculated by using the Courant-Friedrich-Lax criterion. One of the
problems for polar coordinates is the treatment of the axis; in this case this problem is
solved through the conditions imposed to the coefficient of each azimuthal mode of B.
The solenoidal condition on the magnetic field ∇ · B = 0 is maintained due to the con-
straint transport mechanism when the initial field is divergence-free.
In our analysis we make use of the pseudo-vacuum conditions characterized by the zero
tangential components of B at the wall. It has been observed in previous studies that this
set-up decrease the threshold for the dynamo onset in between 15% (Stefani, unpublished)
and 30% (Giesecke et al. (2010)).

2.5.3. Local patch

We solve Eq. (2.19) using the pseudo-spectral code SNOOPY (Lesur & Longaretti (2005))
which is a general-purpose code solving HD and MHD equations, including shear, rota-
tion, weak compressibility, and several other physical effects. The Fourier transforms
are computed using the FFTW3 library. Nonlinear terms are computed using a pseudo
spectral algorithm with antialiasing 3/2-rule. The original version of the code has been
modified by Barker (2016) to include precessional forcing and hence variables are decom-
posed in terms of shearing waves with periodically time-varying wavevector (Eq. 2.21)
due to the basic shear flow U b induced by precession. In this way, the shearing-periodic
boundary conditions in the local computation domain (which are in fact fully periodic in
the frame co-moving with the basic flow) are naturally satisfied in the code. The relia-
bility of the precession implementation has been tested by Barker (2016) by comparing
the growth rate of the precession instability from a liner-stability analysis (i.e switching
off the nonlinear terms in Eq. 2.19) and the solution of the analytical model calculated
by Kerswell (1993). The agreement is very good in a broad range of Po proving that the
precession terms are well implemented (since they have linear nature). Further details
regarding the resolution and the robustness of the results are shown in Appendix B.
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3. Numerical studies for the α = 90◦

case: bulk-phenomena and
boundary layers

Com’è più difficile ’ntender l’opere di
natura che un libro d’un poeta

Leonardo da Vinci, Appunti

3.1. Introduction

1Ekman boundary layers (named after Ekman (1905)) are typical features of rotating
flows which are characterized by the balance between Coriolis and viscous forces. Ekman
layers produce not only azimuthal velocity gradients near the end caps of a cavity, but
they can also lead to the development of radial and axial velocity components depending
on the net horizontal convergence/divergence values. Even if the radial and axial velocity
flow velocities are small (Caldwell & Van Atta (1970)), they can cause a non-azimuthal
circulation which eventually may generate large (but relatively weak) horizontal vortices
(Coles & Van Atta (1966)).
The exchange of momentum between the fluid in the Ekman layer region and the sur-
rounding fluid outside the boundary layer is a well known (and ubiquitous) phenomenon
called Ekman pumping, which can lead to instabilities in the flow (Lilly (1966), Aelbrecht
et al. (1999)). The early works were characterize by the use of the stability analysis in or-
der to derive various thresholds for the onset of instabilities. These thresholds are given in
terms of the Ekman boundary layer Reynolds number Reδ = UrefδEk/ν with Uref denoting
the reference velocity outside the boundary layer, δEk the thickness of the Ekman layer

1The present Chapter relies on the journal publication Ekman boundary layers in a fluid filled precessing
cylinder Pizzi, Giesecke, & Stefani (2021a) © 2021 (with the permission of AIP Publishing).
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and ν the kinematic viscosity of the fluid. For instance Faller & Kaylor (1966) and Lilly
(1966) proposed two types of instability for laminar Ekman layers: a parallel instability
(also called A-mode) appearing at Reδ ≈ 55, and an inviscid instability (called B-mode)
which appears around Reδ ≈ 115. From a physical point of view, the A-mode instability
consists of a series of rolls inclined with respect to the flow velocity outside the boundary
layer. It vanishes at low Ekman numbers since it is of viscous type. The B-modes are
called inviscid because of their maintenance at large Reδ. Finally, the transition to a fully
turbulent boundary layer is supposed to occur at Reδ ≈ 150. The experimental work by
Caldwell & Van Atta (1970) has confirmed A-mode instability by showing its spectral
characteristics to be independent of Reδ. Concerning the turbulent Ekman layer, the nu-
merical simulations by Coleman et al. (1990) and Deusebio et al. (2014) showed that the
mean velocity profiles and turbulent features, such as root mean square and stresses, do
not strongly depart from those of turbulent non-rotating boundary layers. In turbulent
convective phenomena, the role of Ekman layers seems to be essential; indeed King et al.
(2009) observed that the system transition from thermally to rotationally dominated is
controlled by the relative thickness of the thermal and mechanical (Ekman) boundary
layers.
Several works have experimentally investigated the Ekman layers (Sous et al. (2013),
Tatro & Mollo-Christensen (1967), Caldwell & Van Atta (1970), Caldwell et al. (1972)).
Experimental facilities are naturally limited in scale by the size of the laboratory which
goes along with a different impact of geometric effects when comparing, e.g., with atmo-
spheric or planetary conditions. Notably, Sous et al. (2013) performed PIV in a big tank
with a diameter of 13 m in order to emulate Ekman layers under atmospheric conditions.
The aim of this Chapter is to extend and specify the characterization of Ekman bound-
ary layers to the case of a fluid filled precessing cylinder. The main results will be the
comparison of velocity profiles with analytical solutions and the scaling of the Ekman
layer when increasing rotation and precession, respectively. We focus on a large nutation
angle and a precession ratio far above the onset of primary instability in terms of a triadic
resonance in order to approach the flow regime relevant for the DRESDYN dynamo ex-
periment. Previous studies (Giesecke et al. (2018, 2019)) had revealed the key relevance of
axisymmetric roll structures, showing up for certain precession ratios, to achieve dynamo
action. While the emergence of these rolls was interpreted as the onset of a centrifugal
instability, the complementary role of Ekman pumping in the endwall layers remains an
open issue. It is here where the characterization of the Ekman layer, and its transition to
turbulence, might play an important role in achieving the final goal to see dynamo action
in a precession driven flow.
The rest of the Chapter is organized as follows: Section 3.2 further specifies the theory of
precession driven flows in cylinders, followed by Section 2.5, which briefly describes the
numerical method, the mesh discretization, and the parameter space explored with simu-
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lations. Section 3.3 is dedicated to the presentation of general results for precessing flows
and their characterization through the decomposition into inertial modes which then are
discussed in Section 3.4 together with the analysis of the geostrophic flow emerging in the
strongly forced regime. The endwall Ekman layers are analyzed in Section 3.5 followed
by the summary in Section 3.7.

3.2. Methods of analysis

Precession driven flows inside cylindrical vessels are dominated by a wave structure with
azimuthal dependence ∝ eiφ for moderate forcing (Manasseh (1994) and numerically
Lagrange et al. (2011), Meunier et al. (2008)). However, for strong precession and at
large nutation angle α axisymmetric and/or geostrophic contributions as well as inertial
modes with m ̸= 1 emerge. These contributions have been associated with the occurrence
of various instabilities (Herault et al. (2019),Giesecke et al. (2018)) and are expected
to impact the boundary layers in a non-negligible manner (Kong et al. (2014, 2015)).
Therefore we need to discern the various flow structures present in the fluid flow. This
goal is achieved through the expansion of the flow field in terms of the inertial modes
with arbitrary wave numbers in the bulk plus the corresponding boundary layer flow uBl.
Following Kong et al. (2015) and Zhang & Liao (2017) the corresponding expansion reads:

u =

axisymmetric︷ ︸︸ ︷
K∑

k=1
A00n u00n (r) +

non−axisymmetric︷ ︸︸ ︷
M∑

m=1

N∑
n=1

1
2 [Am0n um0n (r, φ) + c.c]︸ ︷︷ ︸

Geostrophic

+
K∑

k=1

N∑
n=1

1
2 [A0kn u0kn (z, r) + c.c]︸ ︷︷ ︸

axisymmetric oscillation

+
M∑

m=1

K∑
k=1

2N∑
n=1

1
2 [Amkn umkn (z, r, φ) + c.c]︸ ︷︷ ︸

inertial waves

+uBl, (3.1)

where c.c stands for complex conjugate and umkn are the eigenmodes given by Eqs. (1)-
(2.16). The amplitudes Amkn are computed by projecting the simulated flow field u on
the eigenmodes:

Amkn = 2
∫

V u∗
mkn · u dV

(
∫

V umkn · u∗
mkn dV )1/2 . (3.2)
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This procedure allows to determine the strength of various contributions and to distinguish
the interior bulk flow from the viscous boundary layer flow uBl. Once we compute the
amplitudes Amkn for wave number triplets (m, k, n) it is possible to reconstruct the bulk
flow, and to differentiate the boundary layer flow from the total one. The convergence of
this method is shown in subsection 3.5.1 together with a comparison between numerical
results and the analytical linear boundary layer expression.
Since our DNS solves the entire flow domain without focusing only on the boundary layer
phenomena we face an intrinsic limit in the spatial resolution. Regarding the laminar (yet
unstable) Ekman layer, Faller & Kaylor (1966) used the Ekman spiral computation as a
reasonable criterion to check if the layer is well resolved. The Ekman spiral is the 2D
projection of the vertical dependence of ur and uφ in the Ekman layer at the endcaps of
the cylinder. This condition is fulfilled by our simulations since the velocity field evolves
smoothly in the vertical direction inside the Ekman layer; this validation is described in
detail in the next section 3.5.2.
In order to resolve the Kolmogorov scale in the sub-viscous layer in numerical simulations
that involve fully turbulent Ekman layers, a grid resolution of at least 10 grid points is
required (Deusebio et al. (2014), Coleman et al. (1990)). While we do not achieve this
spatial resolution, our simulations remain far enough from the turbulence threshold (as
shown below) so that a poorer resolution is well justified (Section 3.5.4), even for the
smallest Ekman number (Ek = 3.3 × 10−5).
The simulations’ initial conditions (t = 0) correspond to a pure solid-body rotation state
with u = [0, 0, rΩc]T (Ωc is the cylinder angular velocity) with its corresponding kinetic
energy density in dimensionless units

esbr = 1
V

∫ 2π

0
dφ
∫ H/2

−H/2
dz
∫ R

0

(Ωcr)2

2 r dr = 0.25 . (3.3)

The Ekman number varies in the range between [10−3, 3.3 × 10−5], and the Poincaré
number in the range [10−3, 3 × 10−1]. In this Chapter the focus lays on the α = 90◦ case.
The parameter space of the various simulations is shown in Figure 3.1. Although the
simulations are performed in the precessing frame of reference, all results will be presented
and discussed in the mantle reference frame in which the inertial and geostrophic modes
are well defined. In order to decrease the degree of freedom of the system we unify the
Ekman and the Poincaré numbers to obtain a general forcing term (Liao & Zhang (2012),
Kong et al. (2015)):

ϵ = Po√
Ek

. (3.4)

which is included in the following range 3.16 × 10−2 ≤ ϵ ≤ 20.
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Figure 3.1. Parameter space of the performed simulations in terms of the two governing
parameters: precession ratio Po and Ekman number Ek.

3.3. General flow features

A natural global diagnostic is the total kinetic energy of the fluid flow. We use the kinetic
modal energy of azimuthal modes m, defined as

Em = 1
2HR

∫
H

∫
R
û∗

m (z, r) · ûm (z, r) r dr dz . (3.5)

Here ûm is the mode with azimuthal wave number m of the Fourier transform of the
velocity field; the asterisk means complex conjugation. However, since the most domi-
nant contribution originates from the directly driven flow ∝ cosφ our first focus is on the
Fourier mode corresponding to m = 1.
Typical results are shown in Figure 3.2. After a transition period whose duration varies
with ϵ, the energy saturates in a statistically steady regime. In the weakly precessing
regime (Fig. 3.2(a), red curve, ϵ = 10−1), the ultimate flow is stationary without fluctua-
tions. The simple time-dependence goes along with a plain flow structure, as it is evident
from the isosurfaces of the axial velocity component shown in Fig. 3.3(a). Increasing ϵ

the kinetic energy begins to fluctuate. However, even for the largest ϵ considered, the
variations remain sufficiently small to classify these states as statistically stationary. The
onset of time-dependent solutions is connected with a rising complexity of the flow struc-
ture (Fig. 3.3). It is noteworthy that the energy of the m = 1 mode in the saturated state
does not increase monotonically with ϵ. Figure 3.2(b) summarizes the results of the time-
averaged Em=1 in the statistically steady regime. We observe the presence of two regimes
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Figure 3.2. Main features of the modal energy of the first Fourier mode. (a) Time
evolution of the kinetic energy Em=1 contained in the first azimuthal wave number m = 1.
(b) Time average in the statistically steady regime for all simulations. Note the abrupt
change for 5 < ϵ < 10, depending on Ek.

that are distinguished by increasing or decreasing Em=1. Moreover, at the maximum that
separates the two regimes at a critical ϵ we see a rather abrupt transition corresponding
to a significant reduction of the kinetic energy of the m = 1 inertial mode. For the range
of parameters examined, the critical ϵ for the onset of the transition, indicated by the
maximum of the m = 1 energy, is shifted to larger values with decreasing Ekman number
and the width of the transitional regime becomes slightly narrower for decreasing Ek.

The corresponding 3D structure of the instantaneous velocity uz is illustrated in Fig. 3.3
for various ϵ. With increasing ϵ the flow behavior becomes more complex with the occur-
rence of small-scale structures. However, for all the cases we see a clear presence of the
m = 1 structure due to the precessional forcing. In addition, we see that for the largest
ϵ the flow is more and more concentrated towards the sidewalls. As we will show in the
next section 3.4, this is a result of the dominance of a geostrophic mode in the bulk which
goes along with a local breakdown of the rotational motion finally leading to the weak
axial flow (Fig. 3.3(d)).

3.4. Emergence of a geostrophic flow and its impact
on the sidewall layer

In order to characterize the precession driven flow and to show the deviation from the
simple configuration dominated by the forced mode, we apply the expansion into eigen-
functions according to Eqs. (3.1) and (3.2) which are then used to compute the contribu-
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Figure 3.3. Isosurfaces of the instantaneous axial velocity uz taken in the statistically
steady regime at t = 450 (≈ 72 cylinder revolutions after the start of the simulations).
(a) ϵ = 10−1, nested isosurfaces at 1%, 2.5%, 5%. (b) ϵ = 1, nested isosurfaces at 10%,
25%, 50%; (c) ϵ = 10, nested isosurfaces at 25%, 50%, 90%; (d) ϵ = 20, nested isosurfaces
at 25%, 50%, 90%. All percentages refer to the reference velocity ΩcR.

tions of various modes to the kinetic energy of the flow. We are mainly interested in the
energy contained in the directly forced mode (Kong et al. (2015))

E111 = 1
2V

(
|A111|2

2

)
, (3.6)

and the energy of the geostrophic modes, which is defined as

Egeo = 1
2V


∑
m>0

∑
n

(
|Am0n|2

2

)
︸ ︷︷ ︸

Egeo non−axi

+

Egeo axi︷ ︸︸ ︷∑
n

(
|A00n|2

)
 , (3.7)

with the absolute values of the amplitudes given by |Amkn|2 = ℜe (Amkn)2 + ℑ (Amkn)2.
The results are plotted in Fig. 3.4(a) for the three Ek numbers. Increasing the forcing ϵ,
we find an increase of both contributions with the geostrophic energy becoming dominant
between ϵ = 2.5 and ϵ = 6.5 (depending on Ek). With further increase of ϵ, the abrupt
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decrease of the energy of the directly driven m = 1 mode (as already discussed previously
in Fig. 4b) goes along with a rather abrupt increase of the geostrophic energy. Finally
the geostrophic energy becomes quite close to the energy of the initial solid body rotation
(dashed lines at 0.25) for all cases, whereas the energy of the directly forced mode is more
than two orders of magnitude smaller.
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Figure 3.4. Impact of the forcing on the flow. (a) Comparison between the energy
of the directly forced mode E111 and the geostrophic energy Egeo. The dashed black
line represents the solid body rotation (s.b.r) energy density defined in Eq. (3.3). (b)
Comparison of axisymmetric Eaxi and non-axisymmetric Enon−axi geostrophic energies as
defined in Eq. (3.7).

In Fig. 3.4(b), we focus on the geostrophic modes, differentiating thereby the axisymmetric
(Egeo−axi) and non-axisymmetric (Enon−axi) contributions. The results are consistent with
previous numerical (Jiang et al. (2014), Kong et al. (2015)) and experimental (Kobine
(1996)) studies and show that the geostrophic flow is substantially axisymmetric, i.e.
dominated by m = 0. This behavior is distinctly different from that in the weak precessing
case which was dominated by modes with m = 1 and n = 1.
Since the flow amplitude is concentrated on the mode with m = 0 and n = 0, the flow can
be approximated as axisymmetric without significant axial dependence in the bulk region
giving rise to a purely azimuthal circulation. In order to compute the corresponding
geostrophic-axisymmetric flow contribution

Ug (r) =
K∑

k=1
A00ku00k (r) · φ̂ . (3.8)

we use K = 29 as summation limit for the radial wave numbers (as it is the maximum
allowed for the solution of the dispersion relation for our radial mesh discretization).

Figure 3.5(a) shows the resulting radial profiles Ug(r) for six different ϵ. In all cases
Ug is oriented opposite to the rotation of the container, and for sufficiently large forcing
Ug cancels the original solid-body rotation Ωcr in the bulk (see e.g the purple and blue
curves which are below the solid body rotation profile). Notice that Ug/r and its derivative
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Figure 3.5. Axisymmetric-geostrophic flow. (a) Plot of the radial profile of the geostrophic
axisymmetric flow Ug(r) for different ϵ. The dotted lines represent the corresponding
profiles Ωgr with the angular velocity Ωg = dUg(r)/dr|r=0. The dashed line shows the
solid body rotation profile. (b) Thickness of the sidewall boundary layer δsw developed
by geostrophic flow and estimated using the location of the minimum of Ug.

dUg/dr (whose summation represents the geostrophic vorticity) are negative and increase
in magnitude with the forcing (see Fig. 3.5). The geostrophic axisymmetric mode is in
close analogy with the anticyclonic geostrophic vortex emerging in a strongly librating
ellipsoid (Le Reun et al. (2019)).
Note also the undulatory shape of the profiles which becomes more clearly visible at
ϵ = 20. This is not a result of an under-resolved numerical simulation, but an artifact
of the limited radial wave number (K = 29) used for the decomposition; this means that
the contributions of higher radial wave numbers increase for the largest ϵ.
According to Kong et al. (2015), we define the corresponding geostrophic angular velocity

Ωg = dUg(r)
dr

|r=0 , (3.9)

and its rotation profiles Ωgr are displayed by the dashed lines in Fig. 3.5(a). Note that
Ωg is aligned with the cylinder axis but with opposite direction due to the negative value
of dUg/dr. For weak forcing Ug remains small and the original rotation profile in the
cylinder is hardly altered. Increasing ϵ, the geostrophic axisymmetric flow grows with the
(minimum) peak of the radial profile of the rotation being shifting towards the sidewall.
For sufficiently large ϵ we see no further change in the profile Ωgr, with Ωg remaining
around −1.05, which is slightly larger than the angular frequency of the container wall
but in opposite direction indicating a kind of (anti-)super rotation. In these cases the
strong modification of the radial profile of the time-averaged, total angular momentum
(including solid body rotation) violates the Rayleigh criterion for centrifugal stability of
rotating flows (Giesecke et al. (2018)). We will come back to this feature in Chapter 4.
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Looking at the various profiles it is clear that in the proximity of the sidewall boundary
(R = 1) a velocity gradient evolves, which increases with ϵ: this is a typical property of the
axisymmetric-geostrophic modes which have to satisfy the no-slip condition on the lateral
sidewall of the cylinder (see Eq. (2.16)). We use the minimum of Ug as the characteristic
for the estimation of the thickness of the sidewall boundary layer δsw which gives the
results as a function of ϵ shown in Figure 3.5(b). All curves have a similar tendency and
are distinguished only by a shift with respect to ϵ. Similar to the breakdown of the kinetic
energy of the m = 1 modes shown in Figure 3.2(a), we see a transition from a monotonic
decrease of δsw to an asymptotic behavior above a critical ϵ (which again depends on Ek).
In the asymptotic regime (i.e. for sufficiently large ϵ) the behavior is roughly in accordance
with a scaling ∝ Ek1/4 as it would be expected for a Stewartson layer developed by a
geostrophic flow on a vertical wall (Pedlosky (2008)). The transition occurs at the same
ϵ where we see the drop of the energy of the m = 1 mode in Fig. 3.2(b) and the high
branch of Egeo in Fig. 3.4(a) pointing out the involvement of the boundary layer for the
bulk flow.

3.5. The endwall boundary layers

In this section, we analyze the properties of the endwall boundary layers and we check
the thickness scaling in dependence of ϵ. Our main focus will be on strong forcing.
The no-slip boundary conditions imply a non-vanishing vertical gradient of the horizontal
velocity field: ∂zur, ∂zuφ ̸= 0. These gradients cause the emergence of Ekman layers at
the endwalls (Gans (1970), Zhang & Liao (2017), Meunier et al. (2008)) in which viscosity
dominates and which provokes the saturation of the flow amplitude in the laminar regime.
Moreover, the Ekman layers are responsible for the onset of a secondary flow in order to
maintain the ∇ · u = 0 condition. Their presence is therefore intimately connected with
the occurrence of Ekman pumping (Gans (1970)). The thickness of the laminar Ekman
layer is known to scale as ∝

√
Ek and consequently the transformed coordinate is defined

as ζ = ±(z ∓ Γ/2)Ek−1/2.
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Figure 3.6. Convergence of the boundary layer energy EBl for the case ϵ = 10 in depen-
dence on the number of inertial modes applied for reconstruction of the bulk flow.

3.5.1. Truncation error for uBl and comparison with analytical
model

First we check the convergence of the decomposition method (Eq. (3.1)) in terms of
(volume-averaged) boundary layer energy defined as:

EBl

V
= 1
V

∫
V

(uBl
z )2 + (uBl

r )2 + (uBl
φ )2

2 dV . (3.10)

Figure 3.6 shows an asymptotic behavior for the interesting case ϵ = 10 which exhibits
the strongest dynamics. Since for all the computations we have subtracted at least 1000
modes to obtain the boundary layer flow field, we can conclude that the resulting uBl is
reasonably well defined.
To enforce the validation of the filtered uBl we compare it with the linear analytical
velocity profile as described by Gans (1970):

uBl
r = ±Aieiφ

(
ξJ0(ξr)eζ/δ1

2 + ξJ2(ξr)eζ/δ2

6

)
,

uBl
φ = ±Aeiφ

(
−ξJ0(ξr)eζ/δ1

2 + ξJ2(ξr)eζ/δ2

6

)
, (3.11)

with A being the amplitude of the (1, 1, 1) mode for the resonant cylinder

A = ϵ (ξ2J1 (ξ))−1[
δ2
(
3 + ξ2 + 6

√
3 (1 + π2/4)

)
− 3δ1 (3 + ξ2)

] , (3.12)
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and

δ1 = 1 + i√
2

and δ2 = 1 − i√
6
. (3.13)
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Figure 3.7. Comparison between the bottom endwall Ekman layer described by analytical
theory (Equation (3.11) and the DNS filtered boundary layer uBl for two ϵ. (a) radial
flow; (b) azimuthal flow, plotted against the transformed coordinate ζ.

The results are presented in Figure 3.7 for ϵ = 3.2 × 10−2 (red curves) and ϵ = 1.7 × 10−1

(blue curves) at the bottom endwall. The transformation coordinate ζ stretches the
vertical coordinate in dependence on Ek, so that finally the peaks for the two Ek have a
similar distance from the wall. Again we have rather good agreement between analytical
and numerical solutions.

3.5.2. Ekman spiral

The Ekman spiral reflects the axial dependence of radial and azimuthal velocities inside
the Ekman layers (Greenspan (1968), Deusebio et al. (2014)). It is shown in the inset
plot of Fig. 3.8(a) taken at φ ≈ π for the bottom cylinder endwall. The variation of ϵ also
impacts the characteristics of the Ekman spiral approaching, at the origin, an angle of
≈ 25◦. Interestingly, Caldwell & Van Atta (1970) and Caldwell et al. (1972) had reported
similar values for the Ekman layers across the first instability.

For the lowest ϵ the slope at the origin is very close to the ideal value π/4 (see inset
plot), consistent with the ideal Ekman layer theory. In Fig. 3.8(b) the Ekman spiral
evolves with the azimuthal coordinate because of the dominant role of the first azimuthal
wave number m = 1. The “rotation” of the spirals with the azimuthal coordinate results
from the three-dimensional structure of the velocity field. Physically, this distribution
along φ impacts the vortical behavior of the flow: the axial component of the vorticity in
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Figure 3.8. Ekman spiral at r = 0.5R for the bottom endwall. (a) Impact of the forcing
term ϵ on the spiral. Inset plot focus on the weakest case together with the spiral features
(Greenspan (1968)) ζ and origin slope. (b) Plot of the azimuthal evolution of various
spirals using velocity data at different azimuthal angles. The precession rotates this
structure due to the dominance of the m = 1 mode.

cylindrical coordinates reads

ẑ · (∇× u) =
(
∂uφ

∂r
− 1
r

∂ur

∂φ
+ uφ

r

)
, (3.14)

from which it is clear that the azimuthal dependence due to the term ∝ ∂ur/∂φ could
cause a modification with respect to the pure rotating flow.

3.5.3. Ekman layer thickness estimation for small ϵ

We determine the thickness of the Ekman boundary layer δBl using the first peak of the
radial velocity ur and uBl

r adjacent to the wall which provides a suitable reference in case of
rotating flows (Tatro & Mollo-Christensen, 1967). Figure 3.9 presents the radial velocity
close to the bottom endwall for several small ϵ. We have selected the maximum profile
at the bottom endcaps, which is comprised in between 275◦ ≤ φ ≤ 302◦ (from smallest
to largest Ekman number). Figure 3.9(a) presents the total radial flow field which fulfills
the no-slip condition at z = 0 and the maxima in this case are marked with square
symbols. The second plot, Figure 3.9(b), shows uBl

r with the respective maxima marked
by triangles. Note how the velocity gradient increases with ϵ. Collecting the velocity
peaks of the curves in Fig. 3.9(a) and (b) we determine the scaling of the thickness of
the Ekman layer. Figure 3.9(c) shows δBl against the respective Ekman numbers (and
ϵ) where both approaches provide almost identical results, which are in good agreement
with the theoretical scaling law ∝

√
Ek (solid black curve).
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Figure 3.9. Plots of the time averaged radial velocity of the bottom endwall Ekman
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with the respective maxima marked by triangle symbols. (c) Plot of the scaling law (solid
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3.5. The endwall boundary layers

3.5.4. Impact of the forcing term ϵ

The main goal of this part is to study the impact of ϵ on the bottom Ekman layer.
Figure 3.10 presents the spatial structure of the azimuthal (left column) and radial flow
components (right column) for three increasing ϵ at the height of z = −1 +

√
Ek.
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Figure 3.10. Polar contours of the time-averaged azimuthal uφ (left column) and radial
ur (right column) velocity, both taken at z = −1 +

√
Ek (ζ = 1). From top to bottom:

ϵ = 1; ϵ = 10; ϵ = 20. Main features: uφ shows transition from non-axisymmetric pattern
(dominated by m = 1) to axisymmetric m = 0 whose magnitude is similar but with a
direction opposite to the solid body velocity. The radial velocity ur shows a phase shift
≈ −30◦ between ϵ = 1 and ϵ = 10. The green axis represents the precession axis and the
yellow axis coincides with φ = 0.
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3.5. The endwall boundary layers

The case ϵ = 1 (Fig. 3.10(a),(b)) still shows the clear m = 1 structure, consistent with
the analytical solution (as expressed in Eq. (1)) in concordance with the fact that this
case is in the region dominated by E111, see Fig. 3.4(a).
For larger ϵ, the flow reflects the change of the structure in the bulk (recall the dominance
of the geostrophic axisymmetric flow) and uφ becomes increasingly axisymmetric (Fig.
3.10(c),(e)), and oriented opposite to the rotation of the cylinder. As already evidenced
in the previous section, for growing ϵ, the boundary layer flow is dominated by the az-
imuthal component, which becomes predominantly axisymmetric. In contrast, the radial
component retains its prevailing non-axisymmetric character. Note also the significant
change of the phase orientation when increasing ϵ (Fig. 3.10(b),(d),(f)). The dominant
positive part of ur in Figure 3.10(d) reveals a stronger radial flow towards the sidewalls,
which will be investigated more in detail later.
As previously, we use the peak of the radial boundary layer velocity uBl

r closest to the
bottom endwall to estimate the Ekman layer thickness. However, in contrast to the case
of small ϵ, we remove the radial and azimuthal dependence by averaging in r and φ, a
procedure that is all the more justified as the bulk inviscid flow is largely axisymmetric in
the examined range of parameters. The resulting boundary layer thickness δBl is shown in
Fig. 3.11(a). We find that roughly the thickness follows the scaling ∝ Ek−1/2 as found for
small ϵ. Considerable exceptions by means of an increase of the thickness by up to 30 to 40
percent occur exactly in the regime where we also find the breakdown of the forced mode
(i.e. the drop of the energy E111) and the sudden increase of the geostrophic-axisymmetric
flow.

This enhanced thickness is connected with an increased suction of fluid into the Ekman
layer which we calculate from an integration of the vertical velocity across the Ekman
layer:

w = 1
δBl

∫ −1+δBl

−1
⟨uz⟩r,φ dz . (3.15)

The results are presented in Fig. 3.11(b) and show that the largest w occurs in the same
range of ϵ as the (local) maximum of δBl. For smaller Ek we see a similar behavior,
although with a narrowing of the peak. The previous results are also directly reflected
in the profiles of the radial and axial velocity components, as shown close to the bound-
ary in Fig. 3.12(a,b) for the cases with Ek = 1 × 10−4. Figure 3.12(a) shows the radial
flow, Fig. 3.12(b) the residual ur − uBl

r , and Fig. 3.12(c) the corresponding axial velocity
(always space averaged in azimuthal and radial direction). While the peak magnitude of
the velocity profiles clearly depends on the forcing term, its location with respect to the
endwall does hardly change with ϵ. The only exception is ur around ϵ = 10 (green curve)
which does not follow the general behavior. The green curve in Fig. 3.12(a),(b) indi-
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Figure 3.11. The influence of ϵ on the Ekman layer. (a) Plot of the thickness δBl of
the bottom Ekman layer as a function of the forcing term. The horizontal dashed line
represent the theoretical scaling law ∝

√
Ek. The zoom plot shows a focus on the cases

Ek = 1.5 × 10−4 and Ek = 10−4 with the striking peak around ϵ ≈ 8.5 and ϵ ≈ 10 . (b)
Plot of the integrated vertical flow advection w defined in Eq. (3.15) as a function of the
forcing term ϵ.

cates a larger positive radial flow representing a strong flow ejection towards the cylinder
sidewalls. Furthermore, the total flow (top plot) exhibits a smoother structure without
clear maximum and the residual part remains largely different from zero in contrast to the
other cases. The horizontally averaged axial velocity ⟨uz⟩r,φ of the ϵ = 10 case presents
the largest axial flow into the Ekman layer in Fig. 3.12(c).
Putting together the results of Fig. 3.11, and 3.12 we can assume that around ϵ ≈ 10 a
stronger Ekman suction (negative vertical flow) occurs jointly with an enhanced radial
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Figure 3.12. Plots of the velocities inside the bottom endwall Ekman layer, averaged in
time and over radial and azimuthal coordinate. (a) Radial velocity: ⟨ur⟩r,φ; (b) residual
flow ⟨ur⟩r,φ − ⟨uBl

r ⟩r,φ; (c) Axial velocity ⟨uz⟩r,φ.

outward flow (radial pumping). Interestingly, this observation is consistent with the gen-
eral mechanism for nonlinear Ekman layers if only the geostrophic flow above the layer is
anticyclonic (Sansón, 2001, Benthuysen & Thomas, 2012, Pedlosky, 2008). This is indeed
the case here since the axisymmetric-geostrophic velocity Ug(r) is oppositely directed to
Ωc, so that its axial vorticity is negative, as described in Section 3.4.
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3.5.5. Computation of Reδ and Ekman layer instabilities

In order to evaluate the stability of the Ekman layers, we define the usual Ekman boundary
layer Reynolds number according to Coleman et al. (1990), Deusebio et al. (2014), Sous
et al. (2013), Tatro & Mollo-Christensen (1967), Caldwell & Van Atta (1970) as

Reδ = δEkUref

ν
with δEk =

√
Ek R . (3.16)

Here, the reference velocity Uref is the velocity at the edge of the Ekman layers, which is
usually defined as the magnitude of the geostrophic wind horizontal to the surface. Since
for the entire range of ϵ simulated here, the geostrophic flow is essentially axisymmetric
(Fig. 3.4(b)), we calculate the reference velocity in the following way:

Uref = |Ωg × r̂|r=R = |Ωg|R , (3.17)

with the rotation vector of the geostrophic flow Ωg as defined in Section 3.4. The linear
stability analysis of the Ekman layer is known to provide two types of instabilities: the first
instability occurs at Reδ ≈ 55 and is characterized by a spiral roll structure (corresponding
to class A in Caldwell & Van Atta (1970)). The second instability occurs at Reδ ≈ 115
and is called "inviscid instability" (corresponding to class B). Fully turbulent Ekman
layers emerge beyond Reδ = 150. In accordance with previous studies (Sous et al.,
2013, Deusebio et al., 2014, Caldwell & Van Atta, 1970, Coleman et al., 1990, Tatro &
Mollo-Christensen, 1967) we use the ideal scaling law for the laminar regime δEk ∝

√
Ek

which in our case underestimates the thickness in the critical ranges where δBl shows a
local increase (Fig. 3.11). The results are presented in Fig. 3.13 where both instability
thresholds are indicated as dashed horizontal lines. The tendency of the three curves
confirms the emphasized role of the previously identified critical ϵ, here in relation with
the transition from a monotonic increase of Reδ to an asymptotic behavior independent of
ϵ (but not independent of Ek). Only the curves for Ek = 1.5×10−4 and Ek = 10−4 surpass
the threshold of the first instability. For Ek = 10−4 we find a saturation around Reδ ≈ 100
for ϵ > 13, hence neither the second instability nor a fully turbulent state are realized in
the Ekman layers for all cases simulated in this study. The weakly pronounced maximum
around the transitional regime indicates that in this regime the Ekman layer is closest to
the threshold of the B-mode instability. Despite that in Fig. 3.13 the independent variable
is the forcing parameter ϵ, it is obvious that Reδ is a function of both, Po and Ek and
the emergence of turbulent boundary layers would require sufficiently fast rotation as well
as sufficiently strong precession. In order to estimate the threshold at which parameter
we may expect fully turbulent endwall Ekman layers, we linearly extrapolate the largest
Po cases. The linear extrapolations presented in Fig. 3.14 show that the threshold to
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Figure 3.13. Plot of the Ekman boundary layer Reynolds number Reδ as a function of
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turbulent boundary layers is crossed in the range 5.5 × 10−5 < Ek < 7.4 × 10−5 which
is out of the range of our numerical capacities but it is well in the range obtained in
the 1:6 down-scaled water experiment, and of course also in the range of the DRESDYN
experiment.

3.5.6. Boundary layers Rossby number

Usually, rotating flows in the laboratory are considerably impacted by curvature effects
because of the small scale of the experimental devices, which is quite in contrast to
planetary or atmospheric flows, essentially less vortical as stated by Sous et al. (2013).
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Being dominated by strong (and radially dependent) azimuthal circulation at large enough
forcing, our precessing flow exhibits this difference, too. We can quantify this departure
in terms of the vortical Rossby number Rot = Ug/(rf) (Sous et al. (2013)) where f is the
standard Coriolis parameter f = 2Ωc (Coleman et al. (1990), Deusebio et al. (2014), Sous
et al. (2013)), which represents the background flow vorticity. For ϵ > 1, Rot is in between
[−0.2,−0.5] with the negative values reflecting the anticyclonic behavior. Specifying the
concept to the Ekman layer, we apply the method used by Sous et al. (2013) to define
the friction Rossby number for azimuthal flows

Rof = u2
τ

f ′ν
, with f ′ = f + Ug(r)

r
+ dUg(r)

dr
, (3.18)

where the friction velocity is defined as

uτ =
√
ν
∂⟨uφ⟩φ

∂z
|z=−1 , (3.19)

with the azimuthal velocity averaged in φ. In Eq. (3.18) the term f ′, called modified
Coriolis parameter (Sous et al., 2013), includes f and Ug/r+dUg/dr which is the vorticity
modification due to the emergence of the geostrophic current. The ratio Ug/uτ , the inverse
of the wall drag coefficient, is a useful quantity in both laminar and turbulent Ekman
layers (Csanady, 1967, Coleman et al., 1990). The laminar theory for the atmospheric
boundary layer (see Sous et al. (2013)) predicts a linear dependence of the geostrophic
flow according to Ug/uτ = (2 ×Rof )1/2 and the transition to a turbulent Ekman layer is
expected to take place at Ro1/2

f > 10.
We compute Rof at the peak of Ug so that the radial derivative dUg/dr is zero. Figure
3.15(a) summarizes the outcome: we find a saturation for ϵ > 9 for all cases, which may be
linked with the corresponding saturation of the dominant Egeo in Fig. 3.4(a). In particular
the threshold for the emergence of turbulent Ekman layers, i.e. Ro

1/2
f > 10, is never

reached. Accordingly, we find that the velocity ratio Ug/uτ is mostly linear in dependence
on Ro1/2

f (Fig. 3.15(b)), as it is expected from the laminar theory of atmospheric boundary
layers (Sous et al. (2013)). Some minor departures emerge for large precession ratio.
These departures could be caused by the influence of the sidewall boundary layer since
the radius corresponding to the maximum of Ug arises close to the sidewall in these cases
(see Fig. 3.5).
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Figure 3.15. (a) Ro1/2
f against ϵ. (b) Plot of the velocity ratio Ug/uτ as a function of the

frictional Rossby number at r = r(min(Ug)). The solid line shows the laminar theory as
described in Sous et al. (2013).

3.5.7. Law of the wall and statistical features

Finally we substantiate the previous results by applying classical time-averaged statistical
quantities. A typical method to study turbulent boundary layers is the law of the wall.
It states that at a fixed point the average velocity of a turbulent flow is proportional to
the logarithm of the distance from that point to the wall (respectively boundary). More
precisely, in the turbulent regime the boundary layers develop different regions character-
ized by the scaled coordinate y+ = zuτ/ν. Two layers are formed: (i) a viscous sublayer
for y+ < 5 where the viscous stresses are dominant with respect to the Reynolds shear
stresses. In this region the scaled velocity u+ = uφ/uτ follows the law u+ = y+; (ii)
an outer layer with a logarithmic profile u+ = 1/k ln(y+) + B. Here, k = 0.41 is the
von Kármán constant and B ≈ 5.2 the so-called log-law constant (Pope (2000)), which
was inferred from experiments and which weakly depends on the specific type of the flow
problem.
In Fig. 3.16(a) we plot the law of the wall for a radius r corresponding to the minimum
peak of Ug (see Fig. 3.5(a)). Obviously, the logarithmic profile, indicated by the black
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Figure 3.16. Impact of the forcing term ϵ on the mean statistical features of the Ekman
layer. (a) Law of the wall and, (b) normalized root mean square velocity urms.

dotted line, is not achieved for any of the considered profiles. The flow velocity follows the
viscous law y+ = u+ close to the wall but then remains significantly lower than, although
parallel to, the log-law. For larger ϵ the scaled velocity profile u+ continues until larger
values of y+; the reason is that at large ϵ the friction velocity uτ increases causing the
"dilatation" of y+. We thus conclude that y+ = f(ϵ). The evident growth of the profiles
with the forcing term ϵ indicates that an increase in ϵ may result in a generation of a fully
turbulent Ekman layer, consistently with the prediction in Fig. 3.14.
To assess the role of statistical fluctuations in the Ekman layer, we calculate the az-
imuthally averaged root mean square velocities urms normalized with uτ :

urms
j =

√
⟨u′

ju
′
j⟩

uτ

, with j = z, r, φ (3.20)

where u′
j = uj − ⟨uj⟩ is the velocity fluctuation obtained by Reynolds decomposition.

Since the subscripts are the same, ⟨u′
ju

′
j⟩ represents the diagonal (isotropic) term of the

Reynolds stress tensor. Figure 3.16(b) shows the typical features of wall bounded flows:
streamwise urms

φ (solid lines) and spanwise urms
r (dashed lines) components of the flow

field are larger than the vertical one urms
z (diamond lines). The peaks of urms

φ and urms
r

are located around y+ ≈ 5 . . . 10. However for the largest ϵ the values remain large with
a second peak for y+ = 60 which which points out the presence of significant fluctuations
also in the bulk region.
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function of the precession ratio split between the boundary layers and the bulk contribu-
tions. We fix the Reynolds number and the nutation angle.

3.6. Disentangling the bulk flow and boundary layers

Up to this point we have observed several phenomena in which boundary layers and the
bulk flows interact. However we were not yet able to distinguish the hierarchical relations
between them. For instance the axial flux together with the increase of radial velocity
and endwall Ekman layer thickness in a certain range of the precession ratio, shown in
Fig. 3.11- 3.12, could be due to a resonance-like behavior of the layer itself or to the flow
injection inside the layer by bulk poloidal vortices (which will be fully analyzed in Section
4.6). Moreover, following the theorem proposed by Greenspan (1969), it is conjectured
that the emergence of the geostrophic flow could be generated by nonlinearity in the end-
wall boundary layers (Zhang & Liao, 2017, Meunier et al., 2008). The main purpose of
this Section is to clarify these points.
First, we split the bulk and the boundary layers making use of the decomposition method
(Eq. 3.1) and then analyzing the time-averaged dissipations defined in terms of enstrophy
i.e: DissipationBL = |∇ × uBL|2 and DissipationBulk = |∇ × umkn|2. In order to achieve
a high precision we use (m, k, n) up to (10, 10, 12) which should be enough to separate
the bulk velocity um,k,n and the boundary layer velocity uBL. The results are shown in
Fig. 3.17 where we select the maximum Reynolds number (minimum Ekman number)
analyzed in our global simulations. It is clearly shown that the flow transition, i.e. the
jump around Po ≈ 0.10, is mainly due to the bulk flow while the boundary layers present
only a little bump. It is interesting to observe the shift between a region dominated by the
boundary layer dissipation (corresponding to the laminar regime) and a region dominated
by bulk dissipation. In the low Po range the dissipations are indeed due to the viscosity
in the boundary layers consistent with the prediction of analytical theories (Gans (1970),
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walls boundary condition for Re = 6500, Po = 0.20 and α = 90◦. Top panel shows the
radial velocity ur in the meridional semi-plane at φ = π. Bottom plot shows the azimuthal
velocity in a cylindrical envelope taken at middle radius r = 0.5.

Meunier et al. (2008)). By contrast, at large Po the volume-bulk dissipation becomes
dominant, a clear hallmark of turbulent behavior. This is a first indication that the in-
crease of the precession ratio impacts mainly the bulk phenomena which dominates the
transition of the total flow field; however in order to substantiate this claim we should be
able to conduct a sensitivity analysis, i.e. to analyze one entity at a time.
The capabilities of numerical experiments allow to perform that study by ‘switching off’
the endwall boundary layers so we can establish if the bulk phenomena (emergence of
geostrophic flow, transition to turbulence and rising of poloidal vortices) occur indepen-
dently from the endwall Ekman layers.
We perform simulations with free stress boundary condition at the endcaps which specifi-
cally means to use the non-penetrating condition (wall normal velocity equal to zero) plus
the vanishing normal derivative of the tangential components: formally

uz = 0 ; ∂ur

∂z
= ∂uφ

∂z
= 0, at z = ±1 . (3.21)

In mathematical terms we use a Dirichlet condition for the axial velocity and a Neumann
condition for the radial and azimuthal velocities. The result is that this ‘artificial’ set-up
allows to simulate the flow field without the standard no-slip conditions and so the viscous
boundary layer at the cylinder endcaps.
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We start by showing in Fig. 3.18 the contours of the radial and azimuthal velocity in order
to check the tangential flow behavior close to the endwalls. We select two different views:
for the radial velocity ur we plot a meridional-semiplane while for the azimuthal velocity
uφ we present a cylindrical envelope, i.e. a plane [z, φ] taken at the middle radius r = 0.5.
We observe several features. First of all the radial and azimuthal velocities do not vanish at
the endwalls evidencing that there are no boundary layers there. Another interesting fact
is that the radial velocity is very small in magnitude in the bulk region while the azimuthal
one is strongly negative (notice that this analysis is in the container frame of reference),
both clear indications of the dominance of axisymmetric-geostrophic circulation.
We generalize and quantify the results by computing the energies of the various modes
(as done for the no-slip case in Sec. 3.4). The results are shown in Fig. 3.19 for two
different Reynolds numbers. The flow transition found in the ‘realistic’ configuration (no-
slip conditions) is observed also here for stress-free conditions in the same range of the
precession ratios, Po ≈ 0.10, with similar values. Notice that the solid black curve, the
geostrophic-axysimmetric energy for Re = 6500 (Ek = 1.5 × 104), is almost the same as
the one shown in Fig. 3.4. Moreover also for stress-free conditions we see a drop of the
directly forced mode for both Reynolds numbers.
The third interesting quantity, shown in the zoomed panel, is the energy of double poloidal
vortices e02, which again does not present significant differences with respect to the no-
slip boundary condition cases (as it will be shown in the following Chapter 4, Fig. 4.4).
Therefore the poloidal flow emerges regardless of the endwall layers. We can conclude
that the behaviors observed for Po ≈ 0.1 (corresponding to the forcing parameter ϵ ≈ 10
in Fig. 3.11- 3.12) are not related to wall-phenomena such as resonant Ekman layer but
rather to the inflow from the bulk. In order to show the dominance of geostrophic flow even
for the stress-free conditions, we show in Fig. 3.20 the contours of the axial velocity. In the
top plot, the central region of the equatorial plane presents almost vanishing axial velocity
such as in the meridional semiplane (bottom). The final results that we show in Fig. 3.21
is connected with the emergence and dominance of the geostrophic circulation which
counteracts the solid body rotation: the radial distribution of the angular momentum,
again for Re = 6500 and Re = 8000. For the larger Po the angular momentum, averaged
both in [z, φ], is negative meaning that the flow counteracts the container rotation.

In this Section we have shown that the main features of flows enclosed in precessing
cylinders are bulk-related and they are not caused by nonlinear viscous mechanisms.
Those main bulk structures impact the endwall and sidewall boundary layers.
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3.7. Summary

In this Chapter we investigated numerically the fluid flow in a precessing cylinder with a
special focus on the Ekman boundary layers and its interaction with the bulk flow in the
moderate and strongly forced regime. In that regimes, we find deviations from the linear
theory together with a significant modifications of the base flow in terms of an axisymmet-
ric geostrophic mode whose rotation is opposite to that of the container. The transition
of the bulk flow from a three-dimensional non-axisymmetric base flow to a geostrophic ax-
isymmetric pattern is reflected in the scaling of both the sidewall boundary layers and the
Ekman boundary layers on top and bottom of the cylinder. We use the peak of the radial
boundary layer flow that is closest to the wall to determine the thickness of the Ekman
layer δBl, which essentially scales ∝

√
Ek as it is the case in in the viscous theory of Gans

(1970) or Zhang & Liao (2017). We find that the Ekman layers surpass the threshold
of the first instability (class A) and show an increase in the thickness together with a
marked vertical flow advection inside the boundary layer. This phenomenon occurs in a
limited range of the forcing magnitude. Fully turbulent Ekman layers are not found, due
to numerical restrictions in our simulations, which limit the range of achievable regimes.
For this reason an estimation by extrapolation has been done.
The results of this chapter can be used as a basis in the context of the DRESDYN preces-
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sion experiment and the down-scaled water experiment. The properties of the boundary
layers analyzed here can be extrapolated to the regime of the experiments: for weak forc-
ing the scaling the Ekman layers developed on the endwalls should stay laminar indicating
a thickness proportional to ∼ Ek−1/2. Since the radius of the small water experiment is
0.163 m while for the upcoming DRESDYN vessel is 1 m we can deduce a thickness of
0.15 mm for the former and 0.1 mm for the latter at their maximum rotation regime,
i.e. at the smallest Ekman number. This feature is significant for the big machine since
this thickness is significantly smaller than the roughness of the surface of the endcaps.
Instead turbulent Ekman layers on the endcaps should be developing for large forcing
with a thickness larger than for the laminar case.
Our results indicate that the region suitable for a possible dynamo action is between the
class A and B instability.
Concomitantly to the breakdown of the directly forced flow and the rise of the geostrophic
current, an increase of thickness of the sidewall boundary layers should occur. Again us-
ing the scaling law verified in this chapter, the transition from Ekman to Stewartson may
be very clear in particular in the dynamo experiment since the thickness changes from
δsw ∼ Ek−1/2 to δsw ∼ Ek−1/4.
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4. Prograde and retrograde
precession and the role of the
nutation angle

Quando si attribuisca questo gran
moto al cielo, bisogna di necessità
farlo contrario a i moti particolari di
tutti gli orbi de i pianeti, de i quali
ciascheduno senza controversia ha il
movimento suo proprio da occidente
verso oriente, e questo assai piacevole
e moderato, e convien poi fargli rapire
in contrario, cioè da oriente in
occidente, da questo rapidissimo moto
diurno;

Galileo Galilei, Dialogo sopra i due
massimi sistemi del mondo

4.1. Context and motivation

1In the previous Chapter 3 we have restricted our attention to the so called symmetric
precession, i.e., the case of an orthogonal nutation angle. However, the flow responses in
precessing driven cavities should depend quite generally on the forcing which comprises
the precession strength and the nutation angle whose effect is not widely investigated. For
example, geophysical studies deal mainly with retrograde motion (rotation and precession

1The present chapter relies on the journal publication Prograde and retrograde precession of a fluid-
filled cylinder by Pizzi, Giesecke, Šimkanin, & Stefani (2021b) © 2021 (with the permission of IOP
Publishing).
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are opposite) and small nutation angle. The impact of the angle is not a trivial topic:
while in the analytical theory both the linear (Liao & Zhang, 2012, Gans, 1970) and the
weakly nonlinear cases (Meunier et al., 2008, Gao et al., 2021) tend to unify the precession
ratio with the nutation angle forming a general forcing parameter. However in the strong
forcing regime the scenario may be more subtle than that. In fact, as shown by Lopez
& Marques (2016), the sole change of α causes completely different flow responses which
are not predictable a priori. Consistently with these findings, experimental works have
observed very different phenomena for different values of α: at low nutation angles the
flow tends to undergo small-scale instabilities and a complex pathway to turbulence, such
as the resonant collapse (Manasseh (1992)). Instead at large nutation angle large-scale
structures occur together with more clear transitions dominated by geostrophic columnar
vortices (Kong et al. (2015), Jiang et al. (2014), Pizzi et al. (2021a)).
So far, most studies of fluid-filled precessing cylinders, focused on the impact of Reynolds
number and/or precession ratio, were carried out for small nutation angles. While for
cylindrical geometry the prograde precession (i.e. when the projection of the container
and the turntable rotation have the same sign) (Meunier et al. (2008), Kong et al. (2015),
Jiang et al. (2014), Manasseh (1992)) and retrograde (Albrecht et al. (2021), Marques &
Lopez (2015), Lopez & Marques (2018)) precession were investigated separately, a direct
comparison between these two motions is still elusive. The present numerical investiga-
tion aims at assessing the role of prograde and/or retrograde motion for comparably large
nutation angles for the future large scale precession experiment in frame of the DRES-
DYN project. In particular, we will extend the work of Giesecke et al. (2018, 2019) where
precession ratios for efficient dynamo action were studied only for perpendicular nutation
angle, by identifying the most promising parameters in terms of nutation angle and pro-
grade or retrograde precession. The main idea is that the optimum range is characterized
by the emergence of axisymmetric large-scale rolls which resemble the s2+t1 flow struc-
ture studied in a spherical kinematic dynamo model by Dudley & James (1989) and in a
cylindrical model by Xu et al. (2008).

The rest of the chapter is organized as follows: in Section 4.2 is described the phase space
investigated in the present Chapter. The Section 4.3 is dedicated to the comparison of
analytical and numerical results for weak forcing. The results concerning the different
flow responses for varying nutation angles and prograde and retrograde motion in terms
of inertial modes and flow structures are presented in Section 4.4. The stability of the
flow is analyzed in detail in Section 4.5, and the poloidal structures emerging for certain
precession ratios are discussed in Section 4.6. All results of this Chapter are summarized,
together with their implications, in Section 4.8.
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4.2. Investigated parameters

The parameter space to be investigated in this Chapter is the following: the Reynolds
number varies in the range [5×102, 104] and the Poincaré number in the range ±[10−3, 3.5×
10−1]. The nutation angles are α = 60◦, α = 75◦ (in Sec. 4.3 we show results also for
some other angles), both for prograde and retrograde precession, and α = 90◦ for which
there is no difference between prograde and retrograde precession. The aspect ratio will
be fixed at Γ = 2 which is quite close to the resonance point Γ = 1.989 of the first inertial
mode with (m,n, k) = (1, 1, 1). A summary of all simulations in the parameter space
(Re, Po) will later be shown in the stability diagram of Fig. 4.7(a).
Although the simulations are performed in the turntable frame of reference, almost all
results will be presented and discussed in the mantle frame in which the inertial and
geostrophic modes are more intuitive (the only exception are the plots of the angular
momentum and the Rayleigh criterion shown in Figs. 4.5, 4.7).
In this Chapter we make also use of the projection of the DNS flow field onto a basis given
by inertial modes (discussed in 3.2).

4.3. Comparison with analytical theory at low forcing

We focus on the mode (1, 1, 1) which represents a gyroscopic motion resulting from the
tendency of the fluid flow to align the flow rotation with the precession axis. We should,
however, point out that it is not the same behavior as for the Poincaré flow since in
the cylinder the presence of the endcaps influences the fluid rotation axis not allowing a
uniform vorticity solution. The mode (1, 1, 1) belongs to the inertial wave group described
in subsection 2.1.4. We investigate the flow behavior with respect to the nutation angle
α for a range between [30◦, 90◦] for prograde and retrograde cases. In Fig. 4.1(a) the
axial velocity for the forced mode u11

z is shown to increase in magnitude with α. For
prograde motion it is always larger than for the corresponding retrograde motion. The
dominance of the first radial wave number n = 1 is clearly visible since all profiles have
the typical shape of the first order Bessel function (diamond-black curve) whose argument
is the first root of the dispersion relation ξ111 = 2.7346 confirming that the (1, 1, 1) mode
is substantially dominant for low Po. Next, we analyze the behavior of the directly
forced mode’s amplitude in terms of magnitude and phase. Fig. 4.1(b) shows the phase
ψ = arctan(ℑ(A111)/ℜ(A111)) vs α for two different Reynolds numbers. The increase in
the nutation angle provokes a phase shift quite pronounced for the prograde profiles (blue
and green curve) while the retrograde profiles are much flatter indicating minor changes in
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the orientation of the flow structure. This features seem to be rather independent of Re.
Then, we focus on the amplitude defining the scaled value as a111 = |A111|/(

√
Re|Po| sinα)

and compare them with the analytical viscous solution close to resonance (Liao & Zhang
(2012)). In Fig. 4.1(c) the results are shown: our numerical results have smaller values
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Figure 4.1. Analysis of the directly forced mode (1, 1, 1). (a) Plot at z = 0 of the radial
profile of axial velocity u11

z for Re = 6500, Po = 0.010 and several nutation angles. Black
diamond curve shows the Bessel function profile for the first radial wave number. (b) Plot
of the phase of (1, 1, 1) mode vs. nutation angle for two Reynolds numbers (symbols).
(c) Comparison between the general asymptotic theory by Liao & Zhang (2012) with our
numerical results as a function of the nutation angle.

than the analytical viscous theory. Only the prograde case for Re = 3500 is close and
parallel to the analytical model for α < 30◦. The reason for this quantitative discrepancy
is due to the fact that our results are beyond the limit of validity for the analytical model,
i.e ϵ sinα < O(1).

The final result of this Section is presented in Fig. 4.2 where the scaled amplitude a111 =
A111/(

√
RePo sin(α)) of the directly forced mode is plotted as a function of the aspect ratio

Γ. The dotted horizontal line represents the amplitude calculated by using the simplified
model of Gans (1970); the dashed line shows the inviscid theory which diverges at of the
first resonant aspect ratio Γ = 1.989. Finally the blue line shows the linear asymptotic
model by Liao & Zhang (2012). As we can observe our simulations (diamonds) agree well
with the analytical model for small nutation angle, while they show a growing difference
when increasing α. Since the simulated cases are for a fixed precession ratio, Po = 0.1,
and Re = 3500 (orange diamonds) and Re = 6500 (green diamonds), this result shows
that it is the nutation angle that causes the deviation from the linear model.
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4.4. Impact of precession on the base flow

It is well-known that a precession-driven flow in cylindrical geometry changes with in-
creasing forcing due to the emergence of an axisymmetric azimuthal flow and the related
modification of the non-axisymmetric poloidal flow (Meunier et al., 2008, Kong et al.,
2014, 2015, Jiang et al., 2014). Here we focus on the specific influence of the nutation
angle on this behavior.
In Fig. 4.3, we show the time-averaged axial velocity uz which is a good representative
of the base state. The three selected configurations α = 60◦(p), α = 90◦ and α = 60◦(r),
as examples for prograde, perpendicular and retrograde precession, respond in different
ways to the increase of the precession ratio Po. Only the prograde and the perpendicular
cases show a reduction of the axial flow to negligible values inside the bulk region whose
extension increases with the precession ratio. By contrast, the retrograde case (bottom
row) remains essentially unchanged in magnitude and shape, but with counterclockwise
phase shift from low to large Po.
For the smallest precession ratio Po = 0.010 (left column) the 3 configurations appear
very similar. The flow magnitude is quite weak and the three-dimensional structures (in-
dicated by the ±0.15 levels) are symmetrical with respect to φ (the shape for α = 90◦ is a
little more elongated). The plots for Po = 0.100 (central column) prove that in the bulk
uz vanishes at lower Po for prograde precession. Finally, at Po = 0.200, uz is confined
close to the sidewall for α = 60◦(p) and α = 90◦, with this region being thinner for the
latter case.
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In order to quantify the flow response, we investigate the energy densities of the main
inertial modes in dependence on the precession ratio. We define the energy densities of the
geostrophic-axisymmetric, the directly forced mode and the solid body rotation energy
(as reference) as follows:

e00 = 1
2V

∑
n

|A00n|2 , e11 = 1
2V

∑
n

|A11n|2

2 , esbr = 1
2V

∫
V

(Ωcr)2 dV . (4.1)

The energies for the axisymmetric-poloidal structures are:

e02 = 1
2V

∑
n

(ℑA02n)2 , e0k = 1
2V

∑
n

(ℑA0kn)2 , (4.2)

with ℑ denoting the imaginary part (see subsection 2.1.4 for descriptions of this type of
inertial modes which are called axisymmetric oscillations (Liao & Zhang, 2012, Zhang &
Liao, 2017)).
Figure 4.4 shows the energies as defined in Eqs. (4.1) and (4.2) versus the precession ratio
Po. The differences between different nutation angles (and prograde/retrograde preces-
sion) become stronger with increasing Po. The prograde and α = 90◦ cases display an
abrupt transition from a state with low energy in the geostrophic axisymmetric mode
(low state) to a state with high energy (high state). The retrograde cases (orange and
red curves) reveal a much smoother increase of e00 whose final level is lower than for
the prograde counterparts (Fig. 4.4(a)). While in the low state region (for Po < 0.075)
the prograde curves are almost overlapping, from the transition onward to the maximum
precession ratio they diverge, e.g., the blue and green curves (α = 60◦ and α = 75◦) show
the jump at lower Po with the saturated levels differing by approximately 10%. Inter-
estingly, the linear increase of the α = 90◦ case in the strong precession regime indicates
the growth of the geostrophic azimuthal circulation which illustrates why the axial veloc-
ity contour (in Fig. 4.3) is so thin and concentrated close to the sidewall boundary for
Po = 0.200. This is consistent with the outcome of Kong et al. (2015) who found that the
larger the nutation angle the larger the bulk region that is occupied by the geostrophic-
axisymmetric flow. The behavior of the forced mode energy e11 is closely related to that
of e00. In Fig. 4.4(b) the prograde curves increase until Po ≈ 0.08 followed by a sharp
breakdown of more than 60%. We notice two particular aspects: (i) the breakdown occurs
at the same Po as does the jump of e00; (ii) the smaller the angle the earlier the transition
occurs. After the breakdown the curves for α = 60◦, 75◦ remain flat, while the curve for
α = 90◦ continues to decrease. In accordance with the linear increase of e00 as discussed
above, the two retrograde curves do not show any sharp transition.
Closely related to the breakdown of e11 for the prograde and perpendicular cases, and the
weaker decrease of e11 for the retrograde case, we observe energy peaks for the poloidal
modes. Fig. 4.4(c) shows e02 = f(Po) which is the energy associated with the axisym-
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metric vortex structure in the cylinder’s meridional semi-plane (see also Fig. 4.8). The
nutation angle and the prograde or retrograde configuration are decisive in this respect.
The largest value of e02, as found for the case α = 75◦ (r), is almost 50% larger than for
α = 90◦ (and more than double than those of the other cases). It has a maximum around
Po = 0.130 with a remarkably wide range of ∆ Po ≈ 0.020. By contrast, the α = 60◦ (r)
case (orange curve) shows the smallest magnitude whose maximum values are situated at
still larger values of Po. Quite generally, the peaks for the retrograde profiles are shifted to
larger precession ratios compared to the prograde ones. The prograde and perpendicular
precession show curves with similar values for Po < 0.090 but while α = 90◦ has a clear
peak followed by a steep decrease, the other cases remain at non-negligible level of e02.
Similar features are shown by the complementary part of the poloidal energy ∑

k ̸=2 e0k,
Fig. 4.4(d), where α = 90◦ and α = 75◦ retrograde have the peak at the same Po as e02.
If we sum up the energies contained in the inertial modes considered in Fig. 4.4 we obtain
that, for prograde and perpendicular precession, their summation contributes more than
90% of the total energy of the flow, whereas the summation for the retrograde cases stays
around 60%. This fact indicates that the prograde precession is essentially characterized
by these inertial modes while the retrograde cases are characterized by a more complex
flow structure. However, other contributions of inertial modes are outside the scope of
the present work because they are seemed less relevant for possible dynamo action.
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Figure 4.3. Flow structures for prograde, perpendicular and retrograde precession. 3d
isosurfaces and 2d contours (at z = 0) of the time averaged axial velocity uz for Re =
6500 and three representative precession ratios Po = 0.010, Po = 0.100, Po = 0.200
(from left to right). From top to bottom: prograde α = 60◦(p); perpendicular α = 90◦;
retrograde α = 60◦(r). In the equatorial 2d polar plane 100 equispaced levels are shown;
the isosurfaces are drawn at levels ±0.15, and the meridional semiplanes of cylinder frame
represent φ = 0.
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Figure 4.4. Energy content of various inertial modes versus precession ratio Po for
different nutation angles. (a) geostrophic-axisymmetric energy e00; (b) energy contained
in the directly forced mode e11; (c) axisymmetric poloidal energy e02 for the second axial
wave number; (d) remaining part of the axisymmetric poloidal energy with k ̸= 2. The
energies are scaled by the solid body energy esbr, all quantities are defined in Eqs. (4.1)
and (4.2).
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4.5. Role of the centrifugal instability and the
breakdown of the directly forced mode

We have shown that for the prograde and perpendicular cases three main regimes can
be identified: (i) a low state dominated by the forced m = 1 Kelvin mode, (ii) a transi-
tion region and (iii) a high state dominated by an axisymmetric-geostrophic flow. The
increase of the axisymmetric-geostrophic mode results in the dominance of an azimuthal
circulation and the near-absence of axial flow in the bulk region as shown in Fig. 4.3.
The strong azimuthal rotation is opposed to the container rotation leading to the braking
of the original solid body rotation and, for large enough precession ratio, possibly to a
centrifugally unstable flow. This topic will be our next focus.
As a common discriminant to evaluate the hydrodynamic stability of rotating flows the
centrifugal stability criterion, or Rayleigh criterion, defined as

∂(L)2

∂r
> 0 with L = r utt

φ , (4.3)

is employed. In Eq. (4.3), L is the angular momentum and utt
φ = uφ + Ωcr denotes the

azimuthal velocity in the turntable reference frame. Strictly speaking this criterion holds
only for purely rotational shear flows. Nevertheless, the application in the present case is
supported by the prevalently azimuthal nature of the flow once the high state is achieved,
and is also consistent with the description of the experimental observations by Kobine
(1996).
The radial profile of the angular momentum and the radial derivative of L2, averaged both
in azimuthal and axial direction, are shown in Fig. 4.5. The left column of Fig. 4.5(a1-e1)
shows the impact of the precession ratio on L. With increasing Po the flow deviates more
and more from the solid body rotation (SBR) profile, eventually developing rather flat
profiles in the bulk region (for r < 0.8, say). For prograde precession and α = 90◦, at
large enough Po the angular momentum becomes negative, indicating that in this region
the flow rotates opposite to the container. For large Po the deviation from SBR goes
along with an emergence of a steep velocity gradient between 0.90 < r < 1.0, owing to a
marked sidewall boundary layer (Pizzi et al. (2021a)). The retrograde cases do not show
any negative L for Po ≤ 0.20.

The right column, Fig. 4.5 (a2-e2), shows the radial derivative of L2. For prograde
precession and α = 90◦, at large enough Po the slope of L2 becomes negative indicating a
centrifugally unstable flow. We find that for α = 60◦ (p) and α = 75◦ (p) the violation of
Rayleigh’s criterion occurs at Po ≈ 0.100 (green curve in (a2) and (b2)) while for α = 90◦

the flow becomes unstable above Po ≈ 0.125 developing a marked ‘nose’ shape with a
positive peak at r ≈ 0.8 and negative peak at r ≈ 0.9.
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Figure 4.5. Left: radial distribution of the angular momentum for Re = 6500 and
several configurations (a1-e1). Right: radial derivative of L2, showing the violation of the
Rayleigh’s criterion for the prograde and perpendicular cases (a2-e2).
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Up to this point, the analysis has been carried out for Re = 6500; next our goal is to
extend the range to other Reynolds numbers. We begin with the study of the breakdown
of the directly forced mode. In Fig. 4.6 we show the energy contained in the (m, k) = (1, 1)
mode as a function of Po for several Reynolds numbers. It is straightforward noticing that
the steep decrease in the energy does not occur for the smallest Reynolds, i.e. Re = 500
and Re = 1000.
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Figure 4.6. Behavior of the directly forced energy e11 for different Reynolds numbers and
α = 90◦. Notice that the breakdown is clearly expressed only for the largest Reynolds
number curves.

In Fig. 4.7, we present regime diagrams for the instabilities described so far, i.e. the
breakdown of the directly forced mode and the violation of Rayleigh’s criterion. Figure
4.7(a) shows the parameter space (Po,Re) that includes all cases treated in our numerical
simulations. The flow is defined as stable (black symbols) or unstable (red symbols)
according to the Rayleigh criterion (4.3). From the preponderance of the red symbols
in the upper half plane, it is obvious that the prograde motion is substantially more
prone to become unstable. It is noteworthy that in order to find an unstable flow for
retrograde motion we must achieve more than twice the precession ratio of the prograde
counterpart, e.g the first unstable solution at Re = 6500 for α = 75◦ (r) is found at
Po = 0.250 while for prograde it is at Po = 0.100 (see zoom plot). This discrepancy is
even more pronounced for the case α = 60◦ where no centrifugal instability is found at
all for retrograde precession. In the zoom panel of Fig. 4.7(a), we observe that for the
prograde cases the unstable points appear at smaller Po for smaller α, (see for instance
at Re = 6500 and Re = 10000 the asterisks for α = 60◦ and the triangles α = 90◦).
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Figure 4.7. Regime diagram in the (Po,Re) space with respect to the centrifugal stability.
(a) Plane showing all the simulations performed for prograde (Po > 0) and retrograde
(Po < 0) precession at three different nutation angles (195 simulations). Black and
red symbols represent stable and unstable solutions in the sense of Rayleigh’s criterion
(Eq. 4.3). The zoom plot shows a focus on larger Re to underline the impact of α for the
occurrence of instability. (b) Diagram for α = 90◦. Green symbols are the stable solutions,
black symbols represent the solutions already gone through the breakdown of the directly
forced mode but yet centrifugally stable and red symbols denote the centrifugal unstable
solutions. The grey dashed-dotted line marks the critical precession ratio Po(c1) for the
breakdown of the (1, 1) mode and the blue solid line shows the critical threshold Po(c2)

for the violation of the Rayleigh criterion.

However, we do not find a systematic dependence of the critical precession ratio for the
onset of the instability with respect to α. In particular it is not possible to unify the
precession ratio and the nutation angle into a general forcing parameter Po sinα.
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4. Prograde and retrograde precession and the role of the nutation angle

Figure 4.7(b) focuses on the case α = 90◦ for which we have simulations for several
Reynolds numbers. In addition to the violation of Rayleigh’s criterion we illustrate also
the breakdown of the energy of the directly forced mode. For the sake of clarity we show
only the last stable point where e11 is maximum (green symbols), the points included
between the two stability curves (black symbols), and then the first centrifugally unstable
point (red symbols). The grey dashed-dotted curve marks the derived scaling law for the
breakdown of e11 whose expression is Po(c1) = 0.025 + 0.40 Re−1/5. Note the absence of
points for Re = 500 since this Reynolds number does not show a clear breakdown of e11

(see Fig. 4.6). The blue curve is the fit marking the scaling for the critical threshold,
Po(c2) = 0.033 + 0.7 Re−1/4, above which the flow is centrifugally unstable. This kind of
scaling law is reminiscent of the instability threshold found by Lin et al. (2014) for the
regime of strongly non-linear flow in a precessing cylindrical annulus.
We should remark that the parameter space studied is quite limited in terms of Reynolds
numbers, therefore any extrapolation for geophysical phenomena and the DRESDYN
experiment should be taken with a grain of salt. Formally, the above scaling expressions
for Po(c1) and Po(c2) would cross around Re ∼ 1011, but the applicability for such large
Reynolds numbers is questionable. Comparing these results with Fig. 4.4(a), we see
that, for the prograde cases, the centrifugal instability appears close to the value of Po
where e00 achieves the high state. We conclude that the emergence of the axisymmetric-
geostrophic flow (essentially an azimuthal flow which counteracts the solid body rotation)
is responsible for the decrease of the angular momentum L and consequently its negative
radial derivative (i.e violation of Rayleigh criterion). If this is the case our results indicate
a hierarchical relation between the centrifugal instability and the secondary-geostrophic
instability theory proposed by Kerswell (1999) whose occurrence would scale ∝ Re−1/4.
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4.6. Poloidal flow field: promising flow structures for
dynamo action

In this section we focus our attention on the poloidal flow structure whose energy was
plotted in Fig. 4.4(c) and Fig. 4.4(d). The interest in this particular kind of inertial
modes is mainly related to their suitability for dynamo action in a precessing cylinder, as
discussed in Giesecke et al. (2018, 2019).
Figure 4.8 shows the poloidal flow structure for various nutation angles, taken at the re-
spective values of Po where the energy density e02 is maximum (see Fig. 4.4(c)). The vec-
tor field comprises the azimuthally averaged radial and axial velocities [uz, ur]m=0, while
the color scale represents the magnitude of the azimuthal vorticity (again azimuthally
averaged) which is a measure of the rotatory behavior of [ur, uz] in the meridional half
plane:

(ω · φ̂)m=0 = ωm=0
φ = 1

2π

∫
φ

(
∂ur

∂z
− ∂uz

∂r

)
dφ . (4.4)

The nutation angle plays a major role both for the topology and the magnitude of the
poloidal flow field. Remarkably, the prograde case with α = 60◦ (Fig. 4.8(a)) shows
an opposite orientation of the double rolls compared to those in the other cases and
includes smaller vortices in the corners. The colors illustrate how the azimuthal vorticity
is distributed in the plane, including zones characterized by an alternation of signs. The
strength and the extension of the larger rolls present an increase from α = 75◦ (p) to
α = 90◦, finally achieving a maximum at α = 75◦ (r). The case α = 60◦ (r), Fig. 4.8(e),
shows the weakest and smallest vortices which additionally are centered more towards
the corners. This behavior is in accordance with the maximum level of e02 shown in
Fig. 4.4(c).
In order to have a direct quantitative comparison, we plot also the axial velocity um=0

z

at r = 0.5 and the radial velocity profile um=0
r at the equator z = 0, in Fig. 4.8(f) and

Fig. 4.8(g), respectively. Again, the largest values are achieved for α = 75◦ (r) (red
dashed-dotted curve) both for radial and axial velocities, while α = 60◦ (r) is the weakest
case. The case α = 60◦ (p) has opposite values with respect to all other cases, consistent
with the inverse rotation of the vortices in the bulk.
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4. Prograde and retrograde precession and the role of the nutation angle

4.7. Transient behavior of double and quadruple rolls

In the following, we will discuss the time dependence of the poloidal rolls. Specifically, we
will work out the difference between α = 90◦ (double rolls) and α = 60◦ (p) (quadruple
rolls), i.e the two paradigmatic cases of double and four vortices. We choose to present the
amplitude since it is directly related to the velocity and we include also the dependence
on the radial wave number because it is a useful characterization of the flow field’s radial
distribution in the half plane.
The two cases show different evolutions of the poloidal structure as we can see in Fig. 4.9
and Fig. 4.10 where snapshots of the instantaneous flow field at different time-steps are
presented together with the corresponding amplitudes.

The case α = 90◦ (Fig. 4.9) exhibits a double-vortex structure that remains rather stable
during the entire period showing only a little enlargement from t = 38 to t = 145. The
vortex close to the top endwall has a counterclockwise direction associated with a positive
azimuthal vorticity and the opposite direction for the bottom vortex. This behavior is
also reflected in the flow amplitude. Indeed, the A021 component is dominant and always
positive while the other ones are of minor importance.

The case α = 60◦(p) (Fig. 4.10) shows a much more complex evolution. The first part
of the transient (panel 1) is characterized by a double vortex structure (green arrows)
analogous to the case α = 90◦. The time t = 38 coincides with a local peak of A021, which
in the subsequent period decreases while A022 (red curve) increases till t = 79 when the
original double rolls are confined in the corner and a radial inward flow appears around
the equator (panel 2, purple arrows). The next step (panel 3) is characterized by the
organization of vortical flow around z ≈ 0 which evolves into a clockwise vortex, denoted
by the purple arrow in the blue central region, followed by the formation of another roll of
opposite rotation (panel 4). At t = 90 (blue dashed line in the amplitude plot) we observe
the crossing of A021 and A022, which is accompanied by the formation of 4 axisymmetric
vortices. In the remaining time, the central vortices migrate towards the endwalls (panel
5): the large bottom roll has acquired the final extension and inclination while the top
vortex is stretched. The last panel at t = 145 shows the final setup where the corner rolls
and bulk rolls lie next to each other with opposite rotation in a sort of ‘gear’ interaction.
The final level of A021 < 0 denotes an opposite rotation of the larger vortices with respect
to the case α = 90◦ shown in Fig 4.9.
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Figure 4.8. Dependence of the poloidal flow field on the nutation angle. Contours of the
meridional semi-plane for Re = 6500 and five cases (corresponding to the maximum of e02
in Fig. 4.4(c)). Vector field for [uz, ur]m=0 and color scheme for the azimuthal vorticity
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4.8. Summary

In this Chapter we numerically studied precession driven flows enclosed in a cylindrical ge-
ometry whose nutation angle varies between 60 and 90 degrees for prograde and retrograde
precession. The two types of motion present significant differences: prograde precession
shows sharp transitions between a laminar and a turbulent flow state with low and high
geostrophic axisymmetric flow components. This transition is related with a centrifugal
instability. By contrast, retrograde precession goes through a smooth transition between
a low state and a high state. At the same time prograde and perpendicular precession
show an abrupt breakdown of the flow directly excited by the forcing mechanism, which
is not the case for retrograde motion. For every angle studied we observe the emergence
of an axisymmetric poloidal flow which is promising for precession-driven dynamo action.
This kind of flow structure resembles the Taylor vortices and they appear in a specific
range of precession ratio which depends on the nutation angle.

Physical conjecture

The remarkable difference between prograde/perpendicular and retrograde precession for
large forcing can be discussed in the mathematical formulation of the problem. In the
turntable reference frame the rotation vector Ω reads (Albrecht et al. (2021))

Ω = (Ωp cosα) ẑ︸ ︷︷ ︸
background rotation

+ |Ωp sinα| x̂︸ ︷︷ ︸
equatorial−plane component

, (4.5)

with x̂ being the equatorial coordinate, with the following specifications:

• for perpendicular precession → Ω = 0ẑ + |Ωp| x̂

• for prograde precession → Ω = (Ωp cosα) ẑ + |Ωp sinα|x̂

• for retrograde precession → Ω = (−Ωp cosα) ẑ + |Ωp sinα|x̂ .

We can conclude that the combination of these two components are responsible for the
difference in the flow structures (being the only difference in the Navier-Stokes equation):
the equatorial component is sufficient to trigger the breakdown of the forced mode and the
rising of the geostrophic zonal flow (perpendicular precession). However the background
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rotation can either amplify this effect if its sign is positive (prograde motion) or reduce
the effect if it has a negative sign (retrograde motion).
The scenario which emerges from the present study is far from trivial. The flow field
enclosed in a precessing cylinder evolves through several stages: the emergent geostrophic
axisymmetric flow grows with Po modifying the distribution of the flow’s angular mo-
mentum. Together with the increase of the geostrophic flow the breakdown/reduction
of the directly forced mode occurs. Those two effect can be considered as the first kind
of instability discussed in the present work. This process completes with the violation
of Rayleigh’s criterion, quite “easily” for prograde precession and hardly for retrograde.
Before the onset of the centrifugal instability we observe a peak of the axisymmetric
poloidal field. We argue that there is no direct cause-effect relation between the centrifu-
gal instability and the poloidal flow, rather the rising of poloidal flow is attributed to
the nonlinear self-interaction of the directly forced mode. Such a mechanism has been
proposed by Waleffe (1989) and discussed in the nonlinear theory of Meunier et al. (2008).
As shown in Fig. 4.11, the numerical results of this Chapter present good agreement with
the experimental measurement conducted by Kumar et al. (2023).

Figure 4.11. Comparison between simulations and experiments for α = 60◦, Re = 104 and
different precession ratios (from Kumar et al. (2023)). First row shows the comparison
of the axial velocity at radius r = 0.92R and height 0.95H. The other rows show the
contours over time and depth of the axial velocity for different Po for simulations (b1 to
b4) and experiments (c1 to c4).
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5. Kinematic dynamo action in a
precessing cylinder

Nel 1860 ebbi occasione di far
costruire per conto del Gabinetto di
Fisica Tecnologica dell’Universitá di
Pisa un modelletto di macchina
elettro-magnetica da me immaginata,
e che ora mi risolvo a descrivere
specialmente...

Antonio Pacinotti, Descrizione di una
macchinetta elettro-magnetica

1In the previous Chapter 4 we have observed that precession driven flows can exhibit
vigorous large scale components arising from instabilities or non-linearity effects. In this
Chapter, we numerically investigate interactions between precession driven fluid flows and
magnetic fields in a fluid filled cylinder whose aspect ratio is close to the first resonant
one. Exploiting the hydrodynamic simulations from Chapter 4, we show precession driven
dynamos in different forcing regimes. Since this represents the first step in elucidating
the role of governing parameters for triggering the dynamo, our model is a rather simple.
We do neither investigate the role of magnetic boundary conditions nor the back-reaction
of the magnetic field on the flow due to the Lorentz force.

1The content of the present chapter comes from the journal publication The effect of nutation angle
on the flow inside a precessing cylinder and its dynamo action by Kumar, Pizzi, Giesecke, Šimkanin,
Gundrum, Ratajczak, & Stefani (2023) © 2022 (with the permission of AIP Publishing); and partly
from Numerical and theoretical framework for the DRESDYN precession dynamo experiment by Pizzi,
Giesecke, Šimkanin, Kumar, Gundrum, & Stefani (2022a) © 2022 (with the permission of Institute of
Physics, University of Latvia).
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5.1. Introduction

The possibility to achieve dynamo action through precession-driven motion of a fluid
flow is an appealing scenario. In particular, precession represents a non-invasive way to
drive the flow without using internal components such as blades or propellers. As already
mentioned in the Introduction (1.1), in the last decades, with the improvements of the
computer resources, the scientific community has observed precession-driven dynamos in
simulations. One of the first complete studies was by Tilgner (2005) who found a dynamo
in a spherical container for both laminar and turbulent flows at low Ekman number. A
similar conclusion was drawn by Lin et al. (2016) who observed a dynamo in a full sphere
for different forcing regimes proving that the magnetic field generation is due to the large
scale vortices.
For cylindrical geometry the works of Nore et al. (2011) and Giesecke et al. (2018) are
the keystone for the precession driven dynamo while for cube the works of Krauze (2010)
and Goepfert & Tilgner (2016) are the references.
The basic approach for the numerical dynamo study is the kinematic dynamo approach,
in which the flow velocity is prescribed and inserted in the induction equation (i.e the
equation which describes the evolution of magnetic field, Eq. (2.35)). A more complicated
approach is represented by dynamically consistent dynamo models in which the Navier-
Stokes and the induction equation must be solved simultaneously and the back-reaction
of Lorentz force on the flow is considered.
From a numerical point of view, in spherical geometry the MHD simulations are normally
based on spectral schemes where the velocity and the magnetic field are decomposed into
toroidal and poloidal components. Furthermore, the boundary conditions for the mag-
netic field can then be separately expressed for each degree and order of the spherical
harmonics: this procedure allows to avoid the treatments of magnetic field in the exterior
of the domain.
For other geometries, the implementation of magnetic boundary conditions is more com-
plicated and several options have been chosen:

• Laplace equation method.

• Embedding method.

• BEM (Boundary Element Method).

• Integral equation method.
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The Laplace method has been used, e.g., for the flow optimization of the Riga dynamo
experiment (Stefani et al. (1997)). It consists in solving the Laplace equation for the
external dynamo domain, then the results are matched with the interior solution (Gailitis
et al. (2004), Guermond et al. (2003)). The drawback of this method is that it is numer-
ically expensive.
The embedding model has been implemented for the simulations of Karlsruhe dynamo
(Rädler et al. (2002)). The basic principle of this method is exploiting the simplicity of
spherical domain for which the expansion in spherical harmonics for the boundary con-
ditions can be used by embedding the real dynamo body inside an artificial sphere. The
space between the very dynamo body and the external sphere is modeled as being filled
by a medium with lower electrical conductivity than the internal of the dynamo region.
Numerical convergence is then validated by decreasing the conductivity of the external
medium.
The Boundary Element Method has been fully described and tested for instance in Iskakov
et al. (2004) and by Giesecke et al. (2008) (coupled with a finite volume method). The
main concept of this scheme is expressing the magnetic field outside the conducting re-
gion as the gradient of a scalar potential which is governed by the Laplace equation. The
Laplace equation is integrated only on the boundary in the form of an algebraic set of
equations by making use of the second Green’s theorem.
So far we described the methods based on differential equations. However, some authors
have shown the possibility to use the integral method. Roughly speaking this numerical
scheme solves the Biot-Savart law in a self-consistent manner. For kinematic dynamo
models, Xu et al. (2008) used a coupled system of equations (one for the magnetic field
and the other one for the electrostatic potential) to solve the classical set up of spherical
dynamo and the so called “matchbox”, i.e. a rectangular box filled by electrically con-
ducting fluid and surrounded by vacuum (Stefani et al. (2000)). The integral method is
rather efficient allowing to achieve reasonable results with quite coarse mesh. Another
positive aspect is the flexibility of this method since it is suitable for arbitrarily shaped
domains.
In this work we will make use of most simple method, the pseudo-vacuum condition
(known also as vertical field condition) which imposes vanishing tangential field at the
wall allowing only the normal component to be non-zero.

5.2. Methodology

Here, we describe the procedure used in this thesis to approach the kinematic dynamo
problem. Once the velocity field is computed (and achieves the statistically steady regime,
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see for instance Fig. 3.2(a)) it is inserted into the induction equation. The time-averaged
flow velocity used is characterized only by large scale structure, therefore any turbulent
fluctuations are excluded. As mentioned above, the boundary condition are the pseudo-
vacuum conditions where the tangential field components at the wall vanish.
The role of the boundary conditions are crucial for the accuracy of the model. Corre-
sponding studies have been applied to the VKS dynamo (Ravelet et al. (2005), Stefani
et al. (2006), Giesecke et al. (2012)), from which it is known that pseudo-vacuum bound-
ary conditions lead to a lower threshold for the occurrence of a dynamo compared to more
realistic insulator boundary conditions. For the models of the VKS dynamo, deviations
in the order of 30% were found in Giesecke et al. (2008), and for the Riga dynamo simu-
lations a deviation of 15% was found (Stefani, unpublished). So we should be aware that
our results will show a lower threshold for the dynamo onset and further studies with
more realistic boundary condition must be implemented in the future.

5.3. Results

In this section we present the results of the kinematic dynamo code applied to the flow
fields as obtained in the previous section.
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Figure 5.1. Time-evolution of the magnetic energy Em for Re = 6500, α = 90◦ and
Po = 0.100 for various magnetic Reynolds numbers Rm.

In order to clarify what we mean by “dynamo action” in our kinematic simulation, we
plot in Fig. 5.1 the time evolution of the magnetic energy Emag = 1/2V

∫
|B|2dV . The

cases for which Emag exhibits a positive slope represent a dynamo effect. In the next
Subsections 5.3.1, 5.3.2 we will perform this analysis for the entire data-set simulated
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5. Kinematic dynamo action in a precessing cylinder

(almost 200 simulations) to find the optimum spots.
The analysis will focus on two main points: (i) the influence of the nutation angle α on
the ability to drive dynamo action; (ii) the impact of the Reynolds number for a fixed
angle α = 90◦.

5.3.1. The role of the nutation angle
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α [o]

Figure 5.2. Regime diagram of the kinematic dynamo simulations in the (Po, α) parameter
space with fixed Re = 6500. Prograde (retrograde) cases correspond to the positive
(negative) region Po > 0 (Po < 0). Red symbols indicate dynamo action; black symbols
show missing dynamo action and the blue diamond show the peak of strongest dynamo
for each angle. Notice that the range investigated for the dynamo occurrence is 0 ≤ Rm ≤
1000.

Figure 5.2 shows the regime diagram in the (α, Po) space at fixed Re = 6500. We find
dynamo action (red symbols) for all angles except for α = 60◦ prograde. The range of
the precession ratio where dynamo action occurs changes with the nutation angle: for
prograde cases dynamos occur at Po ≈ 0.1 while for retrograde they appear at Po > 0.1
with a more extended range. For each angle, the blue diamonds indicate the dynamo with
the largest growth rate; they are plotted in Fig. 5.3 as optimum precession ratio Poo as
a function of the nutation angle. Notably the profile presents an asymmetry with respect
to α since the linear trend includes also the retrograde case α = 82.5◦ and the jump does
coincide with the symmetric precession i.e. α = 90◦.

We plot the growth rate of the magnetic energy γ = 2ℜ (σ) (where here σ is the eigenvalue)
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Figure 5.3. Optimum Poincaré number for the best dynamo action in dependence on the
precession Re = 6500.

in Fig. 5.4. As already highlighted, the α = 60◦ prograde shows no positive growth
rate even at the largest magnetic Reynolds number considered here. The lowest critical
magnetic Reynolds number occurs for α = 90◦ which, therefore, turns out to be the most
promising case for the later dynamo experiment.
Figure 5.5 shows the critical magnetic Reynolds number (i.e. the lowest Rm for the
occurrence of dynamo action) versus the nutation angle. Clearly, the role of α is crucial
in order to reduce as much as possible the threshold for the onset of dynamo, and it is clear
that the optimum range is 90 < α < 82.5 retrograde. Also the magnetic field structure,
for example the azimuthal component Bφ, depends on α (Fig. 5.6). The three snapshots
are taken between t = 300 and and t = 380. Both cases present contours elongated along
the axis and the final field shows a change in sign during the evolution.

To better observe the evolution of B, we show in Fig. 5.7 the three dimensional magnetic
field lines developed inside the container again for three different times (columns) for three
different nutation angles. The main outcome is that α causes a substantial difference in
the geometry and the time-evolution of the field. The α = 75◦ retrograde case presents
less dense field lines with quite chaotic shape, while the α = 90◦ shows the most coherent
topology characterized by two clear vortices with opposite rotations (visible as black
arrows) which change over time: e.g. at t0 the bottom large vortex is clockwise while at
t1 it becomes counterclockwise.
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Figure 5.4. Growth rate γ of the magnetic energy as a function of the magnetic Reynolds
number for five nutation angles. Various curves represent the different precession ratios
and the arrows mark the dynamo onset at the critical Rm.
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Figure 5.5. Critical magnetic Reynolds number for different nutation angles for Re =
6500.

Figure 5.6. Three snapshots of the azimuthal magnetic field Bφ at Rm = 700: top row
α = 90◦ and Po = 0.105 ; bottom row : α = 75◦ retrograde and Po = 0.175. Blue
color denotes negative values and red color positive values with the levels of translucency
denoting 30%, 50%, 70% of the field.

5.3.2. The role of the Reynolds number

In this subsection we fix the nutation angle α = 90◦ to investigate the impact of the
hydrodynamic Reynolds number on the dynamo action. We select this angle since it
appears to be the best angle for dynamo action, with the lowest critical magnetic Reynolds
number.
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Figure 5.7. Same as Fig. 5.6 but with 3D field lines.

We start by showing the regime diagram in the (Re, Po) space where the meaning of
the symbols is consistent with that of Fig. 5.2: black squares denote no dynamo action,
red triangles indicate dynamo action, and blue diamonds signify the strongest dynamo
action. The blue curve is a fit marking the scaling for Poc ≈ Re−1/4. Notice that for
Re < 3500 we observe dynamos also significantly above the threshold curve; by contrast
for larger Re the dynamo action is restricted to a quite narrow range. In the next step
we select the best precession ratio for every Re (the blue diamonds) and show the growth
rate γ as a function of Rm in Fig. 5.9(a). The slopes of the curves seem to converge for
the highest Reynolds number considered here. Collecting the points where the lines cross
γ = 0 we plot the critical magnetic Reynolds number in Fig. 5.9(b). The trend is not
monotonic, showing a flat maximum in the range 4000 < Re < 8000. The smallest critical
magnetic Reynolds number is found for Re = 2000. This might be the case since at small
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Reynolds number the flow tends to remain well organized in large scale structures rather
than become turbulent with the presence of small scales. More important is the apparent
convergence for higher Re.
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Figure 5.8. (Po,Re) parameter space with fixed α = 90◦. Black symbols represent no
dynamo effect and red symbol dynamo action found in the range of 0 < Rm ≤ 103. Red
crosses highlight the best dynamo action for each Re and the corresponding blue line is
the scaling law Po(c) ∼ Re−1/4.
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Figure 5.9. Analysis for α = 90◦. Left: Plot of the growth rate of magnetic energy
for different Reynolds numbers taken at the best Po; Right: Critical magnetic Reynolds
number dependent on Re.

5.4. Summary

The nutation angle is a crucial governing parameter for precession driven flows in cylin-
drical geometry whose role is far from trivial, especially in the nonlinear regime. It
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5. Kinematic dynamo action in a precessing cylinder

determines the flow topology and the magnitude of particular structures both for the flow
and the dynamo generated magnetic field. As a consequence the possibility to achieve
dynamo action is strongly influenced by the angle. The results of this Chapter give gen-
eral indications about the best region in the phase space for the dynamo action: the
optimum angle was found to be in the range 90◦ < α < 82.5◦ retrograde. Future studies
will focus on the extension of the analysis on other Reynolds number and to the impact of
realistic magnetic boundary conditions. With view on the present results (Stefani et al.
(2006), Giesecke et al. (2008)), we expect that the actual critical Rm for corrected vacuum
boundary conditions to be somehow 15% − 30% larger than the ones found here.
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6. A local model to study precession
driven turbulence

Doue la turbolenza dell’acqua si
genera
doue la turbolenza dell’acqua si
mantiene plugho
doue la turbolenza dell’acqua si posa...

Leonardo da Vinci, Codice Atlantico

1This Chapter is devoted to the study of turbulence features in precessing flows. In
contrast to the previous chapters, which were constrained on cylindrical geometry, we will
make use of a local model (periodic box) which has several benefits:

• the possibility to focus on an unbounded flow, by removing the boundary layers,
corners and other boundary condition problems.

• the possibility to achieve significantly higher Reynolds numbers than with global
simulations.

• the use of a cartesian periodic box in which the application of Fourier analysis to
approach the fluid flow in spectral space is straightforward.

While the following results cannot directly be applied to a cylindrical bounded flow,
they are still useful to understand and explain the generation of vortices, i.e. large scale
structures, which are common characteristics of all precession driven flows.

1The content of the present chapter comes from the journal publication Interplay between geostrophic
vortices and inertial waves in precession-driven turbulence by Pizzi, Mamatsashvili, Barker, Giesecke,
& Stefani (2022b) © 2022 (with the permission of AIP Publishing).
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6.1. Introduction

Rotating turbulence is an ubiquitous phenomenon both in celestial objects (Barnes (2001),
Cho et al. (2008), Knobloch & Proctor (1981), Zahn (1995)) and in industrial applications
(Dumitrescu & Cardos (2004), He et al. (2021)). Understanding the impact of rotation
on the mechanism of turbulence is far from trivial due to complexity of the behavior. In
general, when a fluid is subjected to rotation, the nonlinear interactions are influenced
by the Coriolis force whose strength is quantified by the Rossby number (the ratio of the
advection rate to the rotation rate) and the Reynolds number (the ratio of the advection
rate to the viscous rate). If the Coriolis force is strong enough the formation of coherent
columnar vortices occurs inside the fluid flow. This phenomenon has been observed in
experimental campaigns for several mechanisms such as oscillating grid (Hopfinger et al.
(1982)), for decaying turbulence (Staplehurst et al. (2008), Lamriben et al. (2011)), forced
turbulence (Campagne et al. (2014), Gallet et al. (2014), Campagne et al. (2014)), and
turbulent convection (Kunnen et al. (2010)). Numerical simulations have been useful to
analyze such tendencies in many cases (Bardina et al. (1985), Mansour et al. (1991, 1992),
Hossain (1994), Yeung & Zhou (1998), Smith et al. (1996)) also by making use of large
eddy simulations (Yang et al. (2004)) and turbulence models (Elena & Schiestel (1996),
Spalart & Shur (1997)).
The emergence of columnar vortices is accompanied by the ubiquitous existence of iner-
tial waves which are universal characteristics of rotating fluids. Their frequency ranges
between zero and twice the rotation rate Ω of the objects (Greenspan (1968)). From
this framework it is clear that the dependence on Re and Ro influences the emergence of
vortices or inertial waves turbulence. However the situation is not always clearly divided
since the 3D inertial waves (the so called fast modes) and the pseudo 2D vortices (also
called slow modes) can coexist. Several works were devoted to the study of these two
manifolds and their interactions for forced rotating turbulence (Smith & Waleffe (1999),
Müller & Thiele (2007), Buzzicotti et al. (2018)) and also for convection rotating turbu-
lence (Rubio et al., 2014, Knobloch, 1998).
Indeed other forcing mechanisms have been shown to be characterized by this interplay,
such as elliptical instabilities (Favier et al. (2015), Le Reun et al. (2017, 2019)), and tidal
forcing (Barker & Ogilvie (2009, 2010), Barker & Lithwick (2013)). In this perspective the
precession dynamics represents a possible candidate for the development of both three di-
mensional wave turbulence and rotating turbulence, but so far the studies were dedicated
to approach the turbulence characteristics without focusing on slow-fast manifolds (Khlifi
et al. (2018)). Other works were devoted to the stability analysis of the precession flows
(Salhi & Cambon (2009)). Barker (2016) used a model proposed by Mason & Kerswell
(2002) to study precession flows and analyze some properties such as dissipation and shell
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averaged spectra.
The aim of this Chapter is to answer several question such as: (i) how do the columnar
vortices depend on the precession ratio and Reynolds number; (ii) what are the mecha-
nisms for the formation of the columnar vortices in precessing driven flows, in particular
if they are caused by precessing instabilities rather than nonlinear transfer; (iii) in the
frame of nonlinear transfer what is the dominant mechanism, i.e the interaction of 2D-3D
structures or the 2D-2D interaction e.g inverse cascade. (iv) in terms of total shell-average
what type of cascade we observe and what kind of spectra characterize the precessing flows.

6.2. Results

The simulations performed in this Chapter, with the SNOOPY code (see Sec. 2.5), for
different pairs of (Po,Re) are listed in Table I. All runs start with initial small random
noise perturbations of velocity imposed on the basic flow.

6.2.1. 2D-3D analysis

In the present Section we follow a widely used approach in the theory of rotating anisotropic
turbulence (Smith & Waleffe (1999), Rubio et al. (2014), Buzzicotti et al. (2018), Khlifi
et al. (2018), Barker & Lithwick (2013)) and decompose the flow field into 2D and 3D
modes in Fourier space to better characterize the anisotropy between horizontal and ver-
tical motions. This choice is motivated by the observation of two main types of pertur-
bations: vortices, which are essentially 2D structures, and 3D inertial waves in rotating
turbulent flows with external forcing such as libration, elliptical instability (Le Reun et al.
(2017), Barker & Lithwick (2013)), precession (Khlifi et al. (2018), Barker (2016)) and
other artificial types of forcing concentrated at a particular wavenumber (Buzzicotti et al.
(2018), Müller & Thiele (2007), Seshasayanan & Gallet (2020)). The 2D vortical modes,
also called slow (geostrophic) modes, have dominant horizontal velocity over the vertical
one and are almost uniform, or aligned along the rotation z−axis, i.e., their wavenumber
parallel to this axis is zero, kz = 0. This slow manifold is also referred to as 2D and three-
component (2D3C) field in the literature, since it varies only in the horizontal (x, y)-plane
perpendicular to the rotation axis, but still involves all three components of velocity with
the horizontal one being dominant. On the other hand, 3D inertial wave modes, called fast
(with nonzero frequency ω = ±2Ωkz/k) modes, have comparable horizontal and vertical
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Re = 103.5

Po N ⟨E⟩
0.01 64 -
0.025 64 -
0.05 64 -
0.075 64 -
0.1 64 -

0.125 64 -
0.15 64 -
0.175 64 -
0.2 64 -

0.225 64 -
0.25 64 -
0.3 64 6.09 × 10−5

Re = 104

Po N ⟨E⟩
0.01 64 -
0.025 64 -
0.05 64 -
0.075 128 -
0.1 128 -

0.125 128 1.89 × 10−5

0.15 128 6.04 × 10−5

0.175 128 1.42 × 10−4

0.2 128 3.54 × 10−4

0.225 128 6.11 × 10−4

0.25 128 9.94 × 10−4

0.3 128 2.10 × 10−3

Re = 104.5

Po N ⟨E⟩
0.01 128 -
0.025 128 -
0.05 128 -
0.075 128 3.82 × 10−5

0.1 128 1.13 × 10−4

0.125 128 4.93 × 10−4

0.15 256 1.30 × 10−3

0.175 256 2.30 × 10−3

0.2 256 5.40 × 10−3

0.225 256 6.20 × 10−3

0.25 256 6.40 × 10−3

0.3 256 9.00 × 10−3

0.5 256 1.25 × 10−2

Re = 105

Po N ⟨E⟩
0.01 256 -
0.025 256 -
0.05 256 4.55 × 10−5

0.075 256 2.37 × 10−4

0.1 256 1.10 × 10−3

0.125 256 5.90 × 10−3

0.15 256 6.80 × 10−3

0.175 256 7.50 × 10−3

0.2 256 8.90 × 10−3

0.225 256 1.02 × 10−2

0.25 256 1.14 × 10−2

0.3 256 1.15 × 10−2

Table 6.1. Tables of simulations for the present Chapter. Each subtable contains a
specific Reynolds number with various precession ratio (second column). The second
column shows the resolution N the total number of point is N3. The other columns are
respectively: the time and volume averaged kinetic energy ⟨E⟩.

velocities and vary along z-axis, i.e., parallel wavenumber is nonzero kz ̸= 02. Specifically,
these two mode manifolds are

Ψ2D = {k | kx, ky, kz = 0} , Ψ3D = {k | kx, ky, kz ̸= 0} . (6.1)

2Due to the precessing basic flow, the kz(t) wavenumber of modes oscillates in time according to Eq.
(2.21), so we classify 2D and 3D modes as having ⟨kz(t)⟩ = kz0 = 0 and kz0 ̸= 0, respectively.
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and the spectral velocities for 2D vortices and 3D inertial waves can be defined as

ū(k) =
 ū2D(k) if k ∈ Ψ2D

ū3D(k) if k ∈ Ψ3D.
(6.2)

Note that the definition of 2D manifolds as used here differs from the Taylor-Proudman
problem since it does not necessarily have a vanishing vertical flow. Indeed, velocities
for both the 3D and 2D modes can be decomposed in turn into respective horizontal
ūh = (ūx, ūy, 0) and vertical ūz components

Using the general Eq. (2.26), separate equations can be written for the 2D and 3D mode
spectral energies defined, respectively, as E2D = |ū2D|2/2 and E3D = |ū3D|2/2, (Buzzicotti
et al. (2018), Barker & Lithwick (2013)):

dE2D

dt
= A2D +NL2D2D +NL3D2D︸ ︷︷ ︸

NL2D

+D2D, (6.3)

dE3D

dt
= A3D +NL3D3D +NL2D3D︸ ︷︷ ︸

NL3D

+D3D. (6.4)

Since injection A and dissipation D terms are of linear origin, they act for 2D and 3D
modes separately, i.e.,

A2D = A(k), D2D = D(k), for k ∈ Ψ2D

A3D = A(k), D3D = D(k), for k ∈ Ψ3D.

However, the nonlinear transfers can act only among modes which lie respectively within
the slow or the fast manifold, that is, nonlinear interactions separately among 2D-2D
modes (vortex-vortex),

NL2D2D = −ū2D · (u2D · ∇u2D),

and among 3D-3D modes (wave-wave),

NL3D3D = −ū3D · (u3D · ∇u3D),

(long bars denote Fourier transforms) as well as between these two manifolds, that is,
nonlinear cross interactions/couplings between 2D and 3D modes (vortex-wave) (Biferale
et al. (2016), Buzzicotti et al. (2018)),

NL3D2D = −ū2D · (u3D · ∇u3D).
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NL2D3D = −ū3D · (u2D · ∇u3D) − ū3D · (u3D · ∇u2D).

In this case, in a triad, 2D modes can receive/lose energy via nonlinear interaction of
two 3D modes with opposite signs of kz, while 3D modes can receive/lose energy via
interaction of only 2D and another 3D modes (interaction between 2D and 2D modes
obviously cannot feed 3D modes). The 2D-2D and 3D-3D nonlinear transfers are each
conservative, ∑k NL2D2D = 0 and ∑

k NL3D3D = 0, whereas the cross transfer terms
NL2D3D and NL3D2D, are not, but their sum is conservative, as the net effect of these
terms summed over all wavenumbers, as it should be, are equal in absolute value but have
opposite signs: ∑

k∈Ψ3D

NL3D2D (k) = −
∑

k∈Ψ2D

NL2D3D (k) . (6.5)

Below we analyze the action of these injection and transfer terms for different Po and Re
(Table I).

In the following we will mostly use shell-averages of these spectra, which are defined in
the standard way as:

f(k) =
∑

k≤|k|≤k+∆k

f(k),

for each spectral quantity f ≡ (E,A,NL,D), where for 3D modes k ∈ Ψ3D, i.e., sum-
mation is done over spherical shells with radii k = (k2

x + k2
y + k2

z)1/2 and for 2D modes
having k ∈ Ψ2D over rings in the (kx, ky)−plane with radii k = (k2

x +k2
y)1/2. When we plot

spectra for 2D and 3D quantities, we implicitly assume each depends on its respective
wavenumber magnitude k.

6.3. General features of precession-driven turbulence

The simulations performed in this paper for different pairs of (Po,Re) are listed in Table
I. All runs start with initial small random noise perturbations of velocity imposed on
the basic flow. In Figure 6.1, we plot the time evolution of the volume-averaged kinetic
energy, which is equal to the sum of energies of 2D and 3D modes over all wavenum-
bers, ⟨E⟩ = ∑

k E = ∑
k(E2D + E3D), for several precession parameters Po and at an

intermediate Reynolds number Re = 104.5. In the initial linear regime, the energy grows
exponentially corresponding to dominant 3D inertial waves being excited first by the
precessional instability (Kerswell (1993), Mason & Kerswell (2002), Naing & Fukumoto
(2011), Barker (2016)) (see inset in Fig. 6.1). In the given range of Po, the growth rate of
the precession instability increases with Po. After about several hundreds of orbital times
the exponential growth attains sufficient amplitude for nonlinearity to come into play and
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Figure 6.1. Time-evolution of the volume-averaged total (2D+3D) kinetic energy for Re =
104.5 and different Po. The impact of the precession parameter on the energy evolution
is clearly seen, which is characterized by quasi-periodic bursts at small Po = 0.075 and
gradually becomes statistically steady turbulence with minor fluctuations and increasing
amplitude as Po increases. Inset panel zooms in the initial exponential (appearing as
linear in logarithmic y-axis) growth and early saturation phases.

Δt2

Δt1

Figure 6.2. Time-evolution of the volume-averaged kinetic energies for 2D vortices, ⟨E2D⟩
(solid), and 3D inertial waves, ⟨E3D⟩ (dashed), for Re = 104.5 and three different preces-
sion parameters representative of three characteristic regimes shown in Fig. 6.1: bursts
at weak (Po = 0.075) and quasi-steady turbulence at medium (Po = 0.2) and strong
(Po = 0.3) precessions. Two intervals ∆t1 (from t = 2690 to t = 2770) in State 1 and ∆t2
(from t = 2880 to t = 3080) in State 2 denote those time intervals over which spectral
analysis is performed for these two different states.
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Po=0.075

State 1 State 2

Po=0.2 Po=0.3

Figure 6.3. Snapshots of the vertical component of vorticity, ωz = (∇ × u)z (log-scale),
in physical space for three characteristic precession parameters: Po = 0.075, 0.2, 0.3 and
Re = 104.5 in the saturated state (at t = 3000). The upper two boxes show the structures
in State 1 (left), dominated by vertically-varying 3D inertial waves, and State 2 (right),
dominated by 2D vortices nearly uniform along z-axis. Large-scale 2D columnar vortices
are also evident together with a turbulent field of waves at Po = 0.2 and 0.3.

cause the instability to saturate with higher amplitudes and shorter saturation times for
larger Po. Depending on Po, the saturated states are qualitatively different, exhibiting
statistically steady turbulence at higher Po ≳ 0.1 with only minor fluctuations, whereas
strong quasi-periodic oscillations (bursts) are observed at small Po ≲ 0.1 with more than
an order of magnitude variations in the kinetic energy. This temporal behavior of the
volume-averaged kinetic energy in the nonlinear state of the precession instability with
Po is consistent with previous related local studies (Barker (2016), Khlifi et al. (2018)).
Below we interpret this temporal evolution of the total kinetic energy in terms of the
dynamics of 2D vortices and 3D waves and their interplay.

A first comparison between the 2D and 3D mode dynamics is shown in Fig. 6.2 where
the evolution of the total kinetic energies for 2D modes, ⟨E2D⟩ and 3D modes, ⟨E3D⟩, are
plotted for three precession parameters. For larger Po ≳ 0.1 the energy of 2D modes is
more than one order of magnitude larger than that of 3D modes. However, the saturated
value of ⟨E3D⟩ tends to increase more than that of ⟨E2D⟩ with increasing Po, implying that
the waves, as it should be, are more affected and intensified by precession than the vortices.
The 2D vortices are linearly stable against precession instability and hence cannot grow
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Figure 6.4. Regime diagram in the (Po,Re)−plane. The colors represent the ratio of
time-averaged 2D to total (2D+3D) energies, ⟨E2D⟩/⟨E⟩, in the saturated state, while the
empty points correspond to the cases stable to precessional instability when perturbations
decay.

due to the latter (Kerswell (1993)). They are driven and energetically supplied by waves
via nonlinear transfers (Barker (2016)), which will be examined in detail below using the
spectral analysis. On the other hand, for the lowest precession parameter Po = 0.075,
corresponding to the bursty regime, the energy of 3D waves periodically dominates over
the 2D vortical mode energy during the growth (burst) phase (referred to as State 1).
In this burst phase, waves excited by the elliptical instability, lose their energy to 2D
vortices due to nonlinearity. As a consequence, the energy of the waves drops by about an
order of magnitude (affected additionally by viscous dissipation) relative to the 2D mode
energy (State 2). After that it starts to increase again due to precessional instability,
closing the cycle. Although 2D mode energy also decreases at this stage, it does so much
slower, on viscous time (Barker (2016)). This cyclic behavior of both components is
remarkable, indicating the quasi-periodic nature of evolution due to weak precessional
forcing (Po ≲ 0.1), which is relevant to astrophysical and geophysical regimes (Barker
(2016), Le Bars et al. (2015), Cébron et al. (2019)). This behavior will be explored in
more detail in the spectral analysis section below.

Figure 6.3 shows the structure of the vorticity along the direction of the rotation z-axis,
ωz = (∇ × u)z, in physical space well after the saturation for the above regimes of weak,
moderate and strong precessions. The top row shows the case Po = 0.075 characterized
by bursts. In State 1, which corresponds to the burst of 3D wave energy dominating
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Figure 6.5. Evolution of the volume-averaged dynamical terms – energy injection ⟨A⟩
for 3D waves (top) and 2D vortices (bottom) together with nonlinear transfer ⟨NL2D3D⟩
between these two modes (middle) in corresponding Eqs. 6.3 and 6.4 for different Po and
given Re = 104.5.

over that of 2D modes in Fig. 6.2, we therefore observe pronounced 3D wave structures
varying along the z−axis. By contrast, in the State 2, where the wave energy quickly
decays afterwards and 2D modes dominate, only vertically uniform columnar vortical
structures aligned with the z−axis are present. At larger Po = 0.2 and Po = 0.3 as shown,
respectively, in bottom left and right panels of Fig. 6.3, the nonlinear states consist of
vortices embedded in 3D waves, coexisting at all times. At medium Po = 0.2, two vertical
columnar vortices with opposite vorticity (cyclonic/anticyclonic) are clearly seen in the
small scale waves, whose strength with respect to vortices has increased compared to that
in the above bursty regime. At even higher Po = 0.3, the contribution of 3D wave energy
is somewhat larger (Fig. 6.2) and therefore small-scale turbulent wave structures are more
pronounced with respect to a single 2D vortex.

The regime diagram in Fig. 6.4 summarizes the properties of all the runs for different
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6.3. General features of precession-driven turbulence

Figure 6.6. Kinetic energy density of 2D vortices (left panels) and 3D wave modes (taken
at z = 0) in the (x, y)−plane (middle panels) and in (y, z)−plane (right panels) in the
saturated state at Po = 0.2 (top row), Po = 0.3 (bottom row) and Re = 104.5. The green
dotted line, which is at x = −0.33 for Po = 0.2 and at x = 0.2 for Po = 0.3, marks that
(y, z)−section where 3D energy is plotted.

pairs (Po,Re). The color dots represent the ratio of the time- and volume-averaged
energy of 2D vortices, ⟨E2D⟩, to the total energy of all the modes, ⟨E⟩, in the statistically
steady turbulent state, as shown in Figs. 6.1 and 6.2. The empty points represent the
cases where the energy drops to negligible value meaning that the local flow in the box
is stable against precessional instability. The colors show that at given Re, the fraction
of 2D mode energy vs. total energy initially increases with Po when Po ≲ 0.1, then
reaches a maximum at medium precessions Po ∼ 0.1 and decrease at larger Po ≳ 0.1.
The maximum shifts towards smaller Po with increasing Re. An analysis distinguishing
the latter three groups will be carried out in the following sections.

Having analyzed the time-development of the mode energies, next in Fig. 6.5 we plot the
evolution of the volume-averaged (or equivalently integrated in Fourier space) dynamical
terms in Eqs. 6.3 and 6.4, i.e., the energy injection, ⟨A⟩ = ∑

k A, for 3D waves (top)
and 2D vortical (bottom) modes together with nonlinear transfer term between them,
⟨NL⟩ = ∑

k NL (middle). To obtain a better visualization and a clear trend we have
filtered these terms removing fast oscillations. For 3D waves, energy injection occurs due
to the precession instability and hence increases with Po, it is the main energy supplier
for the turbulence. As for 2D modes, they are stable against this instability (Kerswell
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Figure 6.7. Shell-averaged spectra for the injection A (blue), viscous dissipation D (black),
and nonlinear transfers among modes inside 2D manifold, NL2D2D (green, left panels),
inside 3D manifold NL3D3D (green, right panels) and cross transfers NL3D2D (red, left
panels) and NL2D3D (red, right panels) between the modes in these two manifolds. For
2D vortical modes (left panels) and 3D wave modes (right panels) in the State 1 (upper
row) and State 2 (bottom row) at Po = 0.075 and Re = 104.5.

(1993)) and hence can be excited by the nonlinear interaction with the waves only, which
is described by the term NL2D3D, also increasing with Po. This term is overall positive
in time, implying transfer of energy from 3D waves to 2D vortices (see also Barker &
Lithwick (2013)). The excited 2D modes in turn extract energy from the basic flow via
⟨A2D⟩. As a result, the evolution of ⟨A2D⟩ is determined by the nonlinear transfer term
⟨NL2D3D⟩ and hence follows the latter, as it is seen in Fig. 6.5 where the peaks of both
these functions nearly coincide. For Po = 0.2, ⟨A2D⟩ ≈ ⟨A3D⟩ (red), while for Po = 0.3,
A3D > A2D (orange curves), indicating that the precession instability feeds the waves,
while the waves in turn feed vortices via a nonlinear cascade. Below we will see how this
process occurs scale by scale in Fourier space.

In Fig. 6.3 we have shown the total vorticity field including both 2D vortices and 3D
waves. To better visualize these fields, we computed the inverse Fourier transforms from
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ū2D and ū3D and showed respective energy densities in physical space in the saturated
regime in Fig. 6.6. The left panels of this figure show energy of 2D modes, where now
we can clearly distinguish two vortices for Po = 0.2 (top row) and a single vortex for
Po = 0.3 (bottom row). The middle panels show the small-scale 3D mode energies in the
(x, y)−plane at the central height (z = 0) of the box. There is a noticeable difference
between the Po = 0.2 and Po = 0.3 cases: for Po = 0.2 we observe larger-scale wave
structures, whereas for Po = 0.3 the wave field is more fluctuating and rich in smaller
scales, implying that increasing precession parameter intensifies first of all 3D waves and
indirectly vortices due to their nonlinear coupling with the former. Note also that the 3D
wave structures are concentrated around the vortices – a feature observed experimentally
in precessing spherical container (Horimoto & Goto (2018)). The right panels show the
vertical structure of 3D mode energy in the (y, z)−plane at the center of vortices (located
at x = −0.33 and x = −0.2, respectively, for Po = 0.2 and 0.3, which are marked with
green dotted line in the middle row). Again, the Po = 0.3 case shows a more fluctuating
behavior with fine scales surrounding the column. So, the main dynamical picture consists
of the coexisting columnar (geostrophic) vortices and waves whose magnitude and length-
scale depend on the precession strength.

6.4. Spectral dynamics of precession-driven
turbulence: vortices, waves and their interplay

So far the study has been mainly conducted in the physical (coordinate) space. How-
ever, a deeper insight into the precession-driven turbulence dynamics can be gained by
investigating the dynamical processes – energy injection, nonlinear transfers and viscous
dissipation – in Fourier space, where much richer dynamical picture unfolds and becomes
better accessible to analysis. Following the approach of Mamatsashvili et al. (2014, 2016),
Buzzicotti et al. (2018), we compute and visualize the individual injection A, viscous dissi-
pation D and various nonlinear transfer NL terms entering spectral energy Eqs. (6.3) and
(6.4) in Fourier space using the simulation data and analyze their interplay in different
regimes with respect to precession parameter identified above.

6.4.1. Quasi-periodic bursts: Po = 0.075

As we have seen above, the case with weak precession forcing is characterized by cyclic
bursts, where the system alternates between State 1 and State 2. The purpose of this
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section is to understand the underlying mechanisms of this behavior. With this goal,
we analyze and compare the dynamics in two different intervals shown in Fig. 6.2: ∆t1
corresponding to State 1, when the energy of 3D wave modes initially increases due to
precessional instability, while the energy of 2D modes is still at its minimum, and ∆t2
corresponding to State 2 when both 3D and 2D mode energies drop.
The shell-averaged spectra of the linear injection A and dissipation D terms for 2D and
3D modes as well as nonlinear transfer terms for 2D-2D, NL2D2D, for 2D-3D, NL2D3D

and NL3D2D, and for 3D-3D NL3D3D mode interactions in these two states (also averaged
over ∆t1 and ∆t2 time intervals, respectively) are shown in Fig. 6.7. The basic dynamical
picture in this regime is the following. In State 1 (top row), the most important contri-
bution is due to A3D (blue), which injects energy into waves from the basic flow due to
the initial development of precessional instability. This reaches a large peak at k = 8π
whose value is positive and larger than the comparable effects of viscous dissipation D3D

(black) and transfer NL2D3D (red), which are both negative reaching a minimum at the
same wavenumber. The effect of nonlinear transfers among waves, NL3D3D (green) is rel-
atively small at this time. This also implies that the viscosity is already important at the
injection scale, that is, there is not a good scale separation (inertial range) between the
injection and viscous scales. Nevertheless, A3D > 0 is sufficiently large to overcome both
these negative (sink) terms and give rise to wave growth in State 1. Since NL2D3D < 0
at the injection wavenumbers, its counterpart for 2D modes NL3D2D > 0, indicating
that the waves nonlinearly transfer their energy to and amplify 2D vortices but at lower
wavenumbers near the peak 2π of this term. These vortices additionally receive some
energy from the basic flow due to the positive A2D (blue) term. However, the dissipation
D2D < 0 (black curve in top left panel) for vortices is quite high, prevailing over the
positive NL3D2D (red) and A2D and as a result vortices do not yet grow at these times.
The nonlinear transfers between waves and vortices, NL3D2D and NL2D3D, increase by
absolute value (but retain their signs) with time and already in State 2 mostly negative
NL2D3D, together with dissipation D3D < 0, dominate positive injection A3D (bottom
right plot in 6.7). As a result, wave energy quickly drops in State 2 (see also Fig.
6.2). On the other hand, the 2D vortices, which now receive much more energy from
waves via the term NL3D2D > 0, also develop an inverse cascade themselves described by
NL2D2D (bottom left panel). This is manifested in the emergence of large-scale vortices
in physical space in State 2 (top right plot of Fig. 6.3). The injection A2D is relatively
small/insignificant at these times. However, dissipation D2D is still larger than the non-
linear replenishment by NL3D2D and consequently the energy of vortices slowly decreases
too (Fig. 6.2). Once vortices have become weak enough, the waves can grow again due
to the precessional instability and close the cycle loop. Thus, we can conclude that the
bursts are caused by a quasi-periodic behavior of 3D dynamical terms which in State 1∑

k(A3D + NL3D + D3D) > 0 leading to wave energy amplification, whereas in State 2
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Figure 6.8. Shell-averaged energy spectra in a statistically steady turbulent state at
Po = 0.2 (left), 0.3 (right) and Re = 104.5. In both cases, we distinguish between 2D
mode energies (solid lines) and 3D mode energies (dashed lines), while the colors represent
the total E (black), horizontal, Eh = (|ūx|2 + |ūy|2)/2 (blue) and vertical Ez = |ūz|2/2
(red) components. Grey vertical line shows the location of Zeman scale kΩ.

∑
k(A3D +NL3D +D3D) < 0 leading to energy decay.

6.4.2. Quasi-steady turbulence: Po = 0.2 and 0.3

In this Subsection we present similar analyses of the dynamical processes in Fourier space,
focusing on the regime of large Po = 0.2 and 0.3 where the saturated state is characterized
by a quasi-steady turbulence, where both 3D and 2D mode energies evolve in time with
only mild fluctuations in contrast to the small-Po regime displaying quasi-periodic bursts
(Fig. 6.2). We keep the Reynolds number fixed, Re = 104.5, to focus on the impact of an
increasing precession on the spectral properties and dynamical balances of the turbulence.

Energy spectrum

Figure 6.8 shows the shell-averaged kinetic energy spectra of 2D vortices and 3D waves
divided further into horizontal, Eh = (|ūx|2 + |ūy|2)/2, and vertical, Ez = |ūz|2/2, com-
ponents at Po = 0.2 (left panel) and 0.3 (right panel). The time-average has been done
over ∆t ≈ 1000 in the saturated state.3 In this figure, the grey vertical lines mark the
locations of Zeman wavenumber kΩ defined in the presence of the energy injection due to
the precessional instability as kΩ = (Ω3/⟨A2D + A3D⟩)1/2 (equal to 1/⟨A2D + A3D⟩1/2 in

3As a convergence study, we have checked the robustness of the results by comparing averages over
different time ranges finding very good agreement.
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non-dimensional units), where ⟨A2D + A3D⟩ is the volume-averaged total injection term
introduced. This definition of kΩ differs from the usual one used in the rotating turbu-
lence theory (Zeman (1994), Müller & Thiele (2007), Alexakis & Biferale (2018)) in that
the energy injection rate, ε, due to an external forcing is replaced here by the injection
due to the instability. The most remarkable aspect is the different shape and scaling of
energy spectra for the 2D and 3D modes. The 2D mode energy dominates over 3D one at
small wavenumbers k ≲ 10 where it increases with decreasing k, reaching a maximum at
the largest box scale, with its horizontal component being about an order of magnitude
larger than the vertical one. This corresponds to large-scale horizontal vortical motions
in physical space, as is seen in Figs. 6.3 and 6.6. At higher 10 ≲ k ≲ kΩ, the horizontal
and vertical components are comparable in the E2D spectrum and its slope is close to k−3,
exhibiting the same power-law dependence of rotating geostrophic 2D turbulence (Smith
& Waleffe (1999), Buzzicotti et al. (2018), Khlifi et al. (2018)), which does not appear to
change with precession parameter Po.

The energy spectrum of 3D waves, E3D, has a peak at larger k ≈ 15 than that of E2D

(which approximately coincides with the peak of injection A3D in Fig. 6.11). E3D de-
creases then at lower wavenumbers, while at higher wavenumbers 15 ≲ k ≲ kΩ follows
a scaling ∼ k−2±0.5 which has been typically observed in forced rotating turbulence of
inertial waves in other related papers (Müller & Thiele (2007), Khlifi et al. (2018), Alex-
akis & Biferale (2018)). However, in contrast to these papers using a forcing in a very
narrow wavenumber band, we do not prescribe the forced wavenumber a priori (their
is no external forcing here), instead injection wavenumbers are determined by the basic
flow system itself through the precessional instability and extend over a broad range (see
below). Precession influences the scaling exponent of the E3D spectrum: its slope seems
to become shallower with increasing Po, as is seen in Figs. 6.8 (compare left and right
panels) and 6.13 below. Like for 2D mode energy, also for 3D mode energy, horizontal
and vertical components are comparable at higher wavenumbers, but the horizontal one
dominates at lower wavenumbers.

It is seen in Fig. 6.8 that the observed power-law scalings of both 2D and 3D mode energy
spectra occur at k < kΩ and therefore are strongly influenced by rotation and precession,
deviating from the classical Kolmogorov k−5/3 spectrum. However, as is seen in this figure,
with increasing precession strength Po, the Zeman wavenumber kΩ (grey vertical lines)
decreases, that is, the effect of rotation becomes increasingly weaker for lower and lower
k. We will see below that in this case the energy spectrum at k > kΩ indeed approaches
Kolmogorov spectrum.
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Figure 6.9. Maps of the time-averaged spectral energy E (left panels), injection A (middle
panels) and the total nonlinear transfer term NL (right panels) in the (kx, ky)−plane for
2D vortical modes with kz = 0 (top row) and 3D wave modes at the first kz = 2π/Lz in
the box (bottom row) in the quasi-steady turbulent state with Po = 0.2 and Re = 104.5.
Note the noticeable anisotropy of 2D manifold spectra compared with nearly isotropic
spectra of 3D manifold.

Dynamical balances in Fourier space

To see the structure of spectra of energy and dynamical terms in the quasi-steady preces-
sional turbulence, in Figs. 6.9 and 6.10 we show the time-averaged spectra of the kinetic
energy E, energy injection A and the total nonlinear transfer NL in two different hor-
izontal (kx, ky)−planes: at kz = 0 for the 2D modes and at kz = 2π/Lz for the 3D
wave modes. We have chosen here kz = 2π/Lz because it corresponds to the maximum
injection along kz-axis, for which therefore the precession instability reaches the largest
growth rate in the box (Salhi & Cambon (2009)). The most striking observation is the
anisotropic nature of the 2D manifold in Fourier space (top row), for A2D and NL2D and
hence for the kinetic energy spectrum E2D determined by the joint action of these terms,
which are all localized at smaller wavenumbers, with a clear inclination towards the kx

axes. The injection term A2D is always positive, implying some energy injection from
the basic flow into vortices. By contrast, NL2D is negative at the same wavenumbers
for Po = 0.2, but changes sign at Po = 0.3. As a result, the dynamical balances for
2D modes are different for these two values of Po, which will be discussed below. In
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Figure 6.10. The same as in Fig. 6.9, but for Po = 0.3. Note the change of sign of NL2D

compared to the Po = 0.2 case.

contrast, the 3D manifold exhibits a quasi-isotropic distribution (bottom row, similarly
at larger kz > 2π/Lz not shown here) for both Po = 0.2 and 0.3, whose range extends
over larger wavenumbers than that of 2D quantities. Comparing the A3D and NL3D, the
first injection term, which is due to the precessional instability, is always positive and
appreciable at 5 < |kx|, |ky| < 25 (yellow/red area), while the second nonlinear term is
negative (blue) and also appreciable at these wavenumbers. The similar shape of these
two functions in Fourier space and their comparable absolute values imply that these two
processes are in balance: 3D modes receive energy from the precessional background flow
predominantly in the range 5 < |kx|, |ky| < 25, while nonlinearity, counteracting injec-
tion at these wavenumbers, transfer this energy to other 3D and 2D modes with different
wavenumbers.

From Figs. 6.9 and 6.10, showing the distribution of total nonlinear terms NL2D and
NL3D in Fourier space, one cannot establish specifically what kind of transfer mechanisms
operate, that is, whether the cascades inside a given manifold are direct or inverse or if
there are transfers of energy between these two manifolds, since these terms encapsulate
nonlinear interactions among all kinds of modes. To get insight into the details of linear
(energy injection) and nonlinear cascade processes in the precessional turbulence, in Fig.
6.11 we show the shell- and time-averaged spectra of all the dynamical terms – injection A,
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Figure 6.11. Shell-averaged spectra for the injection A (blue), viscous dissipation D
(black), and nonlinear transfers among modes inside 2D manifold, NL2D2D (green, left
panels), inside 3D manifold NL3D3D (green, right panels) and cross transfers NL3D2D (red,
left column) and NL2D3D (red, right panels) between the modes in these two manifolds.
For 2D vortical modes (left panels) and 3D wave modes (right panels) in the quasi-steady
turbulent state at Po = 0.2 (top row), 0.3 (bottom row) and Re = 104.5. Dotted black
vertical line marks the peak of the injection term A3D, while the dash-dotted line the
peak of A2D.

nonlinear NL and dissipation D terms – entering Eqs. (6.3) and (6.4) again for Po = 0.2
and Po = 0.3, as we did for the bursty case Po = 0.075 in the above subsection.
The precession instability injects energy into 3D waves, which is described by positive
A3D (blue, right panels). Unlike the case of a forcing localized about certain wavenumber
(Buzzicotti et al. (2018)), the injection due to the instability extends over a range of
wavenumbers, reaching a peak at k = 6π, and increases with increasing Po. Since it
is a quasi-steady state, the energy injection is balanced by nonlinear transfers, A3D +
NL3D3D + NL2D3D ≈ 0, at those dynamically active wavenumbers where A3D > 0 is
appreciable [the role of viscous dissipation D3D (black, right panels) is not important at
these wavenumbers. Therefore, being negative at those injection wavenumbers, NL3D3D <

0 (green, left panels) and NL2D3D < 0 (red, left panels) they drain energy from the active
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3D modes there and transfer it, respectively, to smaller-scale 3D waves due to positive
NL3D3D > 0 at k > 40 (forward/direct cascade) and to 2D vortical modes. The latter
process is mediated by positive NL3D2D > 0 (red, left panels) at k > 18, peaking at
the same k = 6π. At these wavenumbers, 2D-2D transfer term is negative NL2D2D < 0
(green, left panels), with a minimum also at k = 6π, and causes an inverse cascade of 2D
mode energy to even smaller wavenumbers where it is positive NL2D2D > 0 and reaches
a maximum at k = 2π that corresponds to the the largest box scale. These vortices draw
some energy from the basic flow as well due to the A2D term, which has a peak at the
same k = 2π as NL2D2D > 0. It is seen that A2D decreases, whereas NL2D2D increases
with Po and therefore this energy extraction can not be considered as a pure injection of
energy into 2D modes but rather an effect induced by the “real” injection A3D through
nonlinearity, since the peak of A2D coincides with the peak of positive NL2D2D. Besides,
in the linear regime, as mentioned above, idealized steady 2D vortices are stable against
precessional instability (i.e., A2D = 0). The 2D-3D nonlinear interaction term NL2D3D

is positive at large wavenumbers k > 40, redistributing part of the energy of 2D large-
scale vortices back to smaller-scale 3D waves (forward cascade). Thus, as it is seen from
Fig. 6.11 (left panels), similar to that for 3D modes, also for 2D modes, there is a balance
among production of these modes by 2D-3D transfers, energy extraction, 2D-2D transfers,
and viscous dissipation, A2D+NL2D2D+NL3D2D+D2D ≈ 0. Note that viscous dissipation
for 2D and 3D modes have completely different behavior (compare black curves in left
and right panels). It is stronger and more significant for the 2D vortices: D2D has a clear
minimum at low wavenumber k = 2π, which coincides with the peak of A2D and NL3D2D,
and counteracts these terms, indicating a dissipative nature of the vortices. On the other
hand, for 3D modes viscosity is important only at higher k > 40, i.e., small scales are
dissipative, in contrast to that in the bursty regime, where viscous and injection scales
coincide (right panels in Fig. 6.7).

Note that the strength of all the dynamical processes depicted in Fig. 6.11 increases with
increasing Po. In all cases, the peaks of energy injections into 3D wave modes due to the
precessional instability are concentrated at wavenumbers smaller than the corresponding
Zeman wavenumber, kin,3D = 6π < kΩ (grey vertical lines in Fig. 6.8). As we have
seen in the left panels of Fig. 6.11, this injection affects the 2D-3D nonlinear transfer
NL3D2D, which represents the driving of 2D vortices by 3D wave modes, has a maximum
at the same kin. This is in agreement with the general condition for the upscale/inverse
energy cascade of 2D vortices towards wavenumbers smaller than the injection one, i.e.
k < kin, in rotating turbulence (Buzzicotti et al. (2018)). However, in the present case of
precessional driving, in the inverse cascade regime, the energy spectrum of 2D modes is
slightly steeper than a k−3 slope (Fig. 6.8), which is usually observed in the same regime
in a purely rotating case.
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Figure 6.12. Plot of the total energy flux F (k) with the vertical lines representing, for
reference, the wave numbers kin,2D = 2π (dashed-dotted) and kin,3D = 6π (dotted) at the
peak of the injection, respectively, for 2D and 3D modes as well as the Zeman wavenumber
kΩ (solid grey). Top panel is for Po = 0.2 and bottom for Po = 0.3. The flux is
predominantly positive, F > 0, for larger wavenumbers k > kin,2D corresponding to
forward cascade. The inset zoom into the inverse cascade range at small k, where F < 0.

Overall the above-described processes of nonlinear transfers inside the 3D manifold, inside
the 2D manifold and coupling between these two manifolds are consistent with previous
spectral analyses of turbulence dynamics under rotation and an imposed external forcing
(Biferale et al. (2016), Buzzicotti et al. (2018), Alexakis & Biferale (2018)). In particular,
in Fig. (6.11) we observe the split (simultaneous inverse and forward) cascade of energy
typical of rotating turbulence as demonstrated in those papers, that is, forward cascade of
3D wave mode energy to high wavenumbers (small-scales) due to NL3D3D and NL2D3D,
and inverse cascade of 2D modes to small wavenumbers (large-scales) due to NL2D2D.

To confirm the overall type (direction) of the nonlinear cascades inferred above on the
basis of the nonlinear transfers NL as a function of k, we also analyze shell-to-shell flux
of the total energy defined as (Alexakis & Biferale (2018)):

F (k) =
∑
k′≥k

NL (k′) . (6.6)

Figure 6.12 shows the resulting flux function F (k) and, for reference, the wavenumbers
kin,2D = 2π and kin,3D = 6π at which the injection terms A2D and A3D, respectively, reach
their maximum (Fig. 6.11). The grey line in this figure represents the Zeman wavenumber
kΩ. The shape of the total fluxes are qualitatively similar for Po = 0.2 and 0.3 and indeed
display split/dual cascade: they are positive, F > 0, at k > kin,2D with a maximum
value around k ≈ 50, indicating a forward cascade of energy, and negative, F < 0, at
small wavenumbers k < kin,2D, indicating inverse cascade. These forward/inverse cascade
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Figure 6.13. Kinetic energy spectra for 3D wave modes compensated by the Kolmogorov
law k−5/3. Solid lines represent E3D for three different precession parameters Po = 0.2,
0.3 and 0.5 at Re = 104.5, while the vertical dashed lines represent the corresponding
(in terms of colors) Zeman wavenumbers kΩ. As Po is increased, kΩ decreases and the
spectrum approaches Kolmogorov scaling at k > kΩ.

regimes deduced from the behavior of the energy flux function F (k) in fact confirm those
found above based on the behavior of the transfer functions in Fig. 6.11. Specifically,
the forward cascade at k > kin,2D is related to the transfer of 3D wave mode energy to
higher-k, while the inverse cascade at k < kin,2D is related to the transfer of 2D vortical
mode energy to smaller-k.

Precession forcing: a way to isotropic Kolmogorov turbulence

In this section, we draw conclusions on the properties of 3D wave modes which are the
ones directly influenced and driven by the precession instability. We have already seen
clear indications that these modes exhibit characteristics of isotropicity, direct cascade
and decreasing the wavenumber range where the rotation is substantially dominant, that
is, decreasing the Zeman wavenumber kΩ, with increasing precession intensity. In order to
confirm and generalize these concepts, we run another simulation for quite high precession
parameter Po = 0.5 and with the same Re = 104.5 to check this trend.

Figure 6.13 shows the spectra of 3D mode energy for the three precession parameters.
This time we compensated E3D spectra with the Kolmogorov spectrum k−5/3 to better
see if the energy spectrum approaches the Kolmogorov one. Indeed, it is seen in this figure
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Figure 6.14. Time and volume averaged dissipation ⟨D⟩ as a function of the precession
ratio. The various curves represent three different Reynolds numbers and the black solid
line is the scaling ∼ Po3 given for reference. Inset plot zooms into the jump around
Po ≈ 0.1 in the linear scale associated with the transition from bursty to statistically
steady turbulent regimes.

that increasing Po, the Zeman wavenumber decreases and the compensated spectrum at
k > kΩ becomes gradually flatter, indicating an approach to the Kolmogorov one k−5/3

already at Po = 0.5, that is, the regime of isotropic homogeneous turbulence. Thus,
we showed that the rotation-dominated range of wavenumbers k < kΩ is narrowed as
Po increases because of a dramatic decrease in Zeman wavenumbers (e.g., kΩ = 103 for
Po = 0.2 reducing to kΩ = 38 for Po = 0.5). This is also reflected in the increase of
Rossby number Ro =

(
A2Dk

2
in,2D + A3Dk

2
in,3D

)1/3
/Ω. Specifically, we have Ro ≈ 0.176

for Po = 0.2, Ro ≈ 0.24 for Po = 0.3 and Ro = 0.32 for Po = 0.5.

Turbulent dissipation

We examine the dissipative nature of the precession-driven turbulent flow. Dissipation
rate is an important quantity used in both experiments and numerical works to check
global changes in the flow behavior such as hysteresis cycles or transition to turbulence,
resulting in noticeable increase of this quantity. Figure 6.14 plots the time- and volume-
averaged dissipation term ⟨D⟩ as a function of Po at different Re. It is seen in this figure
that the turbulent dissipation more depends on Po and changes only weakly with Re.
This result is in agreement with the observations by Goto et al. (2014) according to which
turbulence properties are mainly governed by Po rather than Re. At larger Po ≳ 0.1,
the turbulent dissipation scales with Po3 in accordance with Barker (2016). Moreover,
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around Po ≈ 0.1 we observe a jump which is consistent with the global simulation results
in cylindrical geometry (Kong et al. (2015), Pizzi et al. (2021a), Pizzi et al. (2021b))
as well as with the local analysis (Barker (2016)). This jump is associated with the
transition of the bursty regime at Po ≲ 0.1, dominated by large-scale columnar vortices,
where waves and hence turbulent dissipation are relatively weak, to the quasi-steady
turbulence regime at Po ≳ 0.1, where the contribution of small-scale waves is larger
leading to efficient dissipation. Therefore, the well-known transition observed in precessing
fluid filled cylinder (connected with the hysteresis regime (Herault et al. (2015)) can be
interpreted in light of those results.

6.5. Impact of Reynolds number

In this Section, we discuss how the Reynolds number affects the behavior of precession-
driven turbulence. First we consider the bursty regime. For this purpose, we analyze
the time-evolution of the kinetic energy for the leftmost points at a given Re of the
regime diagram in Fig. 6.4. The results are shown in the top row (left and right panels)
of Fig. 6.15, where we have separately put the lower Re ≤ 104.5 and higher Re ≥ 105

cases, respectively. This choice is motivated by the fact that we would like to highlight
the difference in the duration of the bursts, which is basically determined by the viscous
decay of vortices. Indeed, the nature of time-evolution is qualitatively similar in all
these cases. The lower Reynolds number cases exhibit shorter decay periods because of
relatively small viscous times compared to higher Reynolds ones where viscous time is
correspondingly large (for instance the Re = 105.5 seems to have a period approximately
between 2000 < t < 7500). From the right-top plot it is seen that at high Re ≥ 105, the
time-average value of the kinetic energy seems to be more sensitive to Po and only weakly
increases with Re. An analogous behavior is observed in the case of hyperviscosity where
the bursty behavior is noticeably weakened due to shifting of viscous dissipation towards
large wave numbers and is reduced at lower wavenumbers corresponding to vortical modes.
The bottom left panel of Fig. 6.15 shows the impact of Re on the evolution of the quasi-
steady turbulence at Po = 0.3. At all three considered values Re = 104,∼ 104.5 and
105, the curves are quite steady with only minor fluctuations. The level of the saturated
kinetic energy increases with Re, but seems to converge at higher Re ≥ 104.5. Therefore,
the results about the spectral behaviors discussed in this paper for Re = 104.5 can be
extended also to larger Re regimes. For a given value of Po, the evolution of the volume-
averaged kinetic energy at lower Re corresponds to the bursty regime, while at higher Re
to the quasi-steady regime, as is seen in Fig. 6.15 for Po = 0.3 where these two states
are occurring, respectively, at Re = 103.5 (blue, top left) and Re = 105 (black, bottom
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Figure 6.15. Time-evolution of the volume-averaged total kinetic energy for the bursty
cases, at lower Reynolds numbers Re ≤ 104.5 (top left) and high Reynolds numbers
Re ≥ 105 (top right) with different Po as well as for the quasi-steady turbulent case at
Po = 0.3 and different Re (bottom left). Bottom right panel shows the contrast between
the time-evolution of the kinetic energy for Po = 0.075 when it is of bursty nature at
lower Re = 104.5 and when it is quasi-steady at higher Re = 105.

left). A similar situation is shown for Po = 0.075 in the bottom right panel, with bursts
at Re = 104.5 and quasi-steady turbulence at Re = 105. From this we can conclude that
the threshold value Poc, demarcating these main two regimes in the precessional flow
increases with decreasing Re, but still is of the order of Poc ∼ 0.1 in the chosen range of
Re ∈ [103.5,∼ 105].

6.6. Summary

In this Chapter, the properties of rotating turbulence driven by precession were studied
using direct numerical simulations and analyses of the underlying dynamical processes
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in Fourier/wavenumber space. The investigation was carried out in the local rotating
coordinate frame, where precession gives rise to a background shear flow, which becomes
linearly unstable and breaks down into turbulence whose intensity and properties vary
with strength of the precession. We observed that this precession-driven turbulence is in
general characterized by coexisting 2D columnar vortices and 3D inertial waves, whose
relative energies depend on the precession parameter Po. The vortices resemble the
typical condensates of geostrophic turbulence, are aligned along the rotation axis (with
zero wavenumber in this direction, kz = 0) and are fed by the 3D waves through nonlinear
transfer of energy, while the waves (with kz ̸= 0) in turn are directly fed by the precession
instability of the background flow. The vortices themselves undergo an inverse cascade
of energy and exhibit anisotropy in Fourier space. For small Po ≲ 0.1 and sufficiently
high Reynolds number, the typical regime for geophysical and astrophysical applications,
the flow shows strongly oscillatory (bursty) evolution due to the alternation of vortices
and small-scale waves. On the other hand, at larger Po ≳ 0.1 turbulence is quasi-
steady with only mild fluctuations, the coexisting columnar vortices and waves in this
state give rise to a split (i.e., simultaneous inverse and forward) cascade. Increasing
the precession magnitude causes a reinforcement of waves and a weakening of 2D vortices
with the energy spectra approaching the Kolmogorov scale. All these phenomena indicate
that the precession mechanism counteracts the rotation. We quantified the nonlinear
interactions between 3D waves and 2D geostrophic vortices, obtained the spectral scalings
and determine the types of cascades in each manifold. We extended the study not just
limiting to the shell-averaged approach, generalizing spectral analysis in Fourier space. In
this way, we identified anisotropic structure of these modes. Each phenomena deserves a
more extended discussion:

1. Different states observed: precession forcing is responsible for the appearance of a
turbulent state and the Poincaré number determines the flow response. We have
identified three different states: quasi-periodic states, characterized by the compe-
tition between geostrophic vortex columns and 3D inertial waves at small Po ≲ 0.1;
intermediate states at Po ∼ 0.1 with coexisting 2D vortices and 3D waves with
comparable amplitudes, and the state dominated by smaller scale waves with some
mixture of vortices at high Po. At very small Po ≲ 0.01, our models are linearly
stable against precessional instability and hence turbulence has not been observed.

2. Bursting evolution: for small precession parameters we observed a cyclic trend of the
flow where the vortices appear and disappear periodically. In this regime, the pre-
cession instability injects energy in the 3D waves which transfer directly to vortices
due to nonlinearity. However, they decay due to their large dissipative character
which is not counteracted by the energy taken from the 3D waves. This explanation
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Figure 6.16. Sketch of the main mechanisms underlying precession-driven turbulence.

is consistent with the analogous behavior observed for tidal elliptical instability. In-
deed the bursty nature of vortices due to viscosity disappears when a hyperviscosity
model is adopted, i.e., when dissipation are concentrated only at large wavenumbers
(Barker & Lithwick (2013), Barker (2016)).

3. Quasi-steady turbulent states: at moderate and large precession parameters the
essential dynamical picture of the precessional-driven turbulence is described in
Fig. 6.16 and can be summarized as follows. The precession background flow is
unstable to precession instability, whose nonlinear development causes transition to
sustained turbulence. In this state, the instability injects energy in the 3D waves,
which in turn, is transferred partly to 2D vortices and partly dissipate through a
forward cascade. The 2D vortices receive energy from 3D waves and at the same
time they interact with the background flow in a sort of tuning effect. These vortices
are subjected to an inverse cascade which is balanced by dissipation at large scales.
Their energy spectra scale as E(k) ∼ k−3 reminiscent of the typical geostrophic
turbulence while 3D waves have E(k) ∼ k−2±0.5, found also in several works on the
forced turbulence (Müller & Thiele (2007), Salhi et al. (2020)). The little difference
in these scalings can be attributed to the influence of precession. Overall, we observe
a so called split, or dual cascade: inverse cascade for 2D vortices and direct cascade
for 3D waves. The borderline between these two types of cascade occurs near the
peak of energy injection for 2D vortices (see e.g., Fig. 6.12).
In any case, the 2D vortices represent condensates that gain energy from smaller-
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scale waves without dissipating it at the same rate. Consistent with what was
observed by Smith & Waleffe (1999) the vortices are produced mainly by the energy
transfer from 3D waves and grow in size by the 2D inverse cascade; this is a clear
indication of strongly nonlinear phenomena at moderate Rossby numbers, Ro ∼ 0.1.
By contrast, the weakly nonlinear wave theory at small Ro ≪ 1 prohibits the
interaction of geostrophic vortical modes and waves (Galtier (2003)) allowing only
resonant triads between fast 3D wave modes. This prohibition, sometimes called
Greenspan’s theorem (Greenspan (1969)), has led to the idea that the geostrophic
flows in precessing cylinder can arise only by the nonlinear interaction in the Ekman
layers at the endcaps, that is a purely boundary effect (Kong et al. (2015), Zhang
& Liao (2017), Meunier et al. (2008)). Our local model, which by definition has
no boundaries, proofs that this condition in fact is not necessary, since vortices can
arise also in unbounded precessional flows for moderate Ro. In this regard, our
results are also important in relation to the recent work by Le Reun et al. (2020)
who showed that the inertial waves can excite the geostrophic mode through an
instability driven by a near-resonant triadic nonlinear interactions.
The anisotropic nature of 2D vortices can be discussed on two aspects: they have
a preferential direction with the substantial part of energy being horizontal; from
a spectral point of view the kinetic energy, injection and nonlinear transfer have a
preferential direction in (kx, ky)−plane.

4. The role of precession parameter Po: precession, as other forcing mechanisms, coun-
teracts the effects of rotation. This fact has been shown through several phenomena:
the larger the precession ratio the stronger the 3D waves, thereby more isotropic is
the flow and at the same time the vortices are weaker. The Zeman scale decreases
with the precession ratio and this means that the range of rotationally-dominated
wavenumbers is reduced extending the inertial range (characterized by the direct
cascade) while the range of wavenumbers where inverse cascade occurs shrinks and
is reduced. Finally, the increase of precession parameter brings the spectral law for
waves energy from k−2 to the classical Kolmogorov k−5/3. This kind of shift was pro-
posed initially by Zhou (1995) for the problem from strong rotation to non-rotation.

Even though our simple model is based on a local version of the Poincaré flow (which is
typical of spheroidal containers), some similarities with the global cases have been found.
For instance, the dissipation shows a quite steep jump around an intermediate precession
parameter Po ∼ 0.1 consistent with the transition to turbulence observed in global simu-
lations (Goto et al. (2014), Kong et al. (2015), Cébron et al. (2019), Pizzi et al. (2021a),
Pizzi et al. (2021b)) and experiments (Malkus (1968), Herault et al. (2015)). Moreover,
the presence of a geostrophic flow which dominates the bulk region is a hallmark of pre-
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cessing cylinders at rather large Po (Kong et al. (2015), Kobine (1996), Jiang et al. (2014))
and could correspond to 2D vortices in our local model. At large precession parameters
Po ≳ 0.1, the turbulent dissipation scales as Po3 as found already in Barker (2016).
One of the main goals of this work was to put a theoretical basis for the analysis of tur-
bulence properties in precession-driven flows in the context of the upcoming DRESDYN
(DREsden Sodium facility for DYNamo and thermohydraulic studies) precession experi-
ment (Stefani et al. (2012), Stefani et al. (2015a), Stefani et al. (2015b)). This motivates
the interest in the moderate to large Po regimes, which are different from the ones of
geophysical and astrophysical objects. However, some speculations can be made since the
different regimes observed here at Re = 104.5 may carry over to large-Re regime too. Be-
cause of normally weak precession of geo- and astrophysical objects, we can speculate that
they would be also characterized by the bursty behavior as described in Section 6.4.1. If
this is the case, it would influence the planetary evolution, producing a series of formation
and destruction events (bursts) of vortices due to the nonlinear transfer between 2D and
3D flows and oscillating dissipation.
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Ibi eam terram cognovimus non
insulam, sed continentem esse, quia
et longissimis producitur litoribus non
ambientibus eam et infinitis
habitatoribus repleta est.

Amerigo Vespucci, Mundus Novus

7.1. Summary and discussions

In this Thesis we investigated precession-driven flows, with a special focus on cylindrical
geometry (whose aspect ratio is fixed to the value of the DRESDYN precession experi-
ment). We study several fluid dynamics features of this system, such as inertial waves,
boundary layers, instabilities, turbulence and dynamos, via numerical simulations.
The following points summarize the main results and accomplishments organized accord-
ingly to the Chapters 3, 4, 5 and 6.

Bulk flow and boundary layer phenomena for α = 90◦

For weak forcing the pattern of the flow within the boundary layer reflects the structure
of the precessional forcing.
For strong forcing the scenario is more complicated. It is characterized by the presence of
instabilities and deviations from the laminar thickness of the Ekman layer. For a limited
range of forcing magnitudes, we observed a subtle interaction between bulk flow and the
endwall Ekman layers which seem to behave in a resonant-like way. However being able to
run simulations with stress-free boundary condition we established a hierarchical relation:
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the boundary layers reflects the bulk flow evolution with the increase of the forcing. Indeed
in the distinguished parameter regime where the emergence of axisymmetric poloidal flow
occurs (Giesecke et al. (2018)), the endwall boundary layers are influenced through a flow
influx which causes the thickening of the layers themselves and a radial outflow towards
the sidewalls. The poloidal rolls emerge regardless the presence of boundary layers at
the endcaps as well as the emergence of geostrophic-axisymmetric circulations: they are
phenomena occurring in the bulk region which then change the behavior of the boundary
layers. The geostrophic flow causes the shift from an Ekman-type boundary layer to a
Stewartson-like boundary layer on the cylinder sidewall.

Instabilities and turbulent Ekman layers

The close connection between boundary layers and bulk flow may also be related to the
question of the transition to turbulence in the Ekman layers which, by the way, cannot
be reached in our simulations.
We used four independent criteria to analyze the stability of the Ekman layers, which
all show consistent results. The Ekman layer remains laminar although unstable and
only the lowest Ekman numbers surpass the threshold of the first instability, the class A
instability. However, we observe that the increase in thickness of the Ekman layers occurs
also for the cases with larger Ek where the threshold of the A-mode instability is not
crossed. In any case, our results show that the geostrophic mode is clearly preceding the
B-mode instability and the threshold of turbulent boundary layers, indicating that these
features are not connected.
On a first glance this is in agreement with the observation of Manasseh (1992) who
found that at small nutation angle, α ≤ 5◦, the transition to turbulence for the bulk
flow does not depend on the thickness of the Ekman layers. In our simulations, we have
found no case with fully turbulent Ekman layers since the threshold Reδ ≈ 150 was
not crossed. Consistently with this result, the frictional Rossby number Rof remains
below the turbulent threshold,

√
Rof ≈ 10, and the velocity ratio Ug/uτ collapses on

the relation Ug/uτ =
√

2 ×Rof , valid for the laminar case. At large Rof , corresponding
to large ϵ in our simulations, Ug/uτ lies above this line, which is clearly different from
the turbulent behavior found by Sous et al. (2013). Regarding the law of the wall, which
represents a universal criterion for turbulent boundary layers, we accordingly find that the
log-layer is not well established. This also implies the minor contribution of fluctuating
flow components, which is strongest for the radial component.
A linear extrapolation of our results suggests that the fully turbulent Ekman layer will be
achieved somewhere in the range Ek = [7.4 × 10−5, 5.5 × 10−5], for the largest precession
ratio considered. For the time being this range is out of our numerical possibilities, but
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the result can be linked with previous experimental work (Giesecke et al. (2019), Herault
et al. (2015)) in which the critical Poincaré number for the onset of bulk turbulence
becomes independent of Ek for Ek < 2 × 10−5.

The impact of prograde/retrograde motion and the
role of nutation angle

Having established that the bulk flow is the real source of instabilities and flow mecha-
nisms, in the remaining Chapters we focused our attention on it. In Chapter 4 we analyzed
the influence of the nutation angle on the precession-driven flow in cylindrical geometry
with special focus on the difference between prograde and retrograde cases.
Our results show that for large precession ratio the angle and the orientation of mo-
tion (prograde/retrograde) result in different flow structures and magnitudes. Prograde
and perpendicular precession show an abrupt transition of the flow state (dominance
of geostrophic-axisymmetric flow together with breakdown of the directly forced mode)
around a critical precession ratio; the smaller the angle the smaller is the critical preces-
sion ratio at which the transition occurs. The resulting flow structure is characterized by
a bulk region with negligible axial velocity and a prevalently azimuthal circulation which
nearly compensates the original solid body rotation. The transition found here is not
unique for the cylinder but is also reminiscent of the steep jump between laminar and
turbulent regime observed in ellipsoids or spheroids (Komoda & Goto (2019), Burmann
(2020)). This process could also be related to a hysteresis cycle observed, e.g., by Malkus
(1968), Vanyo (1991), but since our simulations have been performed separately for each
precession ratio, it is not possible to deduce any hysteretical behavior. However, previous
experimental studies (Gans (1971), Herault et al. (2015)) indeed found hysteresis for the
transition between laminar and turbulent states in a precessing cylinder.
Retrograde precession does not exhibit a clear breakdown of the directly forced mode and
it shows a smoother increase of the geostrophic-axisymmetric flow.
In all cases the growth of geostrophic-axisymmetric flow modifies the radial distribution of
the angular momentum. At large precession ratio the prograde and perpendicular cases,
being dominated by the zonal-geostrophic flow, show a violation of the Rayleigh criterion
whereas the retrograde motion is much more stable against a centrifugal instability in the
considered parameter space.
For α = 90◦ two marginal stability curves were found. The first one, related to the break-
down of the directly forced mode, seems to scale ∝ Re−1/5. This kind of phenomenon has
also been investigated by Manasseh (1992) even if his experimental work was focused on
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small nutation angle. Remarkably, our results present commonalities with the so-called
Type A breakdown due to its occurrence at large precession ratio with nearly no bulk
motion which is indeed our case.
The second threshold, which denotes the separation between centrifugally stable/unstable
flow seems to scale ∝ Re−1/4 which indicates a connection with the geostrophic instabil-
ity proposed by Kerswell (1999). Moreover, this is the scaling of the sidewall boundary
layer thickness of a geostrophic flow on a vertical wall, the so called Stewartson layer,
as observed in Chapter 3. Even if the geostrophic and the centrifugal instabilities are
two different phenomena, our results suggest that the centrifugal unstable flows are a
consequence of the geostrophic instability, therefore the scaling should be the same. The
difference with Kerswell’s theory is that our fitting expression is asymptotic, therefore the
geostrophic instability observed here could stay over certain Po for Re → ∞.
The most striking connection of the centrifugal instability scaling law is with the experi-
mental results of Lin et al. (2014) for precessing cylindrical annulus where the threshold
for the strongly non-linear regime was found to scale as Poc = 0.67(±0.31)Re−0.24(±0.04).
From a physical point of view the fluid filled precessing cylinder studied in our work
becomes analogous to a cylindrical annulus when the bulk is dominated by the zonal
geostrophic flow which is similar to an internal fluid cylinder at rest.
The modification of the radial distribution of angular momentum is also related with the
emergence of poloidal flow structures. Almost all cases analyzed show a double vortex
dominated by the inertial mode (m, k) = (0, 2). The only exception is α = 60◦ prograde
which has four vortices whose formation is rather complex: we observe an evolution from
double vortices to quadruple vortices with an opposite sense of rotation compared to the
rolls emerging at other nutation angles. This kind of “exceptional” state can occur in
strongly non-linear regimes in accordance, e.g., with the precessing cube (Goepfert &
Tilgner (2016)).
The largest poloidal energy of the (0, 2) mode occurs for the retrograde case with α = 75◦

which, in terms of dynamo applications, appears as quite promising because the (1, 1)
energy remains at high level also at large Po (no breakdown of the directly forced mode).
As a consequence any violation of the Rayleigh criterion appears to be shifted to quite
large precession ratios so that the flow remains centrifugally stable in an extended range
(twice the width of the corresponding prograde case). Furthermore the double rolls are
the strongest ones. At this precession ratio, the flow forcing is most efficient and we
may speculate that it is possible to inject more energy into the flow without breaking the
base state. The case α = 75◦ (r) proves that, to obtain a strong poloidal flow, it is not
necessary to violate the Rayleigh criterion.
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Dynamo action in a precessing cylinder

To study precession driven dynamos in a fluid filled cylinder, we have used the hydrody-
namic results in a kinematic dynamo code. Even if it is a simplified model which does
not take into account the Lorentz force and the effects of turbulence (no fluctuations) the
lessons learned are remarkable. We summarize the outcomes in the following points:

• The nutation angle α is crucial both for the hydrodynamic flow structure and the
resulting dynamo action. In the phase diagram Fig. 5.2 we have shown that (at the
present state) the most efficient dynamo (with the highest growth rate γ) is found
at α = 90◦. The reason for that lies in the rich and optimal flow structure for this
nutation angle (as show in the Chapter 4). However, with view on Fig. 5.5 we can
conclude that the best range for a lower threshold for the onset of dynamo action
seems to lay somewhere between 82.5◦ retrograde and 90◦.

• For the particular case α = 90◦ the hydrodynamic Reynolds number slightly affects
the best precession ratio range where dynamo is found. This optimal precession
ratio scales as Poc ∼ Re−1/4. At low Re dynamos occur in a range of Po more
extended than for larger Reynolds, e.g 0.120 < Po < 0.200 for Re = 2000. The
critical magnetic Reynolds number shows a weak dependence on Re with a slight
increase around Re ≈ 6000, but approaches the previously known value of 430 when
going to Re = 10000. Given that the real dynamo experiment can achieve an Rm
value of 700, there seems to be a reasonable safety margin to reach dynamo action.
However the extrapolation to the hydrodynamic regime of the DRESDYN precession
experiment must be considered with a grain of salt and has to be carefully checked
in the larger experiment.

• The role of boundary conditions might be important. In fact switching from a
pseudo-vacuum to insulator boundary conditions the critical magnetic Reynolds
numbers found here could increase by 15% − 30% remaining still below the upper
value achievable in the DRESDYN experiment.

Features of precessing turbulence

Having established that the boundary layers are not the cause or source of the geostrophic
flow, we have studied the properties of turbulence with emphasis on the formation of
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geostrophic vortices by using numerical simulations in a local model with a periodic box.
Through an extended data-set of simulations, new results have been obtained concerning
the role of precessional forcing modeled as a background flow which injects energy into
our local domain. In this case, the precession ratio, or Poincaré number, is a crucial
parameter to trigger and sustain a turbulent state in the flow, as observed in global
simulations (Pizzi et al. (2021b), Kong et al. (2015), Cébron et al. (2019)) as well as
in experiments (Goto et al. (2007), Herault et al. (2015), Horimoto & Goto (2018)).
Our detailed analysis was motivated mainly by the works of Barker & Lithwick (2013),
Barker (2016) and it was developed both in physical and in Fourier (wavenumber k-)
space. Precessional turbulence is a type of rotating turbulence, where energy injection
comes from the precessional instability instead of an externally imposed forcing, and
shares several common features with those in the presence of other forcing mechanisms
such as the concurrence of waves and geostrophic structures. We have used the 2D-3D
manifold decomposition method (where 2D modes have kz = 0 while 3D ones kz ̸= 0) to
distinguish and quantify the vortices and the waves as used by several authors for other
external forcings localized in a narrow band of wavenumbers (Smith & Waleffe (1999),
Khlifi et al. (2018), Salhi et al. (2020), Buzzicotti et al. (2018), Biferale et al. (2016)).
By contrast, precessional instability injects energy into turbulence over a broad range of
wavenumbers which also modifies the character of nonlinear transfers compared with that
in the case of external forcing.
We found that this precession-driven turbulence is in general characterized by coexisting
two dimensional (2D) columnar vortices and three dimensional (3D) inertial waves, whose
relative energies depend on the precession parameter Po. The vortices resemble the
typical condensates of geostrophic turbulence, are aligned along the rotation axis (with
zero wavenumber in this direction, kz = 0) and are fed by the 3D waves through nonlinear
transfer of energy. The waves (with kz ̸= 0) in turn are directly fed by the precessional
instability of the background flow. The vortices themselves undergo an inverse cascade of
energy and exhibit anisotropy in Fourier space. For small Po < 0.1 and sufficiently high
Reynolds numbers, the typical regime for most geo- and astrophysical applications, the
flow exhibits strongly oscillatory (bursty) evolution due to the alternation of vortices and
small-scale waves. On the other hand, at larger Po > 0.1 turbulence is quasi-steady with
only mild fluctuations, the coexisting columnar vortices and waves in this state give rise to
a split (simultaneous inverse and forward) cascade. Increasing the precession magnitude
causes a reinforcement of waves relative to vortices with the energy spectra approaching
the Kolmogorov scaling and, therefore, the precession mechanism counteracts the effects
of the rotation.
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7. Conclusions

7.2. Future work and perspectives

We conclude this Thesis with some final remarks and perspectives.
The phenomena concerning the boundary layer can be further investigated in order to
achieve a turbulent state. Further experimental studies are planned at the existing pre-
cession water experiment at HZDR for studying developed turbulence in the bulk and in
the boundary layers with the aim to test the results here discussed.
Furthermore, the present work should be extended to more extreme regimes; for instance
the stability diagram (Fig. 4.7) shows a limited range of Reynolds number due to the
computational constraints. The use of experimental campaigns could help to overcome
this limitations. Let us consider the scaling law ∝ Re−1/4 as guideline at what critical
precession ratio Po(2c) the flow field in the future DRESDYN precession experiment will
become centrifugally unstable. When assuming Re ∈ O[107, 108] the braking of the base
flow (followed by centrifugal instability) should occur at Po(c2) ∼ [0.045, 0.040].
The present work can be extended in several directions. The possibility of the down-scaled
water experiment to reach Reynolds numbers of up to 2 million should be utilized to con-
firm the −1/4 scaling of the critical precession ratio also for nutation angles different from
90◦.
The kinematic dynamo code should be extended to the use of vacuum boundary condi-
tions which might still lead to some (upward) changes of the critical Rm when compared
to the presently used vertical field conditions. Finally, in a more advanced study the fully
coupled system of induction and Navier-Stokes equations including the back-reaction of
the Lorentz forces should be performed. For our precession system, with its very sensitive
dependence on various parameters, this fully non-linear system promises to show partic-
ularly interesting effects.
We conclude with some discussions related to the fully magnetohydrodynamic (MHD)
dynamo effect. Within our local model, we can further investigate the properties of
MHD turbulence and related dynamo action and how the magnetic field, when suffi-
ciently strong, influences the 2D and 3D flows studied here. The work by Barker (2016)
indicates that the precession instability is able in principle to drive dynamo action locally
and the turbulent flow dynamics changes completely due to the back-reaction of the mag-
netic field. The great debate in the dynamo community about large/small scale dynamos
could then be nurtured in the context of precession driven MHD.
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A. Explicit derivation of vorticity
for the (1, 1, 1) mode in precessing
cylinder

In the this Appendix we derive the explicit formulation of the vorticity starting from the
analytical formulation by Gans (1970). Then we will compare with DNS results. Due to
the linear nature of the analytical solution the results will be valid in the weak precession
regime i.e Po

√
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The following fields are related to the boundary layers where the transformed coordinate
for endwalls ζ = ±(z ∓ L

D
)Ek−1/2 and sidewalls η = (1 − r)Ek−1/2 are used.
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Sidewall velocities:
ũr−s = 0
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A is a sort of sidewall amplitude computed from boundary conditions at r = 1: this is
why the Bessel function contains just kl as argument. Also in this case the velocities are
shifted (caused by imaginary factor i).

Now we write the gradient-tensor in cylindrical coordinate for the velocity.

∇c(u) =


∂uz

∂z
∂uz

∂r
1
r

∂uz

∂φ
∂ur

∂z
∂ur

∂r
1
r
(∂ur

∂φ
− uφ)

∂uφ

∂z
∂uφ

∂r
1
r
(∂uφ

∂φ
+ ur)


Now we develop term by term.
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− ũφ

)
= (±) − 1

3 |Al|kle
i(φ+φAl+ζ

√
6

2 )J2(klr)
r

eζ
√

6
2

1
r

(∂ũφ−e
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The inviscid part of the vorticity will read
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Figure A.1. Comparison between analytical (Eq. A.6, A.10) and numerical radial vor-
ticity (in weak precession) at middle radius and four different azimuthal coordinate
φ = 0, π/2, π, 3/2π.
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Figure A.2. Comparison between analytical computed in Eq. A.9, A.11 (left panel) and
numerical (right panel) axial vorticity at equatorial plane.
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B. Resolution study for the local
model analysis

To check the impact of numerical resolution on the results shown in Chapter 6, we have
selected one of the most explored cases with Po = 0.3 and Re = 104.5 and made additional
two runs at lower 1283 and higher 5123 resolutions. The results of this resolution study
are presented in Fig. B.1. The left plot in this figure shows the time-evolution of the
volume-averaged total kinetic energy, while the right plot the shell-averaged dissipation
spectra k2E (averaged in time over the range 500 < t < 600) at different resolutions.
It is seen that both these quantities exhibit a very good agreement (convergence) with
resolution, proving that the choice of the resolution 2563 in this study is well justified. In
particular, k2E spectra coincide at wavenumbers common to these three resolutions and
the zoomed-in curves in the inset show that even the lower resolution captures not just
the qualitative (shape) but also the quantitative properties of the spectrum.

As a final remark, we note that the resolutions used in this work are standard ones often
adopted in numerical simulations of rotating forced turbulence (Barker (2016), Barker &
Lithwick (2013), Khlifi et al. (2018)). A good reference to check the scale of turbulent
structures studied here is the Taylor microscale λ given in our non-dimensional units as
(Pope (2000), Alexakis & Biferale (2018)):

λ ∼
( ∫

k E(k)dk∫
k k

2E(k)dk

)1/2

=
(
νu2

rms

⟨D⟩

)1/2

=
(
u2

rms

Re⟨D⟩

)1/2

and the associated Reynolds number

Reλ = urmsλ

ν
= urmsλRe,

where urms =
√

⟨u2⟩ =
√

⟨2E⟩ is the RMS of turbulent velocity fluctuations and in
our units viscosity ν = 1/Re. Note that the two definitions of λ are equivalent in the
sense that the first one is in spectral space while the second is in physical space. In the
considered case of Po = 0.3 and Re = 104.5, the Taylor scale is λ = 0.051 and for its
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Figure B.1. Resolution study showing the comparison of the time-evolution of the volume-
averaged total kinetic energy (left) and shell- and time-averaged kinetic energy spectrum
E(k) multiplied by k2, which is proportional to the dissipation function D, k2E = Re ·
|D|/2 (right), for different resolutions.

ratio to the grid size ∆x = ∆y = ∆z = L/N we get λ/∆x = 6, 12, 24 at resolutions
N = 128, 256, 512, respectively, which thus appears to be well resolved. For reference,
we also give the values of Taylor microscale Reynolds number Reλ ≈ 150, 141, 143 for
N = 128, 256, 512, respectively, which do not appear to vary much with resolution.
This demonstrates that the adopted resolutions N = 128 and 256 are quite adequate
for the present problem of precession-driven turbulence at Po ∈ [0.01, 0.5] and Re ∈
[103.5, 105] (Table I) with typical Reλ ∼ 150. This resolution and value of Reλ being
consistent with the ones typically used in forced rotating turbulence studies (Bourouiba
et al. (2012), Barker (2016), Khlifi et al. (2018)) are, however, much smaller than those
for pure homogeneous isotropic hydrodynamic turbulence with forcing (see, e.g., Kaneda
& Ishihara (2006)), where resolution as high as 40963 can be reached for Reλ ≈ 1200.
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C. Invariance of Reynolds stress in
different frames for precessing
velocities

This appendix is dedicated to some algebraic steps to show that the turbulence quantities
(i.e fluctuations) are not influenced by the choice of the frame of reference. This concept
is particular useful in relation to the Chapter 6. We will use the tensorial notation for
the sake of clarity.
We start from the definition of stress tensor of fluctuating:

τ ′
ij = ⟨u′

iu
′
j⟩ = ⟨uiuj⟩ − ⟨ui⟩⟨uj⟩ . (C.1)

The Reynolds stress tensor is a tensor of the second order and it is symmetric (Pope
(2000)). Now we will use two decompositions:

• Reynolds decomposition: ui = ⟨ui⟩ + u′
i (with ⟨ui⟩ = Ui being the time-averaged

velocity);

• u⃗T T = uMF + uSB (where both are vectors. TT=turn-table, MF=mantle frame,
SB=solid-body)

Starting from turn-table reference system (vectorial form and brackets for average):

⟨u′
T Tu

′
T T ⟩ = ⟨uT TuT T ⟩ − ⟨uT T ⟩⟨uT T ⟩ =

⟨(uMF + uSB)(uMF + uSB)⟩ − ⟨uMF + uSB⟩⟨uMF + uSB⟩
(C.2)
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Exploiting the nature of solid body velocity (intrinsically average i.e u′
SB = 0):

⟨u′
T T u′

T T ⟩ =

⟨(uMF + uSB)(uMF + uSB)⟩ − ⟨uMF + uSB⟩⟨uMF + uSB⟩ =

⟨(⟨uMF ⟩ + u′
MF + uSB)(⟨uMF ⟩ + u′

MF + uSB)⟩ − ⟨uMF ⟩2 + u2
SB + 2⟨uMF uSB⟩ =

⟨⟨uMF ⟩⟨uMF ⟩ + ⟨uMF ⟩u′
MF + ⟨uMF ⟩uSB + u′

MF ⟨uMF ⟩+

u′
MF u′

MF + u′
MF uSB + uSB⟨uMF ⟩ + uSBu′

MF + uSBuSB⟩−

−(⟨uMF ⟩2 + u2
SB + 2⟨uMF uSB⟩)

Because they are all summations we can apply the distributive property of the average
application and also using the fundamental operation:

⟨⟨a⟩a′⟩ = ⟨a′⟨a⟩⟩ = 0 (C.3)

in this way, we obtain

⟨u′
T Tu

′
T T ⟩ =

⟨⟨uMF ⟩⟨uMF ⟩⟩ +
= 0︷ ︸︸ ︷
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=0
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=0

+⟨uSBuSB⟩−

−(⟨uMF ⟩2 + u2
SB + 2⟨uMFuSB⟩) .

By re-organizing according to

⟨u′
T Tu

′
T T ⟩ = ⟨uMF ⟩2 + 2⟨uMFuSB⟩ + u2

SB + ⟨u′
MFu

′
MF ⟩−

⟨uMF ⟩2 − u2
SB − 2⟨uMFuSB⟩

(C.4)

We finally get:
⟨u′

T Tu
′
T T ⟩ = ⟨u′

MFu
′
MF ⟩ .
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