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Abstract

Historically, Ge is one of the oldest materials in the semiconductor industry and its (001) surface has
been the subject of extensive investigations by photoelectron spectroscopy. I am going to challenge
the predominant attribution of a semi-conducting nature of the Ge(001) surface in this thesis.
My investigations reveal the presence of a Ge(001) surface state above the Fermi-level, occupied
at room temperature. Employing time- and temperature-dependent angle-resolved photoelectron
spectroscopy, I will demonstrate that the presence of this surface state is evidence for the conducting
nature of the surface at room temperature.

Sparked by the remarkable properties of the GeSn-alloy and a trend towards Ge-Sn-related multi-
quantum well fabrication, I investigate the surface electronic structure of Ge(001) after adsorption
and incorporation of Sn. With an in-depth analysis of surface core-level shifts, I will extend
the growth model of the Sn wetting layer formation by also detailing structural changes in the
subsurface region. At the same time, the modifications of the electronic structure will be detailed,
observing the removal of the Ge(001) surface states, the creation of a new, Sn-related surface state
and the initial stages of the Schottky barrier formation.

β-Ga2O3 is a transparent semi-conducting oxide that has sparked a lot of interest over the last
decade, because it offers an ultra-wide band gap and high break down voltage. However, due to its
monoclinic crystal structure, device fabrication is rather challenging and researchers are already
looking into alternative materials. One of these candidates is ϵ-Ga2O3 and this work presents a
combined study by photoelectron spectroscopy and ab initio calculations of its electronic structure.
(Hard) X-rays reveal the impact of photoelectron recoil and the absence of a band bending to the
surface, while the dispersion of experimentally determined valence states compares favorably with
the calculations based on hybrid density-functional theory.

Another alternative to β-Ga2O3 could be ZnGa2O4 and I will present an investigation on the
electronic structure of its (100) surface. Due to the novelty of ZnGa2O4 single-crystals, I am first
going to explore the preparation of a clean and well-ordered surface by standard in-situ sputtering
and annealing. I will show that already low annealing temperatures induce Zn-deficiency, leading
to non-stoichiometric surfaces, further exacerbated by sputtering. By changing the sputtering
parameters and the annealing conditions, the preparation of a surface with sufficient quality for
subsequent investigations will be demonstrated. The results by photoemission techniques compare
favorably with the expectations from theory and allowing the first fundamental insights into the
surface electronic structure.
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Zusammenfassung

Ge ist eines der ältesten Materialien in der Geschichte der Halbleiter-Industrie und die Ge(001)
Oberfläche wurde bereits umfassend durch Photoelektronenspektroskopie untersucht. Die do-
minierende Zuschreibung einer halbleitenden Eigenschaft der Oberfläche werde ich in dieser Dis-
sertation anfechten. Meine Untersuchungen zeigen einen Ge(001) Oberflächenzustand oberhalb
des Fermi-Niveaus, der bei Raumtemperatur besetzt ist. Durch zeit- und temperaturabhängige,
winkelaufgelöste Photoelektronenspektroskopie werde ich zeigen, dass die Beobachtung dieses Zu-
stands der Beweis für die leitende Eigenschaft der Oberfläche, bei Raumtemperatur, ist.

Inspiriert von den außergewöhnlichen Eigenschaften der GeSn-Legierung und einem Trend hin
zu Ge-Sn-basierten Multi-Quantentopfstrukturen, werde ich die Modifizierung der Ge(001) Ober-
flächenbandstruktur nach Adsorption von Sn untersuchen. Mit einer detaillierten Analyse von
Energie-Niveau-Verschiebungen, der inneren Elektronen der Oberflächenatome, werde ich das Mod-
ell des Sn-Wachstums auf der Ge (001) Oberfläche, um die darunter liegenden Schichten erweitern.
Gleichzeitig werden Änderungen in der elektronischen Struktur gemessen. So kann die Entfernung
von Ge(001) Oberflächenzuständen, die Entstehung eines neuen, Sn-basierten Oberflächenszus-
tands und die ersten Stufen der Formation der Schottky-Barriere beobachtet werden.

β-Ga2O3 ist ein transparentes halbeleitendes Oxid, welches im vergangenen Jahrzehnt dank seiner
extrem breiten Bandlücke und hohen Durchbruchspannung großes Interesse geweckt hat. Jedoch ist
die Herstellung von Bauteilen aufgrund der monoklinischen Kristallstruktur eine Herausforderung
und Wissenschaftler suchen bereits nach alternativen Materialien. Ein möglicher Kandidat ist ϵ-
Ga2O3 und in dieser Arbeit wird dessen elektronische Bandstruktur mit einer Kombination aus
Photoelektronenspektroskopie und ab initio Berechnungen untersucht. (Harte) Röntgenstrahlung
erlaubt die Beobachtung von Rückstoßeffekten der Photoelektronen und die Abwesenheit von
Bandverbiegungen, während die Dispersionen der experimentell gemessenen Valenzbandzustände
Berechnungen mit hybrid-density-functional-Theorie bestätigen.

Eine andere Alternative zu β-Ga2O3 könnte ZnGa2O4 sein und ich werde eine Untersuchung
der elektronischen Struktur, der (100)-Oberfläche präsentieren. Aufgrund die Neuartigkeit von
ZnGa2O4-Einkristallen werde ich zuerst die Vorbereitung einer sauberen und kristallinen Ober-
fläche mittels in-situ Sputtern und Heizen untersuchen. Ich werde zeigen, dass es selbst bei
niedrigen Heiztemperaturen zu Zn-Mangel in der Oberfläche kommt, welcher sich durch Sput-
tern verschlimmert. Durch das ändern der Sputterparameter und der Bedingungen beim Heizen,
werde ich eine Oberfläche mit hinreichender Qualität für eine weitergehende Charakterisierung
der elektronischen Struktur demonstrieren. Die Ergebnisse aus der Photoelektronenspektroskopie
passen zu theoretischen Berechnungen der Bandstruktur und liefern somit die ersten Einsichten in
die elektronische Struktur der Oberfläche.
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Chapter 1

Aim and Structure of this Thesis

Over several decades, photoemission techniques have established themselves as powerhouses in
materials research and surface science, because they can directly probe the electronic structure
at surfaces and interfaces. The aim of this thesis is to use photoemission techniques on material
systems for advanced micro- and optoelectronics, leading to a deeper understanding of their elec-
tronic structure, which will help the ongoing research activities. The subjects of investigation in
this thesis are:

1) the Ge(001) surface (chapter 5),

2) the Ge(001) surface after adsorption of Sn (chapter 6),

3) the surface of ϵ-Ga2O3 grown on (0001) sapphire (chapter 7) and

4) the ZnGa2O4 (100) surface (chapter 8).

Before delving into the results, chapter 2 - 4 will provide the necessary physical background to
understand the results.

The concept of electronic bands will be reviewed in chapter 2. Based on the nearly free electron
model, a description of electronic bands in a crystal and the effect of a surface onto the electronic
states will be given.

Chapter 3 is devoted to photoelectron spectroscopy. A general theoretical description based on
the three-step model, followed by a description of the experimental setup at IHP, the binding
energy referencing and the determination of the energy resolution will be given. Experimental
considerations for angle-resolved and X-ray photoelectron spectroscopy will close this chapter.

In chapter 4, the basic knowledge to interpret low-energy electron diffraction and scanning tun-
neling microscopy data will be provided.

The electronic structure of the pristine Ge(001) surface will be investigated in chapter 5. First,
an overview will summarize the controversy regarding the conducting/semi-conducting nature of
the surface in the existing literature. Afterwards, the electronic structure probed by time- and
temperature-dependent angle-resolved photoelectron spectroscopy will be explored; with the goal
to eradicate the existing controversy in the literature and the experimental findings will be com-
pared to first-principle calculations.

Modifications of the Ge(001) electronic structure after adsorption and incorporation of Sn will be
investigated in chapter 6. The importance of such an investigation for the ongoing activities on
the Ge-Sn material system will be outlined and the adsorption behavior of Sn on Ge(001) will
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be referenced. The modifications of the electronic structure after adsorption of Sn at room tem-
perature and post-growth annealing will be detailed, providing critical insights into the structural
impact of Sn at the subsurface region and the Schottky barrier formation at the interface.

Following the investigation of the Ge(001) surface and the modification upon adsorption and in-
corporation of Sn, the next chapters will be devoted to the electronic structure of transparent
semi-conducting oxides. In particular, I will focus on materials that may be alternative candidates
to β-Ga2O3 for future high-power electronics and deep-UV photonics.

A combined theoretical and experimental investigation of the electronic structure of ϵ-Ga2O3 is
presented in chapter 7. An overview about the current status in the literature is followed by
an investigation of the electronic structure with X-ray photoelectron spectroscopy, by comparing
excitation energies of 1486.6 eV and 2984.3 eV. Using angle-resolved photoelectron spectroscopy,
the dispersion of valence band states is probed and compared to ab initio calculations.

Chapter 8 will detail the electronic structure of the ZnGa2O4 (100) surface with a heavy emphasis
on the surface preparation. To start this chapter, a literature overview about the research activi-
ties on ZnGa2O4 will be given, finding that the surface preparation of ZnGa2O4 crystals is elusive.
Thus, I will explore in-situ preparation in ultra-high vacuum conditions and oxygen atmosphere.
Since a near stoichiometric surface was prepared in oxygen atmosphere, the electronic structure of
such surface will be investigated by X-ray photoelectron spectroscopy, followed by an investigation
of the valence band structure. Finally, experimental results will be compared to density functional
theory.

The final chapter of this thesis will give an overall conclusion and perspective of the work presented
here.
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Chapter 2

The Electronic Band Structure of
Crystals and Surfaces

The electronic band structure is an important concept in solid-state physics to describe and un-
derstand fundamental electronic and optical properties of materials. The spatially close packing of
atoms in a crystal results in an overlap of the discrete atomic energy levels and a continuous range
of allowed energy levels forms the so-called electronic bands. Band gaps are ranges of energy that
are not covered by the electronic bands.

Section 2.1 will describe the formation of bands and band gaps inside a crystal with a periodic
potential. Section 2.2 will address the effect of a surface onto the electronic states. More in-depth
theoretical descriptions of the electronic band structure can be found elsewhere [1, 2, 3].

2.1 Nearly Free Electron Model

The nearly free electron (NFE) model serves as a good approximation to understand the concept
of electronic bands. A starting point for the quantum mechanical description of an electron in a
crystal is the Schrödinger equation [1, 2]. For a single electron, the time-independent form reads[

−ℏ2

2me

δ2

δr2
+ U(r)

]
ψ(r) = Eψ(r), (2.1)

where ℏ is the reduced Planck’s constant, me is the electron mass, ψ(r) is the wave function, r is
a spatial vector, E is the energy of the system and U(r) is the crystal potential. The exact form
of U(r) is usually unknown, however, one can assume the same periodicity as the lattice [1, 2], so
that

U(r) = U(r + rn). (2.2)

rn represents an arbitrary translation vector of the crystal lattice. According to the Bloch’s
theorem, the solution of equation (2.1) can be written as

ψk(r) = uk(r) · ei·k·r. (2.3)

These are the Bloch waves and k is the wave vector, which also acts as an index to label the
different solutions. The wave vector is required to be a real number, because an imaginary k

would not allow to normalize the wave function [1, 2]. This will become particularly important in
section 2.2, when the surface is introduced. uk(r) = uk(r+ rn) is the modulation function, which
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has the same periodicity as the crystal lattice.

An important property of the Bloch waves is that

ψk(r) = ψk+G(r). (2.4)

Here, G is the reciprocal lattice vector. With equation (2.1), the relation (2.4) implies that

E(k) = E(k +G). (2.5)

Therefore, the energy eigenvalues are a periodic function of the wave vectors k [1, 2].

Figure 2.1 a) illustrates the concept of electronic bands for a vanishing small periodic potential
U(r). The band structure becomes a mere free electron parabola with

Figure 2.1: a) Electronic band structure of a nearly free electron in a periodic crystal with a vanishing
small crystal potential U(r). The first Brillouin zone (1st BZ) is indicated. b) Electronic band structure
of a nearly free electron in a periodic after increasing the crystal potential to a finite value. Gaps open at
the zone boundary of the first Brillouin zone and the magnitude of the gap is equal to two times the first
coefficient U1 of the Fourier series that describes U(r). After ref. [2].

E(k) =

[
ℏ · |k|2

2me

]
, (2.6)

centered around k = 0. To fulfil the requirement of periodicity in (2.5), the parabola is repeated
every 2π

a , i.e. the one-dimensional periodicity of the reciprocal lattice vector G. As a result, it is
generally sufficient to restrict the treatment of wave functions and energies to the first Brillouin
zone, since both are periodic with G [1, 2]. The band structure shown in Figure 2.1 a) changes its
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appearance if U(r) increases from near 0 to a finite value. The crystal potential can be described
by the Fourier series

U(r) =
∑
G

UG · ei·k·r, (2.7)

with the Fourier coefficient UG. If the first coefficient is non-zero, band gaps will open at the
degeneracies of the zone boundary at ±π

a , and the magnitude of the gap is two times the first
coefficient of (2.7), i.e. 2|U1| [1, 2]. The band gap opening is illustrated in Figure 2.1 b). If the
potential is further increased, also the second coefficient U2 is non-zero and another gap will open
at the degeneracy of k = 0. A more detailed description of the opening of gaps will be provided
when the surface electronic states are discussed.

Overall, the NFE model provides an intuitive understanding of electronic bands and opening of
gaps, which can be used to qualitatively describe electrical and optical properties of metals and
semiconductors. Furthermore, the opening of gaps presents an important condition for the presence
of surface states.

2.2 Electronic States at the Crystal Surface

The eigenstates inside a crystal were described in section 2.1 by Bloch waves that stretch infinitely
in all directions, given an infinite crystal of perfect periodicity. Clearly, this cannot be the case
anymore at the surface, where the crystal periodicity is broken.

To understand the influence of a surface on the bulk electronic states, a good starting point is to
assume a free electron and two semi-infinite spaces, as illustrated in Figure 2.2: the bulk crystal
(0 ≤ z < ∞) and the vacuum (−∞ < z < 0), separated by a step-like potential U0 at the
surface z = 0 [1]. The electron resides in the bulk and can be described by a one-dimensional,
time-independent Schrödinger equation[

− ℏ2

2me

δ2

δz2
+ U(z)

]
ψi(z) = Eψi(z). (2.8)

The wave function solving the Schrödinger equation can be written as a superposition of left- and

Figure 2.2: Illustration of a free electron wave function in a semi-infinite crystal. Vacuum and crystal
are separated by a step-like potential of magnitude U0. Inside the crystal, the electron is characterized by a
left- and right-going plane wave ψi(z) with a real wave vector. In vacuum, it is described by the decaying
wave function ψ0(z) with an imaginary wave vector. Both wave functions are matched at the boundary
z = 0, i. e. the surface. After ref. [1].
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right-going plane wave [1]
ψi(z) = ei·ki·z +R · e−i·ki·z (2.9)

with

ki =

√
2me · E

ℏ2
, (2.10)

which is, a real number. On the right-hand side in Figure 2.2, the wave function is written as

ψ0(z) = T · ei·k0·z (2.11)

with

k0 =

√
2me(E − U0)

ℏ2
, (2.12)

which is an imaginary number (E < U0). The next step is to match the solutions at the boundary,
such that their value and first-derivative are equal for z = 0 [1, 3]. In principle, it can always be
done by adjusting R and T and the result is a plane wave inside the crystal with tail outside the
crystal [1].

After treating bulk states in the free electron model, the next step is to formulate the problem
for the actual Bloch waves. The translation symmetry is broken in perpendicular direction (kz
or k⊥)), while it is conserved parallel to the surface (k||) and thus, the Bloch waves become two-
dimensional [1, 3]. In perpendicular direction, the situation is comparable to the free electron:
The Bloch wave is a plane wave that needs to be matched with a wave function decaying into
vacuum, as shown in Figure 2.3. Notably, this features an imaginary wave vector on the vacuum

Figure 2.3: Illustration of bulk and surface electronic states in a crystal. In both cases, the wave function
decays exponentially into the vacuum. The wave function of the surface state also decays into the crystal.
After ref. [1].

side. For the infinite crystal, an imaginary wave vector needs to be discarded as unphysical, since
the wave function (2.9) diverges when z → ∞. However, in case of the semi-infinite crystal an
imaginary wave vector becomes physical meaningful (equation (2.11)). Therefore, an interesting
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consequence of the surface seems to be that solutions of the Schrödinger equation are no more
restricted to a real wave vector. In fact, it is possible to obtain solutions that decay not only in
vacuum, but also inside the crystal (Figure 2.3) [1, 3]. In describing the problem, one starts with a
non-constant lattice periodic function with only two Fourier components +g and −g (g being the
one-dimensional reciprocal vector) [1]. Inserting into (2.8) gives[

− ℏ2

2me

δ2

δz2
+ U(ei·g·z + e−i·g·z)

]
ψi(z) = Eψi(z) (2.13)

and the solution is a Bloch wave

ψk(z) =
∑
g

ck−g(r) · ei·(k−g)·z. (2.14)

The next step is to construct a trial wave function of in- and out-going wave in similar fashion as for
the free electron (equation (2.9)). The region of interest is close to the Brillouin zone boundaries
(±π

a ) and with k − g ≈ −π
a one obtains

ψ(z) = I · ei·k·z +R · e−i·(k−g)·z (2.15)

for the wave function. Inserting into (2.8), followed by some additional calculations and k = g
2 one

obtains [1]

E =
ℏ2

2me

g2

2
±U. (2.16)

Equation (2.16) explains the band gap opening at the Brillouin zone boundaries. One can see that
the first term is just the free electron dispersion, while the second term opens the gap, with a total
width of |2U | [1]. This is the setup for the description of surface states and the next step is to
formulate the actual wave functions. Inserting (2.15) into (2.8) again (this time without k = g

2 )
one obtains

E =
ℏ2

2me

(
g2

2
+ q2±

√
g2q2 + V 2

)
(2.17)

for the energy dispersion, with the two abbreviations q = k−g
2 and V = 2me

ℏ2 · U . Introducing the
complex wave vector q = q′+ iq′′, the question is, if there is a solution to the Schrödinger equation
that leads to real energy eigenvalues (equation (2.17)). With the wave function

ψi(z) = e−q′′·z
(
I · e−i(q′+ g

2 )z +R · e−i(q′− g
2 )z

)
(2.18)

such solutions can be obtained for q = 0 + iq′′ and as long as the square root in (2.17) remains
positive (i.e. V 2 > g2q2) [1]. The wave function decays into the Bulk for z → ∞, as required, but
still diverges for z → −∞. Therefore, it needs to be matched with a wave function like (2.11),
which decays into the vacuum. This can be done for at least one value of q′′ by adjusting the
complex amplitudes I and R and the result is shown in Figure 2.3 [1]. Thus, it is possible to find
“new” electronic states at a crystal surface that exist in the forbidden gaps and are named surface
states. When the valence band structure of a material is probed by ARPES, it will be important
to identify and distinguish the respective states in order to understand the fundamental electronic
structure. The details of this will be explained in the following chapter 3.
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Chapter 3

Photoelectron Spectroscopy

Photoelectron spectroscopy (PES) is a collective term for techniques that can directly probe the
occupied electronic states of a material, and thus, will be the main characterization techniques in
this thesis. This chapter will provide the most important fundamentals to the reader, which is
referred to ref. [3] for a more detailed description.

Section 3.1 will focus on the theoretical fundamentals. Section 3.2 tackles the experimental setup,
with the general requirements and the specifications at IHP. Section 3.3 will target the binding
energy referencing and the energy resolution, while section 3.4 provides some additional details
on angle-resolved photoelectron spectroscopy (ARPES). In the final section 3.5, I will explain the
most important aspects of X-ray photoelectron spectroscopy (XPS).

3.1 Theoretical Description

PES utilizes the photoelectric effect to probe the electronic structure of solids. A sample is irra-
diated with photons and the kinetic energy Ekin of photoelectrons, that have been ejected from
the sample, are measured. Using the fundamental energy conservation law of the photoemission
process [3]

Ekin = hv − Φs − Ebin, (3.1)

where hv is the photon energy and Φs is the sample work function, one can then obtain the binding
energy Ebin that the electron had in its initial state. Equation (3.1) means that not any light will
suffice: The energy of an incoming photon has to be high enough for the electrons to overcome an
additional energy barrier (work function Φs) before they can leave the sample. After the electrons
have left the sample, they are counted by an analyzer system (more details in section 3.2), which
gives rise to a spectroscopic signal of the form I(Ekin). The situation is illustrated in Figure 3.1:
In the initial state picture, electrons fill up energy levels with a certain binding energy and density
of states (DOS). One may now expect a proportional intensity distribution of sharp lines for the
core-level electrons and overlapping bands for the valence band structure in PES (“ideal” PES
spectrum) [1]

I(Ekin) = DOS(hv − Φs − Ebin). (3.2)

However, the real spectrum is much more complicated as shown on the right-hand side of Figure
3.1 (“real” PES spectrum). The graph shows the XPS signal of a Ge(001) sample and the spectrum
not only exhibits lines for the core-level electrons, but also lines that originate from initial and
final state effects. A large, step-like background (BG) is visible, caused by electrons that have
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been inelastically scattered. Additionally, the “DOS-assumption” fails to explain the dependence
of the photoemission intensity on the photon energy. To describe the underlying fundamentals

Figure 3.1: Schematic representation of the energy conservation in the photoemission process. In the
initial state, electrons have energy levels given by their respective binding energies and occupied according
to the density of states. Core-levels are discrete energy levels, while the valence band is more like a sea
of bands. In the “ideal” image of the photoemission spectra, the photoemission intensity correlates directly
to the density of states, with sharp peaks corresponding to the core-level peaks and an energy-broad feature
corresponding to the valence states. In reality, the spectra are much more complex due to the many body
processes involved, as can be seen in the XPS spectrum of a Ge(001) sample. The spectrum shows additional
peaks that are not denoted as core-levels and a step like background (BG) is visible. After ref. [3].

of the photoemission process, the three-step model shown in Figure 3.2 is widely used [1, 3, 4].
In the first step of this model, the photon excites an electron from its initial state into the final
state. Second, the photoelectron travels through the crystal to the surface, where it escapes from
the crystal in the third and final step. This approach of describing the photoemission process is
somewhat artificial, as, in reality, the process is actually more of a one-step process. Nevertheless,
the phenomenological approach has proven to be accurate enough and serves up to date as a
convenient, qualitative description of the process. I will now explain in the following how these
individual steps contribute to the final intensity observed in the PES spectrum.

Step 1: Excitation of the Photoelectron

The first parameter that changes the measured photoemission intensity from the expected DOS
is the photoionization cross-section, i.e. the probability of an electron to be excited by a photon.
Starting with Fermi’s golden rule, the transition probability between initial ψi and final ψf state
(Bloch waves) is given by [3]

wf,i ∝ |⟨ψf |H ′|ψi⟩|2δ(Ef − Ei − hv). (3.3)

The delta function δ(Ef −Ei−hv) ensures the energy conservation inside the crystal, i.e. the final
state energy of the photoelectron Ef must be higher than the initial state energy Ei. ⟨ψf |H ′|ψi⟩ is
the transition matrix element that represents an overlap integral of the form

∫
ψf (r)H

′(r)ψi(r)dr.
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Figure 3.2: Schematic of the three-step model describing the photoemission process. The first step is
the excitation of the electron from the initial state into the final state. In the second step, the electron
propagates through the crystal before escaping from the crystal in the third and final step. After ref. [3].

The operator H ′ describes the irradiation with light as a small perturbation. Thus, the momentum
operator p in the Hamiltonian of an unperturbed system H0 is replaced by p − eA, where A is
the vector potential of the photon field and e is the electron charge. One then obtains for the
interaction operator

H ′ =
e

2me · c
(A · p+ p ·A)− eφ+

e2

2me
(A ·A), (3.4)

where φ is the scalar potential and c is the constant of light. For weak radiation fields (typically
the case, except for laser sources) the last two terms can be removed. With p = iℏ∇, equation
(3.4) gives

H ′ =
e

2me · c
(2 ·A · p+ iℏ(∇A)) =

e

2me · c
A · p (3.5)

which is referred to as the dipole approximation, because A is assumed to be constant (i.e. the
wavelength is large compared to the atomic dimensions) and thus, ∇A = 0 [1, 3, 4]. The transition
probability can be written as

wf,i ∝ |⟨ψf |A · p|ψi⟩|2δ(Ef − Ei − hv). (3.6)

For the experiment, this means that the transition matrix element ⟨ψf |A · p|ψi⟩ causes the pho-
toemission intensity to change with excitation energy, which can then result in photoemission
intensities that do not reflect the DOS. As an example, one can consider the case of a harmonic
oscillator (although a 1

r potential is shown) illustrated in Figure 3.3 [3]: A low-energy initial state
will only have low momentum dependence. According to the transition matrix element, the over-
lap between initial and final state is now calculated by applying the momentum operator p on
the initial state wave. The overlap will be largest if the final state has also a low momentum
dependence, which means that the excitation energy has to be low. Vice versa, high energy initial
states with large momentum dependence will have a high transition probability with increasing
excitation energy. In fact, this is the reason why it is much easier to detect oxygen contamination
compared to carbon contamination when probing the respective 1s core-level with XPS (assuming
the same quantity is present) [1]. The higher binding energies in O (atomic number 8, ≈ 530 eV
binding energy) compared to C (atomic number 6, ≈ 285 eV binding energy) mean that the final
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state energy is lower in O than in C, when the same excitation energy is used. This means lower
momentum dependence of the O 1s final state compared to the C 1s final state, resulting in a larger
matrix element for oxygen.

Figure 3.3: Comparison of the transition matrix element between different initial and final state energies.
A high-energy final state ψf2 has a large momentum dependence, leading to rapid oscillation. The low-
energy final state ψf1 has lower momentum dependence and slower oscillation. If the initial state ψi2 is
excited into the high-energy final state ψf2, the overlap will be larger compared to excitation in the low-
energy final state ψf1. Thus, a high-energy initial state "prefers" a high-energy excitation energy. Vice
versa, the low-energy initial state ψi1 has a larger overlap with a low-energy final state ψf1 compared to a
high-energy final state ψf2, thus "preferring" low excitation energies. After ref. [3].

Step 2: Propagation to the Surface

Upon reaching a final state, the electron is free to move through the solid and eventually reach the
surface. On its path to the surface, an electron will see an ocean of charges and potentials; hence,
some electrons will undergo inelastic scattering contributing to the PES spectra as the background
signal observed in Figure 3.1. The question is now: how long is the average distance (the so-called
inelastic mean free path (IMFP) λ) that an electron can travel without losing the carried informa-
tion [3]?

An experimental approach to obtain the value of the IMFP is the over layer method: A substrate
photoemission signal is probed as the function of an increasing over layer thickness. As the over
layer thickness increases, the inelastic scattering of photoelectrons from the substrate enhances
and the photoemission signal decays at an exponential rate, given by [5]

I(L) = I0e
− L

λ(E)·cos(α) . (3.7)

Here, L is the overlayer thickness, I0 is the intensity without damping. Following this method,
many experimentally values have been reported for classes of materials. Seah and Dench [6] derived
the relation

λ =
A

E2
kin

+B
√
Ekin (3.8)

from the experimentally reported values. The fitting parameters A and B are material parameters.
Figure 3.4 shows the IMFP as a function of the electron kinetic energy according to equation (3.8)
and using the fitting parameters for elements and inorganic compounds. The qualitative behavior
is the same: at low kinetic energies, the IMFP is large, reaching a minimum in the region of 20 eV
– 80 eV. Typical laboratory ARPES and UPS experiments employ He I (21.2 eV) and He II (40.8
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Figure 3.4: Inelastic mean free path (IMFP) as a function of kinetic energy for elements (red) and
inorganic compounds (black). The curves represent fits after Seah and Dench [6]. A minimum is reached
between 20 eV and 80 eV of electron kinetic energy. The marked areas indicate the expected maximum
IMFP for excitation energies used in this work (He I, He II and Al Kα).

eV) excitation energies, meaning they usually provide the maximum surface sensitivity. The IMFP
for these energies ranges from 3 Å - 10 Å. With increasing energy, the IMFP becomes larger. For
example, XPS experiments employing Al Kα (1486.7 eV) will have an IMFP ranging from 15 Å –
30 Å.

A more theoretical approach to determine the IMFP was reported by Tanuma et al. with the
TPP-2M formalism [7]:

λTPP−2M (Ekin) =
Ekin

E2
P

[
β · ln(γEkin)− c

Ekin
+ D

E2
kin

] , (3.9)

with the parameters being

β = −0.1 + 0.944
(E2

P+E2
G)2

+ 0.069ρ0.1, (3.9a)

γ = 0.191ρ−0.5, (3.9b)

C = 1.97− 0.91 · U , (3.9c)

D = 53.4− 20.8 · U , (3.9 d)

and

U = NV B

M . (3.9 e)

Here, EP is the plasmon energy, EG is the band gap, M is the molecular weight, NV B is the
number of valence electrons. Inserting these values will then allow to calculate the IMFP for
energies between 50 eV and 2000 eV.

While the IMFP is the reason that one is limited to the very surface of a sample with PES it also
has useful implications. For example, the information depth corresponds to [5, 8]

d = 3 · λ · cos(α), (3.10)

in which α is the emission angle with respect to the surface normal. Rotating a sample by 60° will
decrease the information depth by 50 %, drastically enhancing the surface sensitivity. This can
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allow for a non-destructive depth profiling, enabling the investigation of depth-depended changes
in the chemical composition and/or the presence/absence of a band bending in a sample.

The IMFP is one of the factors that sets the need for ultra-high vacuum conditions in the PES
experiment. Particles and molecules in the chamber will eventually lead to inelastic scattering
of the electron on its way to the analyzer and information about the initial state will be lost.
Additionally, adsorbates may deposit on the surface, changing the IMFP and also the chemical
environment. The rate of impinging molecules on the sample surface is given by [1]

R =
P√

2πMkBT
, (3.11)

where P is the chamber pressure, M is the molecule mass, kB is the Boltzmann constant and T is
the temperature. At room temperature and a pressure of 10−6 mbar (high-vacuum) the impinging
rate of oxygen is 2.7 · 1014 cm−2 s−1 [1]. Considering a typical atomic density of 1015 cm2 at a
surface, the entire surface is covered by a monolayer of rest gas molecules within seconds. The
detection limit of PES experiments is typically given as 0.01 ML and experiments may take at
least one hour. Thus, if the coverage of rest gas contamination has to stay below 1 % for several
hours, the pressure needs to be in the order of 10−9 − 10−10 mbar.

Step 3: Escape from the Surface

The last step of the photoemission process is the escape of the electron from the surface. Figure 3.5

Figure 3.5: Kinematics of the photoemission process in the extended zone scheme of a periodic potential.
Energy and momentum conservation between the initial and final state inside the periodic potential are
indicated arrows. The final state energy dispersion Ef (kf ) inside the crystal can be approximated by a free
electron parabola outside the crystal Ekin(K). After ref. [9].

illustrates the kinematics of the photoemission process from a periodic potential in the extended
zone scheme.Energy conservation requires that the final state energy inside the crystal is higher
than the initial state energy [3]. Furthermore, it is assumed that the final state energy dispersion
inside the crystal Ef (kf ) can be approximated by a free electron parabola Ekin(K) outside of
the crystal [3, 9]. Note that the wave vectors k are just measures for the electron momentum,
which is given by p = ℏk. Figure 3.5 indicates that the electron requires momentum in order to
transition from initial to final state. The difference between initial state momentum ki and final

26



state momentum kf is provided by the crystal lattice (G is the reciprocal lattice vector). The
conservation of electron momentum inside the crystal is then

kf = ki +G, (3.12)

and the reason why photoemission cannot take place in a constant potential. The general kine-

Figure 3.6: Illustration of the k-conservation of a photoelectron leaving the crystal. Only the k-component
parallel to the surface is conserved. After ref. [3].

matics in Figure 3.5 demand
Ef (kf ) = Ekin(K) + V0, (3.13)

where, V0 is the inner potential of a material. The momentum conservation inside the crystal can
be simplified by the using the reduced zone scheme (backfolding into the first Brillouin zone)

k = kf = ki, (3.14)

Using the free electron parabola approximation equation (3.13) becomes

Ekin(K) =
ℏ2K2

2me
− V0 =

ℏ2k2

2me
− V0. (3.15)

At the surface the periodic potential ends, resulting in a potential step from crystal to vacuum
(section 2.2). The electron leaving the solid will then be elastically scattered and diffracted,
meaning that it will change trajectory, as illustrated in Figure 3.6. The result is conservation of
the k-component parallel to the surface but not of the k-component perpendicular to the surface.
Using momentum conservation and the geometry of Figure 3.6 [1, 3, 4], equation (3.15) changes
into

K|| = k|| =

√
2me

ℏ2
Ekinsin(α) (3.16)

and

k⊥ =

√
2me

ℏ2
(Ekincos2(α) + V0). (3.17)
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In ARPES experiments, this means that one can measure the intensity as a function of the kinetic
energy and emission angle to obtain an energy dispersion related to k||. The perpendicular com-
ponent k⊥ requires knowledge about the inner potential V0 and a more sophisticated setup, e.g.
tunable light sources, which is usually the case only at synchrotron facilities. In general, this will
mean that laboratory setups are limited to the study of E(k||).

3.2 Experimental Setup for Photoelectron Spectroscopy

At IHP, the PES setup is part of a larger surface science cluster, shown in Figure 3.7. The system
operates under ultra-high vacuum (UHV) conditions at a base pressured between 8 · 10−11 mbar
to 5 · 10−10 mbar. Samples are loaded into the load lock and can be sputtered and annealed in
the preparation chamber I. Annealing can be done by focusing an electron beam on the backside
or by resistive heating. Preparation chamber II is directly connected with preparation chamber I
and contains a low-energy electron diffraction system (ErLEED 150) as well as MBE sources for
the growth of Ge and Sn. Adjacent chambers to preparation chamber II are the CVD chamber,
optimized for the growth of graphene, and the analysis chambers for scanning tunneling microscopy
(STM) or PES. For details on ultra-high vacuum systems, the reader is referred to ref. [1]. Details
on a general PES spectrometer design and the functionality of individual components can be found
in ref. [8].

Figure 3.7: The surface science cluster at IHP. Samples can be introduced into the system via the
load lock. Surface preparation like degas, sputtering and annealing can be done in preparation chamber
I. Preparation chamber II features MBE sources for the growth of Ge and Sn, as well as a LEED optics.
Adjacent to preparation chamber II are the CVD chamber for the growth of graphene and the two analysis
chambers for sample characterization by STM and PES.

Two photon sources are attached to the analysis chamber. These photon sources have additional
monochromators that narrow the energy range. This is achieved by focusing the beam and remov-
ing other characteristic lines, as well as the braking radiation background. The result is a better
energy resolution and the removal of satellite peaks in the spectra at the expense of intensity by
a few orders of magnitude. The available photon sources at the surface science cluster for XPS
are monochromated Al Kα (1486.7 eV) and monochromated Ag Lα (2986.4 eV). A dual anode
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Figure 3.8: a) Components for the generation of monochromated X-rays. The X-ray source (XR 50)
operates with a dual anode, that allows the emission of Al Kα (1486.7 eV) and Ag Lα (2986.4 eV). Passing
through the FOCUS 500, the X-rays are monochromated before reaching the chamber, improving the energy
resolution. b) Components for the generation of He I (21.2) and He II (40.8) UV-radiation. The He
discharge lamp UVS 300 generates a He plasma. Photons generated by the He-plasma have to pass the
TMM 304 monochromator, selecting between the He I and He II lines. The capillary guides the photons
into the analysis chamber.

X-ray source (XR 50) produces the X-ray beams (Figure 3.8 a)). Before reaching the chamber,
the X-ray beams pass the monochromator FOCUS 500. The mirror plate of the FOCUS 500 is
made of a Quartz (1010) crystal and can be adjusted for each of the two excitation energies to
fulfil Bragg’s law, resulting in monochromated radiation. The irradiated area is 3.5 x 1 mm2 on
the sample, but the focus mode of the anode allows to narrow the probed area down to 3.5 x 0.2
mm2. This is achieved by focusing the electron beam with electron lenses onto a smaller area
on the anode. Additionally, the focus mode improves the energy resolution by about 0.1 eV. For
UPS and ARPES experiments, photons are generated in a He discharge lamp UVS 300, shown
in Figure 3.8 b). The UV light emitted by the He plasma is transmitted into the chamber of the
monochromator (TMM 304) compromising a plane grating and a toroidal mirror. Incoming light
is dispersed by the grating before being focused with the mirror. Two cassettes are used, each with
an optimized set of grating and mirror for the energies of He I (21.2 eV) and He II (40.8 eV). The
monochromated light passes into the analysis chamber through a capillary, with a spot size of 0.7
mm in diameter to reach the sample surface.

Irradiation of the sample leads to emission of photoelectrons in all directions from the surface. An
electron lens apparatus collects the photoelectrons before being passed into the energy filter, that
is, the hemispherical analyzer. Furthermore, different lens modes allow to separate and focus the
incoming photoelectrons by their lateral origin (area modes) or emission angle α (angle modes).
Area modes are high-transmission modes, optimized for large spot sizes by maximizing the integral
of acceptance area over the illuminated spot, resulting in high counts per second (CPS). Generally,
the medium area mode (MA) is used for XPS experiments featuring a monochromated source.
The acceptance area is not limited by the lens, but rather by the irradiated area of the source,
usually smaller than the sample [10]. The angular acceptance for this mode is ±8°. For ARPES
and UPS experiments so called angular modes are used to collect electrons within the angular
acceptance. Instead of mapping the lateral distribution, the emission angle distribution is imaged.
Together with a 2D-CCD detector, this allows for quick mapping of the valence band structure and
Fermi surfaces. The wide-angle mode (WAM) allows to simultaneously image an emission angle
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distribution of ±14°.

Followed by the electron lens, the hemispherical electron analyzer will separate the collected elec-
trons by their kinetic energy, acting as the energy filter of the system. The working principle of
the analyzer is illustrated in Figure 3.9. The analyzer has an energy dispersive plane (blue) and a
non-energy dispersive plane (red to green). An entrance slit is the first stage of the energy filter.
A smaller slit will improve the energy resolution, however, less electrons will pass into the filter,

Figure 3.9: Basic setup for photoelectron spectroscopy (PES) and working principle of a hemispherical
analyzer. A photon source excites electrons via the photoelectric effect from a sample. Photoelectrons e−

are emitted under the emission angle α with respect to the surface normal z and then collected by the
analyzer, converting the photoelectrons into a spectroscopic signal. The azimuth angle β describes the in-
plane alignment of the sample with respect to the in-plane high symmetry directions, mostly relevant for
ARPES.

resulting in lower intensity. The second stage of the energy filter are the two hemispheres. A
potential difference, determined by the pass energy, is applied between the outer and inner sphere.
Electrons with a certain energy range around the pass energy will be allowed to reach the detector
[10], indicated by the blue colored trajectories in Figure 3.9. Smaller pass energies reduce the
uncertainty, leading to improved energy resolution at the cost of lower intensity. Electrons with
lower or higher kinetic energies will not reach the exit and are instead deflected towards the inner
or outer sphere respectively. During this process, the angular distribution imaged by the electrons
lens is kept, indicated by the red and green trajectories. Hence, the electrons reach the detector
after being sorted by their energy and emission angle. The detector consists of micro channel
plates, acting as secondary-electron multipliers. Each of these MCPs is a pixel on the phosphorus
screen. The electrons are accelerated towards the screen and result in the emission of light. The
emitted light is then captured by a CCD camera, resulting in a spectroscopic signal of the form
I(Ekin, α). Thus, it is possible to directly obtain an image of a certain k-space and energy range,
if the electron distribution for a given pass energy was allowed to reach the detector at once. The
analyzer mode allowing for this operation is called the snapshot mode; the pass energy determines
the energy window that is seen, while the energy channels of the detector determine the energy
steps. At the same time, these are also the main disadvantages of the snapshot mode, as the user
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is not free to choose energy resolution and step size for a certain energy of interest. However, the
measurement will only take a few seconds, mainly determined by the dwell time, i.e. the amount
of time that the energy filter allows electrons to reach the detector. Contrary to the snapshot
mode, the fixed analyzer transmission mode (FAT) will scan the electrons by their kinetic energy.
The user is free to set the energy steps, i.e. the amount of data points, as well as the pass energy
for an optimal ratio of counts and resolution. Measurements in the FAT are, however, more time
consuming, as the time is not only determined by the dwell time, but also by the number of scans
performed and the step size.

3.3 Binding Energy Referencing and Energy Resolution

It is essential to compare binding energies between measurements with the same spectrometer, or
even between different spectrometers. An accurate way of binding energy referencing is therefore
essential. For example, the binding energy of the Ag 3d5/2 peak in XPS should always be located
at a binding energy of 368.21 eV, independent of the instrument. This is achieved by using the
energy conservation of the photoemission process, as illustrated in Figure 3.10. When a conducting
sample is put in electric contact with the spectrometer, both Fermi-level (EF ) align to the same
energy level. The true kinetic energy of the photoelectron is given by [5]

E∗
kin = hv − ΦS − Ebin, (3.18)

where hv is the energy of the photon, ΦS is the work function of the sample and Ebin is the binding

Figure 3.10: Energy conservation of the photoemission experiment with respect to the spectrometer.
When the sample is in electrical contact with the spectrometer, the Fermi-level EF align. When the spec-
trometer workfunction ΦSP is known, the binding energy of the initial state can be determined from the
measured kinetic energy of the photoelectron Ekin. After ref. [5].

energy of the electron in the initial state. However, after the alignment of the EF , the actual
measured kinetic energy Ekin depends on the spectrometer work function ΦSP . Since binding
energy and photon energy are constant, the sum of the respective workfunction and kinetic energy
must be equal [5]:

E∗
kin +ΦS = Ekin +ΦSP . (3.19)
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In order to achieve the correct binding energy, one needs to determine the work function of the
spectrometer. This is achieved by the alignment of a metal Fermi-edge to a binding energy of 0
eV and/or by the alignment of a core-level peaks to known values.

Figure 3.11: a) Fermi edge of a sputter cleaned Ag sample, measured with an excitation energy of 21.2
eV and a pass energy of 5 eV at room temperature. The inset shows that the first order derivative is
centered on the position of the Fermi-level EF with a full width at half maximum (FWHM) of 115 meV.
b) Ag 3d5/2 peak measured with mono chromated Al Kα (1486.7 eV) and a pass energy of 5 eV at room
temperature. The peak is located at 368.21 eV and has a FWHM of 0.48 eV

If the work function of the spectrometer has been calibrated correctly, the spectra of Ag should
appear like in Figure 3.11, where a sputter clean Ag foil was measured. Among the noble metals,
Ag provides a distinct Fermi-edge under UV-radiation, see Figure 3.11 a). Adjusting the work
function of the spectrometer “moves” the position of the Fermi-edge in accordance with the energy
conservation law. The inset of Figure 3.11 a) shows the first order derivative of the Fermi-edge
fitted by a Voigt-shape peak. The peak maximum corresponds to the center of the Fermi-edge,
which is found at a binding energy of 0 eV in this case, thus illustrating a sufficient calibration of
the spectrometer. As a result of the correct work function calibration, the Ag 3d5/2 peak probed
by XPS in Figure 3.11 b) is located at a binding energy of 368.21 eV [10]. Additional information
regarding the energy resolution for the respective instrumental settings may also be obtained from
the spectra shown in Figure 3.11. The total energy resolution Etotal in PES is defined as [10]

E2
total = E2

natural + E2
instrument, (3.20)

where Enatural is the natural line width and Einstrumental is the instrumental energy resolution,
influenced by the light source and the spectrometer settings. In case of the Ag 3d5/2 peak, the
natural line width is 0.33 eV. Using the above equation and the FWHM shown in Figure 3.11
b), the instrumental resolution for XPS becomes 0.35 eV. This extremely high energy resolution
comes at the cost of a significant loss in intensity. In practical measurements I typically used an
instrumental energy resolution of ≈ 0.6 eV, which doubles the FWHM of the silver peak to about 0.7
eV. However, the intensity gained increased by a factor of 10. In case of a Fermi-edge like in Figure
3.11 a), Enatural corresponds to the room temperature broadening, i.e. smearing of the Fermi
edge, which is approximately 4kBT , were kB is the Boltzmann constant and T the temperature.
At room temperature, 4kBT amounts to ≈ 103 meV, which means that with Etotal corresponding
to the FWHM of 115 meV, the instrumental resolution was 50 meV. Further improvement of Etotal

may be achieved by cooling of the sample to reduce thermal broadening.
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3.4 Angle-Resolved Photoelectron Spectroscopy

The power of angle-resolved photoelectron spectroscopy for materials science lies in the direct
probing of E(k) of the occupied states at the surface. As already outlined in section 3.1 (Step
3: escape from the surface) this thesis will be restricted to E(k||), because k⊥ requires a tunable
excitation source.

The Importance of UV-Radiation

An important aspect of ARPES is the use of UV radiation for the excitation of photoelectrons,
hence, the technique is often also referred to as ARUPS (angle-resolved ultra-violet photoelectron
spectroscopy). There are two reasons for the use of electrons in the UV regime. The first reason is
the improved energy and momentum resolution. As shown in section 3.3, the energy resolution in
UPS is improved by about one order of magnitude compared to XPS. The Momentum resolution
is given by [3, 5]

∆k|| =

√
2meEkin

ℏ2
cos(α)∆α (3.21)

and a typical angular resolution ∆α of the system will be around ∆0.2°. The result is a momen-
tum resolution of ∆k|| = 8 · 10−3 Å−1 when He I radiation is used, while in case of Al Kα, the
momentum resolution is one order of magnitude worse (∆k|| = 6.8 · 10−2 Å−1). The second rea-
son for the use of UV-radiation is the negligible photon momentum in the photoemission process.
Strictly speaking, one would have to add the photon momentum in equation (3.12). The photon
momentum κ = 2π

λ (λ is the wavelength) becomes ≈ 0.01 Å−1for He I (21.2 eV) and ≈ 0.02 Å−1

for He II (40.8 eV) which is negligible compared to the dimensions of the first Brillouin zone in
most materials [3] (for Ge it is ≈ 1 Å−1). However, in case of X-rays with an energy of 1486.7 eV
(Al Kα), the photon momentum becomes ≈ 0.76 Å−1. The transition in the reduced zone scheme
is no more vertical, which means that the Brillouin zone is smeared out over the angular range
that is probed [3, 5].

Data Acquisition and Processing

A set of ARPES data that was obtained with He I radiation on Ge(111) is shown in Figure 3.12.
The direction of the non-energy channel is the angular dispersive plane of the analyzer and de-
tector, while the kinetic energy belongs to the energy dispersive plane. Rotation of the sample
perpendicular to the non-energy channel direction allows one to move through the surface Brillouin
zone and obtain a map of the k||-space. A constant energy is then obtained by selecting a certain
energy and extracting the intensity profile as a function of the two angles (shown in the right-hand
side top of Figure 3.12). Here, a kinetic energy of 20.6 eV was chosen and one can clearly see the
6-fold-symmetry of the band structure due to the hexagonal form of the Ge(111) surface Brillouin
zone. At the Fermi-level EF , constant energy cuts allow to directly resolve the Fermi-surface. To
visualize the energy dispersion E(k||), one has to take a constant angle cut. If a polar angle of 0°
is chosen, the non-energy channel 0° corresponds to the Γ-point. Azimuthal (in-plane) rotation of
the sample allows to change the high symmetry direction that is probed. In case of Figure 3.12,
the constant angle cut shows the dispersion along the Γ−K direction, indicated by the insets.

The processing and analysis of the energy dispersive ARPES data is illustrated in Figure 3.13 for
wide energy range scans of the Ge(111) surface along the Γ−K direction. According to equation
(3.16), the experimental data has been transformed and the bottom axis is now in dimensions of
k||. The energy axis is now given with respect to the Fermi-level EF , which means the values
are negatives of the binding energy. While most of the features are already visible and show clear
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Figure 3.12: A Set of ARPES data from a Ge(111) surface is shown on the left side. The non-energy
channel corresponds to the angular dispersive plane of the analyzer. Rotation perpendicular to this axis
(polar angle) allows to obtain the intensity (gray scale) of photoelectrons as a function of the two angles
and the kinetic energy. A constant energy cut (blue) at a kinetic energy of 20.6 eV is shown in the right
panel top. The constant angle cut in the right panel bottom corresponds to to a polar angle of 0°.

dispersions, high intensity bulk features limit the visibility of low intensity at the valence band
maximum. Therefore, it is often times appropriate to enhance spectral features. Figure 3.13 b)
shows the same image as a) but after applying a high pass filter, resulting in more pronounced
features at the valence band maximum. In order to fit dispersion of bands for quantitative anal-
ysis, one has to extract individual curves from the spectra, illustrated in Figure 3.13 a). Energy
distribution curves are intensity profiles as a function of E − EF (constant k||) while momentum
distribution curves show the intensity as a function of k|| (constantE − EF ). Peak positions can
then be extracted by fitting. As such, it is possible to obtain effective mass values, if the fitted
dispersion matches a free electron parabola.

Qualitative Analysis

For the qualitative analysis of ARPES data and the comparison with theoretical calculations, one
needs to understand that ARPES is actually measuring a surface projected band structure [1, 3].
At a defined k||, all energy values of bulk states with the same k|| and an arbitrary k⊥ will appear.
If there are no energy values, these will also be projected onto the surface [1]. It is therefore not
straight forward to compare bulk calculations with the actual ARPES experiment, as one needs to
transition from bulk to surface Brillouin zone and also account for the projection of bands. This
becomes particularly important for 3D materials and surface states. Surface states are 2D-states
that have no k⊥ dependence. In contrast, 3D dimensional states (bulk states) will show disper-
sion in k⊥, even though they are surface projected. Without a continuous light source, the k⊥
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Figure 3.13: a) shows a wide-energy scan of the Ge(111) valence band structure along the Γ- K direction.
Doted lines indicate the extracted momentum distribution curve (MDC) and energy distribution curve
(EDC) that are shown on the top and right-hand side of the intensity map. b) The same image as a after
applying a high pass filter to enhance spectral features around the valence band maximum.

dependence can hardly be probed, but nevertheless, one can identify surface states by the following
characteristics [1]:

1) A “true” surface state must lie in the projected bulk gap. As a result of the strong confine-
ment to the surface, the surface state has only E(k||) dispersion. Along k⊥, the surface state is
dispersion less, essentially like a straight line in direction of k⊥. For any k|| and E(k||) along k⊥,
where the surface states exist, there must not be a single solution for a bulk wave, else the surface
state would couple to it. The surface state would not be a true surface state anymore, because it
can then penetrate deep into the bulk. In principle, this is a possibility and one then speaks of
surface resonances. While they have the k⊥ dependence of bulk states, they have a much stronger
amplitude at the surface.

2) Surface states are contamination sensitive. If the origin of a surface state is a periodic surface
structure, contamination will distort the periodicity and destroy the state. Bulk and surface reso-
nances are less sensitive because they also extend into deeper layers, although a sufficient amount
of contamination will also lower their intensity at some point.

3) They have a tendency to appear as sharp peaks. What this means is that bulk bands are typi-
cally broader due to their projection along k⊥ onto the surface. The overlap of multiple k⊥ values
result in energy broadening.

3.5 X-Ray Photoelectron Spectroscopy

X-ray photoelectron spectroscopy (XPS) makes use of photons in the X-ray regime in order to
excite even deep core-level states and is widely used to study the chemistry at surfaces. Figure
3.14 shows a set of XPS measurements performed on a Ge(001) sample that was just loaded into
the UHV-system.

A typical XPS measurement starts with a survey scan for the energy range that can be probed
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Figure 3.14: a) Survey scan of Ge(001) sample without any cleaning treatment, measured with monochro-
mated Al Kα (1486.7 eV). Regions used for detail spectra with higher energy resolution are indicated by
labels and colored background. b) – e) Detail spectra of the Ge 2p, Ge 3d, O 1s and C 1s core-level regions,
respectively.

by the X-rays, as shown in Figure 3.14 a). In this example, monochromated Al Kα was chosen
as the excitation source, meaning that electrons with a binding energy of up to -1300 eV can
be reliably investigated, before the secondary electron background becomes too large (notice the
exponential increase of intensity between -1300 eV and -1400 eV). The shown survey scan takes
about 5 minutes to measure and is mainly used to obtain a quick overview of the chemical states on
the sample. One can quickly identify the core-level peak of O 1s in a region around -530 eV, which
belongs to the native Ge oxide that forms when Ge is in contact with air. Besides native oxides,
an untreated sample will also have adventitious carbon on the surface. Even short contact with
air may form adventitious carbon, which consists of hydrocarbons and carbon with single/double
bounds to oxygen. Once a chemical species or core-level region of interest is found, high-resolution
scans of that region should be performed. The pass energy will be reduced (in this case from 50
eV down to 15 eV) the step size will be decreased to enhance the number of obtained data points
and the dwell time may also be slightly increased. Several scans should be used in order to achieve
a good statistic, i.e. a low noise background. A high-resolution scan of the O 1s region is shown
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in Figure 3.14 b).

Auger Peaks

The O 1s peak is overlapping with Auger peaks of Ge, indicated by a marker (L3M23M23). One
can also see in Figure 3.14 a) that the region of Auger peaks (indicated by the marker Ge LMM)
extends over a few hundred eV. Auger electrons can be created as part of the relaxation from the
N−1 electron state that is created by photoemission after the electron has left the nucleus. If the x-
ray photon ejects a deep core-level electron, the atom being in the N−1 electron state may minimize
its energy by the recombination of an electron of a higher energy state with the hole left behind [5].
The recombination will create a photon with an energy equal to the recombination energy, which
can then either leave the sample without any interaction or interact with other electrons. The
interaction with an electron can then lead to its emission in form of an auger-electron, if energy
conservation is still fulfilled. In contrast to regular photoelectrons, auger electrons will always have
a characteristic kinetic energy, but their binding energy will change with the excitation energy.
This can be used to “move” Auger peaks by switching the excitation energy, if, for example, the
auger-peaks interfere with core-level peaks of interest. Therefore, it can be a huge advantage of a
dedicated XPS setup to have more than a single excitation energy.

Chemical Shifts

The Ge 2p and Ge 3d core-level regions are shown in Figure 3.14 c) and d) respectively. Both
spectra exhibit Peaks related to pure Ge and to Ge-oxide. Due to charge transfer in the polar
bonding, the oxide peak will usually be found at a higher binding energy than the elemental peak.
This is commonly referred to as a chemical shift. Comparing the two core-level regions, one will
notice that the Ge-oxide peak is much larger with respect to the pure Ge peak in the Ge 2p region
compared to the Ge 3d region. This can be explained by the difference in the IMFP of the two
regions. The Ge 2p peaks have a higher binding energy, thus a smaller kinetic energy than the Ge
3d peaks. As a result, the Ge 3d peaks are less surface sensitive and since the native oxide is only
found at the surface, more percentage of the pure Ge bulk is probed compared to the Ge 2p peaks.

Spin-Orbit Splitting

While the O 1s peak exhibited only a single peak in the as loaded sample, one can see that the
Ge 2p and Ge 3d regions each appear to contain several peaks. The origin of this is the spin-orbit
splitting given by the possibility of two final states for the same energy. The spin orbit coupling
can be described by the j-j coupling scheme in which total quantum angular momentum j is used
instead of individual numbers l and s [5]:

j = l + s. (3.22)

Here, l is the angular momentum quantum number and s is the spin angular momentum number.
l defines the shape of the orbital and is equal to 0 in case of an s-orbital, which means that any
orbitals other than s-orbitals (i.e. l > 0) have two possible final states by definition. Therefore,
one observes two peaks belonging to Ge 2p and Ge 3d. Because l is 1 in case of the p-orbital, the
two peaks for Ge 2p are differentiated by their possible j value 1/2 and 3/2. For a d-orbital j is 2,
which leads to the labels of 3/2 and 5/2 [1, 5]. The area ratios of the respective doublet pair are
given by the orientation possibilities which are 2j + 1 for a given j. In the Ge 2p core-level, there
are four possibilities in the 3/2 final state and 2 in the 1/2 final state, giving an area ratio (2p1/2:
2p3/2 of 0.5. In case of Ge 3d, there are 6 possibilities for 5/2 and 4 for 3/2, making the respective
area ratio 0.67. These can be considered universal for all p- and d-orbitals of all elements. The
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energy value of the splitting, i.e. the separation of the peaks, depends on the doublet and the
material itself, making it have a similar signature like the core-level binding energy. Even for all
compounds of a given material, the splitting is constant. For the Ge 2p peaks the splitting is 31
eV, while in the case of Ge 3d, the splitting is only 0.59 eV. The clear observation of the latter in
Figure 3.14 d) also highlights the extremely good energy resolution of the experimental setup.

Plasmon Loss Features

In addition to the spin-orbit splitting, several peaks can be found in the Ge 2p region. These
do not belong to auger lines of Ge, which are found at a much lower binding energy. Instead,
they belong to plasmon loss features. These occur in conductive samples, where the excitation of
photoelectrons may lead to collective oscillations of conduction band electrons. A photoelectron
will then suffer from discrete energy losses, in multiples of the characteristic plasmon frequency
[5].

C 1s for Binding Energy Referencing

Finally, the C 1s high-resolution scan is shown in Figure 3.14 e). The C 1s core-level is commonly
used for binding energy referencing and actually an ISO standard [11], but it was recently reported
that this may lead to inaccuracies of up to 1 eV [12]. Therefore, the binding energy referencing
using C 1s should be avoided and instead metals in electrical contact with the sample should be
used.

Peak Fitting

An essential part of the core-level peak analysis in XPS and UPS is the fitting of peaks for a
detailed analysis. A detailed review on how to proceed with such an analysis can be found in ref.
[13] and I will only summarize here the most important aspects. The first step of fitting requires
an appropriate background. The commonly used types of background subtraction are (1) linear
background, (2) Shirley background and (3) Tougaard background [13, 14]. Without going into the
mathematical details, Figure 3.15 a) illustrates the three types of backgrounds subtraction on the
Ge 2p core-level region. The linear background has the shape of a straight line going through the
intensity starting and endpoints and has essentially not physical meaning to it (it is pure mathe-
matics). For simple backgrounds, this can still be an appropriate way to handle data, although it
is not recommended for most core-level data.

Peaks where the linear background may still find application generally originate from s-orbitals.
Due to the complexity of the Ge 2p core-level region and its background, this procedure clearly
fails: An ideal background should pass through the noise outside the peak area and this is clearly
not the case.

While the Shirley background has also a more mathematical origin compared to the more physical
Tougaard background, it still is not as arbitrary as the linear background. The reason for this is
that the Shirley background uses the overlying intensities to approximate the steps in the back-
ground. However, it also fails to estimate the correct background of the entire region. One may
obtain better results by splitting the region into smaller parts and apply multiple fits. In general,
the Shirley background and its iterations are widely used.

The Tougaard background has actually a physical meaning attached to it, in the sense that it ac-
counts mathematically for the inelastic scattering and implementing the cross-section [15]. Gener-
ally, this results in the most accurate way of describing a background, but the use of the Tougaard
background is not straight forward. The parameters for Ge are known and shown as the Ge
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Figure 3.15: a) Showing that the three main types of background subtraction (Linear, Shirley and
Tougaard) not match the background of the Ge 2p core-level region. b) The Ge Tougaard background after
parameter adjustment and the resulting fit of the Ge 2p core-level region with two components.

Tougaard in Figure 3.15 a). The background also accounts for plasmon loss features, although
overestimating them because the sample is oxidized. Adjusting the parameters, Figure 3.15 b)
shows now a background (red line) that matches perfectly with the signal surrounding the peaks.

The next step is to choose how many components are used to fit the peaks. In general, once
can fit any number and obtain a good residual. However, the peaks should also have a physical
meaning [13]. For known materials and components, one should first refer to the literature. Since
the surface is oxidized, it is clear that two components are required: one for pure Ge and another
one for Ge-oxides. The latter could in theory also be present as Ge mono-oxide on the surface,
but the fitting was found sufficient for just the Ge di-oxide component, separated by 2.9 eV from
the Ge line. As a general guideline, the physical meaning of each component always needs to be
justified.

The last important aspect of peak fitting is the actual shape of the peak. Core-level peaks do not
appear as sharp lines for two reasons:

(1) The life time of the core-level leads to a broadening that has a Lorentzian shape [13]. This
depends on the material and the core-level itself. For example, the Ge 3d core-hole has a shorter
life time than the Ge 2p core-hole, which makes the Ge 2p about 3 times broader.

(2) The instrument will add broadening to the core-level peak in the form of a Gaussian shape [13].
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This total Gaussian-broadening is given by the energy resolution of the instrument (see section
3.3).

The result of (1) and (2) is that a core-level peak is usually best described by a convolution of
Gaussian and Lorentzian peak shape, where the exact contribution needs to be individually deter-
mined. Finally, the fitting procedure needs to obey the criteria for spin-orbit splitting components,
meaning the separation of Ge-oxide and pure Ge 2p3/2 and 2p1/2 components is constant, as well
as the area ratios [13].
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Chapter 4

Surface Structure Characterization

In this thesis, the investigation of the surface electronic structure will be accompanied by surface
structure characterization methods such as low-energy electron diffraction (LEED) and scanning
tunneling microscopy (STM). Both techniques were readily available for in-situ characterization of
my samples. Combining these two techniques with PES will allow for a more detailed analysis and
robust interpretation of the results in the following chapters.

4.1 Low-Energy Electron Diffraction

LEED is an easy-to-setup surface structure probing technique, which is found in many laboratories
carrying out surface science. The main advantages are the high reliability and the short measure-
ment durations. As such, LEED is used in this thesis as a first probe to the surface structure.

At low-kinetic energy, the de Broglie wavelength of electrons is comparable to the interatomic dis-
tances and diffraction phenomena can be expected. Using electrons instead of photons also means
a high surface sensitivity of these experiments because of the IMFP, similarly to PES from the
previous section. In fact, most LEED data is acquired with electrons that have a kinetic energy
somewhere between 30 to 150 eV, which means that the IMFP is at its minimum. The LEED
diffraction pattern holds information about the symmetry of the surface atomic arrangement, as
well as the surface unit cell. The spot size in LEED is comparable to the dimensions of ARPES
and XPS spot sizes, therefore LEED provides valuable structural information of the surface by
probing at a similar scale.

The experimental setup for LEED is illustrated in Figure 4.1. An electron gun delivers an elec-
tron beam of variable energy by accelerating the electrons from a cathode. The beam is directed
on a sample surface in normal emission (the angle between surface normal and beam is 0°) and
electrons are backscattered to a detector system, which consists of four grids and a fluorescent
screen. From sample towards screen, the first grid G1 is grounded, while the next two grids (G2
and G3) have a retarding voltage UR, set slightly lower than the kinetic energy of the electron
beam. This ensures that electrons with a lower kinetic energy than the incident electron beam (i.e.
inelastically scattered electrons) do not reach the next stage of the detector system and are filtered
out from the measured signal. The final stage is another grounded grid G4 and the fluorescent
screen. The latter has also a voltage applied to it and the larger this voltage, the larger the overall
intensity gets (typically 1 – 4 kV are used). The light emission from the screen is then captured
by a CCD-camera behind the view port of the screen.

The appearing LEED spots are due to constructive interference of the backscattered electrons at
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Figure 4.1: Basic experimental setup and geometry of the LEED experiment. An electron gun delivers
an electron beam, with controllable kinetic energy. A crystalline sample will backscatter electrons under
different angles α. G1 and G4 are grounded grids, while a retarding voltage UR is applied between G2 and
G3. The screen has a voltage applied to it (1 - 4 kV) and the emitted light is captured by a camera through
the view port. The distance between diffraction spots isd and the screen radius is R. After ref. [1].

the surface crystal lattice. At a surface, i.e. a two-dimensional lattice, the diffraction condition is
given by the Laue condition [1, 5]

k||
s − k

||
i = ∆k|| = g, (4.1)

where k
||
i and k||

s are the components of the incident and scattered electron wave vectors parallel
to the surface and g is the vector of the surface reciprocal lattice. Due to energy conservation, the
length of the elastically scattered electron wave vector must be the same as the incident electron
wave vector length

|ki| = |ks|. (4.2)

A useful tool to illustrate the diffraction condition at a crystal lattice is the Ewald-Sphere, shown
in Figure 4.2 a) for the bulk case and in Figure 4.2 b) for a surface. The bulk case is depicted
in two dimensions by only showing a single cut through the reciprocal lattice, allowing a more
convenient illustration of the sphere construction. A ki vector is drawn with the correct direction
and length, pointing with its tip at the origin of the reciprocal lattice. Then, a circle is drawn with

Figure 4.2: Illustration of the Ewald Sphere construction a) for the bulk case in two-dimensions and b)
for the case at a surface. The incident electron wave vector ki, the wave vector of the scattered electron
wave ks and the reciprocal lattice vector g are indicated. P is the center of the Ewald Sphere. After ref.
[1].

the radius |ki| and the origin at P . The principle of the Ewald sphere works intuitively: Any point
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that intersects the circle follows the conservation rules from equation (4.1) and (4.2) and can thus
be observed by constructive interference. Transitioning the construction to the surface means that
the lattice points have now become rods, which also illustrates the missing k⊥ dependence from
equation (4.1). The reason for this is the two-dimensional confinement of the surface in real space,
or rather, its infinitely high symmetry in the perpendicular direction by being just one atomic
layer. This results in an infinite number of k-points perpendicular to the surface, forming the rods
[1, 5]. Similar to the bulk case, constructive interference is expected as soon as a rod is intersected.

The Ewald-sphere construction at a surface nicely illustrates a common observation in LEED.
Generally, more diffraction spots are visible at higher kinetic energies, because the sphere radius is
increased and thus cutting more rods (|ki| = ℏ

2me

√
Ekin). See for example Figure 4.3, showing the

LEED pattern of the Ge(001) surface taken with 75 eV and 110 eV electron kinetic energy. More

Figure 4.3: LEED raw data of a clean Ge(001) surface captured with different electron kinetic energies
(75 eV and 110 eV). Yellow circles indicate the position of full-order diffraction spots of the upper right
quadrant. The red arrow points at the position of a half-order spot and the blue arrow points at a quarter-
order spot. The presence of half- and quarter-order spots is are signs of a reconstruction of the surface.
The yellow arrow indicates the position of the (01) spot in each image to guide the eye. Upon increasing
the electron kinetic energy, the (01) spot moves towards the (00) spot, while also higher order spots appear.
Some spots, for example the (00) spot, are hidden behind the electron gun.

spots are present in the image taken with 110 eV electron kinetic energy. An electron beam of
normal incidence means that k||

i = 0. According to equation 4.1 and the Ewald sphere construction,
the distances between points are then equal to the reciprocal lattice vector because k||

s = g. Using
the geometry of the LEED experiment (sinα = |g|

|ks| =
d
R ), depicted in Figure 4.1, one can actually

measure the length of the reciprocal lattice vector according to

d = R
ℏ√
2me

1√
E
|g|, (4.3)

where d is the spot distance (in this example from the zeroth order (00) to a first order spot
(01) on the screen) and R is the distance between screen and sample surface. Equation 4.3 also
explains another observation in Figure 4.3: With increasing kinetic energy, not only do more spots
appear, they also move towards the zeroth order, see for example the spots that are highlighted
by arrows in both images. Furthermore, the distances between the spots become smaller on the
screen. When analyzing a LEED diffraction pattern, one of the first questions should be if the
surface is reconstructed or not. It is therefore useful to estimate the lowest energy when a (1×1)
diffraction pattern should be observed. For the Ge(001) surface, this is around 35 - 45 eV. The
(1×1) diffraction spots have been marked yellow in Figure 4.3 for the upper right quadrant. The
additional spots in between are a sign for a reconstruction of the surface. At half-order, these
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correspond to the p(2×1) reconstruction (red arrow) and the streaky spots at quarter-order (blue
arrow) correspond to the c(4×2) reconstruction [16, 17].

Figure 4.4 illustrates how the Ge(001) p(2×1) and c(4×2) reconstructions transition into a LEED
diffraction pattern. Their appearance in between the (1×1) spots can be rationalized by their
larger surface unit cells in real space compared to (1×1) and the real space shape also transitions
into the reciprocal space. However, the final LEED pattern also includes diffraction spots related

Figure 4.4: Illustration of the relation between Ge(001) surface reconstructions and the observed LEED
pattern. The top panel shows the surface models of the p(2×1) symmetric and c(4×2) reconstructions, after
ref. [18]. In the top view, the surface unit cells are indicated in red and blue, while a thick black solid square
indicates the size of the (1×1) surface unit cell. The bottom panel shows the LEED pattern corresponding
to the (1×1), p(2×1) and c(4×2) reconstructions, also including domains (p(1×2) and c(2×4). Lines
indicate the basis of the diffraction pattern in the respective colors.

to the p(1×2) and c(2×4) domains. This is explained by large spot size of the electron beam (1
mm2) compared to the dimensions of the Ge(001) terraces (100 nm2). As such, LEED will probe
multiple terraces and domains at the same time. However, the coherence length of electrons in
LEED is only about 50 Å – 100 Å, which is smaller than the size of terraces and the residing
domains. Therefore, the interference between electrons from different domains is neglected and the
final LEED pattern emerges as an incoherent sum of the possible domains and their intensities [1,
5], indicated in the bottom panel of Figure 4.4.

The small coherence length of LEED also indicates some of its limitations in the surface structure
analysis. Islands and smaller defects may not be identified if their density is lower than the
coherence length. It is therefore important to keep in mind that “basic” LEED does not allow
finite conclusion on the surface quality by itself.
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4.2 Scanning Tunneling Microscopy

To cover some of the limitations inherent to LEED, STM will be employed in this thesis. STM
allows to spatially resolve the surface structure at the atomic scale in real space, which will nicely
complement LEED in the surface structure analysis.

In STM, a stylus type, atomically sharp tip is brought close to a surface and a voltage is applied,
shown in Figure 4.5 a). The physical phenomenon that now enables the working principle of STM
is the quantum mechanical tunneling effect [5]. A finite potential, such as the vacuum between
probe and surface, is not able to fully contain the wave functions of the electrons and there is a
decaying leakage of the wave function. The decay length is given by [1, 5]

κ =

√
2meΦs

ℏ2
, (4.4)

where me is the electron mass, Φs is the sample work function and ℏ is the reduced Planck’s
constant. With a typical work function of about 4 eV, the decay length is in the order of 1 Å
[1]. Bringing tip and surface close enough to each other means that the decaying wave functions

Figure 4.5: a) The schematic figure illustrates the basic principle of STM in the constant current mode:
a stylus-type tip is brought close to a surface. Applying a voltage VST between sample and tip, a tunneling
current It can flow. A feedback loop with the z-piezo ensures that the sample to tip distance dST is held
constant when the surface is raster-scanned. After Ref. [1]. b) The schematic figure illustrates the role
of quantum mechanical tunneling in STM. Sample and tip are made of the same material and the wave
functions of their electrons close to the Fermi-level (EF ) decays into the forbidden region, through a finite
potential barrier. If sample and tip are close enough, the penetrating wave functions can overlap and
applying a voltage permits the flow of a tunneling current It. After Ref. [5].

can overlap, as illustrated in Figure 4.5 b). In this example, sample and tip are made of the same
material, meaning their EF are at the same energy level. After applying a sufficiently high voltage
(a few mV to several V), a tunneling current can flow between the occupied states of the sample
and the unoccupied states of the tip. The tunneling current It depends exponentially on the sample
to tip distance dST and the decay length κ

It ∝ exp(−2 · κ · dST ). (4.5)

Typical values for the tunneling current range from 0.5 to 5 nA [1]. A common mode of operation
is to keep the tunneling current constant and adjust the height of the tip. During operation dST is
adjusted to achieve a constant It by a feedback loop, as the x− y plane is scanned. Precise control
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of the tip movement is achieved by piezo-electric motors, as indicated in Figure 4.5 a). The piezo
extension in z-direction is proportional to the applied voltage, hence any added correction voltage
to keep dST constant will result in a direct measurement of the height profile. The height profile
can depend on the actual roughness, i.e. height differences and/or the changes in the local density
of states (LDOS) (usually a mixture of both).

In fact, the tunneling current is also proportional to the density of states at the EF of the sample
and at the center of the tip [19]. Therefore, STM does actually not directly resolve the atomic
structure, but more so the LDOS. This is important to keep in mind, especially for reconstructed
semiconductor surfaces such as the Ge(001) surface. In Figure 4.6 a) a 5 x 5 nm2 STM image of the
Ge(001) surface is shown, capturing a c(4×2) reconstructed area. As indicated by the model of the
buckled dimer in Figure 4.6 b) charge is transferred from the down-tilted atom (Ddown, gray) to
the up-tilted atom (Dup, turquoise), leading to the formation of a π-bond [18]. The applied voltage
of – 1 V results in a probe of the occupied states (turquoise arrow), which appear as brighter areas
in the STM image. The dark areas (gray arrow) do not correspond to holes in the surface, but to
the Ddown atoms with a lower LDOS at the EF . With this in mind, the periodicity of the LDOS
corresponds to the periodicity of the individual atoms and one can draw the c(4×2) surface unit
cell in real space, indicated by the blue rhombus. While the resolving the surface structure at

Figure 4.6: a) 5 x 5 nm2 STM image of a c(4×2) reconstructed area of the Ge(001) surface obtained
at – 1 V. Negative bias means that occupied states (turquoise arrow) are probed and the unoccupied states
(gray arrow) appear dark. A surface unit cell of the c(4×2) reconstruction is indicated by a blue rhombus.
b) Side-view of the buckled dimer model of the reconstructed Ge(001) surface. The dangling bonds form a
π-bond and charge transfer occurs from the down-tilted (gray) to the up-tilted (turquoise) atom, symbolized
by two electrons (black dots). Therefore, the down-atoms appear dark in STM image when the occupied
states are probed.

atomic scale is pretty powerful, obtaining STM images of high quality (atomic resolution) is not
straightforward due to several challenges that have to be faced:

The first is the inherent sensitivity of STM to any vibrations, since the tunneling current depends
exponentially on dST . It requires sufficient vibration insulation of the instrument, which can also
mean that mechanical pumps (turbo- and scroll-pumps) need to be switched off during measure-
ment. Occasionally samples and parts of sample holders may also start to vibrate if they are
insufficiently fixed.

The second is a sufficient tip. STM requires an atomically sharp tip that also needs to be stable
during the measurement. Contaminations may attach during the scanning to the tip, distorting the
images. Additionally, a double-tip may result in the creation of artefacts during the measurement.

The third is the distortion of STM images by piezo actuator creep and by thermal drifts. The
origin of piezo actuator creep is a hysteresis effect of the scanner movement. It usually occurs
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when a voltage is applied to move to a different scanning location. When the location is reached
and the scan begins, the piezo may still try to “move” away from the location. The problem is
usually solved by repeated scanning. Thermal drift is caused by the relative movement of sample
and tip due to expansion and/or contraction.

These challenges illustrate why STM can be considered as an extremely time-consuming measure-
ment technique to obtain atomically resolved images.
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Chapter 5

New Insights into the Electronic
States of the Ge(001) Surface by
Joint Angle-Resolved Photoelectron
Spectroscopy and First-Principle
Calculation Investigation

Ge is a group IV semiconducting material that crystallizes in the diamond cubic structure, in which
a Ge atom has four nearest neighbors connected by covalent bounds. Due to this diamond cubic
structure, a Ge atom will have two missing bonds at the technological relevant (001) surface, the
so-called dangling bonds. To minimize the surface energy, additional bonds are created between the
dangling bonds, leading to the dimerization of neighboring surface atoms and the reconstruction
of the surface. The dimerization reduces the number of dangling bonds per surface atom from two
down to one, gaining 0.66 eV per (1×1) surface unit cell [20]. The atoms of a dimer are bond by a
σ-bond, and the remaining pair of dangling bonds, each still carrying their electrical charge, form
a π-bond. This atomic configuration is known as the symmetric dimer.

However, there is an energetically more favorable atomic configuration, gaining about 0.24 eV
per dimer [21]. The dimer atoms buckle, leading to an up-tilted (Dup) and down-tilted (Ddown)
atom and charge is transferred from Ddown to Dup. The result of this buckling are the two main
reconstructions of the Ge(001) surface: p(2×1) and c(4×2), which were already encountered in
chapter 4. To understand the consequences of the Ge(001) surface reconstruction for the electronic
structure, many studies were conducted in the past and the assignment of surface and bulk states
has led to controversial discussions in the literature.

Several groups assigned the valence band maximum (VBM) to the filled surface state of Dup [22,
23, 24], while Nakatsuji et al. [25] argued that the VBM is exclusively bulk states. A more recent
report by Seo et al. [26] stated that the VBM originates from bulk states and the Dup surface
state forms a surface resonance with the heavy hole (HH) band, approaching the VBM. However,
one may argue that the dispersions of the HH band and the Dup state don’t match, which may
indicate that the valence band structure is bulk dominated.

Whether the Ge(001) surface is of semi-conducting or conducting nature at RT has been another
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point of discussion for decades. Back in 1984, Kevan and Stoffel [17] reported the observation of a
state above the VBM (below the Fermi-level EF ) occupied at room temperature (RT), which I am
going to label SS1. SS1 was assigned to a metallic surface state that originates from the partially
filled bands of dimers in the (2×1) domains, due to their flip flop motion [27]. Following the initial
reports [17, 28], later ARPES studies found SS1 above EF , but unoccupied at RT [24, 25, 29, 30].
The state was then assigned to the unoccupied band of Ddown of the p(2×1) reconstruction, due
to the separation of SS1 and VBM of 0.4 – 0.5 eV [24, 30], and the Ge(001) surface was considered
semi-conducting at RT. However, the VBM was positioned too far below EF , because the actual
VBM was assigned to the Dup surface states [24, 30]. In fact, the separation of SS1 and VBM
is only about 0.2 - 0.3 eV [25], indicating that the origin could be the c(4x2) reconstruction, as
recently reported by Kanasaki et al. [31].

The controversy in the literature implies the need for my own study on the Ge(001) surface, not
only to obtain a reference for the modification upon adsorption of Sn, but also to clarify long
standing misconceptions regarding the electronic structure.
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Chapter 5: Publication Contribution Statement

This Chapter has been published in Applied Surface Science, 571 (2022) 151264, https://doi.
org/10.1016/j.apsusc.2021.151264 as a subscription article [32]. Any use of this article requires
the explicit written permission of Elsevier. For details, please refer to ScienceDirect "get rights
and content".

The surface cleaning of samples that were analyzed in the results section of this chapter was
performed by me. The sputtering and annealing parameters were refined in multiple trial sessions
and in close collaboration with Andreas P. Becker and Emily V. S. Hofmann, using feedback loops
of ARPES, STM and LEED.

In the results section, the ARPES and LEED raw data were obtained by me. I performed the
sample transfer in the system and the alignment for the two characterization methods. In addition,
the measurement parameters were chosen entirely by me.

The STM raw data was obtained with the help of Andreas P. Becker. During the measurements,
I assisted Andreas P. Becker.

The raw data of ARPES, LEED and STM were analyzed by me and I created the figures that
show their results. A first draft of the experimental results, including preliminary interpretation
was provided by me and discussed with all co-authors. I was in charge to organize these meetings
and led the scientific discussion.

The calculations were performed by Dr. Emilio Scalise and I only contributed in their discussion.

With the experiments and calculations finished, I prepared a first written draft of this publication.
While I have written the abstract, introduction, experimental methods, experimental results and
discussion & conclusion by myself, I received text passages of the theory related sections from
Dr. Emilio Scalise. After merging them, the draft was reviewed by all authors and I included all
remarks and changes requested by the co-authors.

I handled the submission process and was in charge to communicate with editor and reviewers.
Furthermore, I led the revision of the article based on the reviewer’s comments and took care of
the re-submission.
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A B S T R A C T   

While the Ge(001) surface has been extensively studied, it is still debated whether it is of conducting or sem
iconducting nature at room temperature. The evidence collected by angle-resolved photoelectron spectroscopy 
experiments in the past has led to the preliminary attribution of a semiconducting nature at room temperature. In 
contrast, we show in this work that the pristine Ge(001) surface is conducting at room temperature by using 
temperature-dependent angle-resolved photoelectron spectroscopy, scanning tunneling microscopy and first 
principles calculations. Specifically, a surface band located ~200 meV above the valence band maximum has 
been observed at room temperature. This surface band shows anisotropic dispersions along the [010] and [110] 
directions, but it disappears at lower measurement temperature, which indicates its occupation by thermally 
excited electrons. State-of-the-art density functional theory calculations undoubtedly attribute this surface band 
to the unoccupied π*-band formed by dangling bonds on the c(4 × 2) surface reconstruction, while evidencing 
fundamental differences with the p(2 × 1) reconstruction. Furthermore, the calculations demonstrate that the 
valence band structure observed in angle-resolved photoelectron spectroscopy experiments arise from projected 
bulk states and is thus insensitive to surface contamination. Our results contribute to the fundamental knowledge 
of the Ge(001) surface and to a better understanding of its role in micro- and opto-electronic devices.   

1. Introduction 

While silicon wafers remain the established workhorse in comple
mentary metal-oxidesemiconductor (CMOS) technology, epitaxial Ge is 
receiving more and more attention. In particular, the high carrier mo
bilities of Ge (specifically holes) have sparked interest for the use in 
advanced field effect transistors [1]. Ge, and its alloys with Si and Sn, 
have also shown a great potential in optoelectronic devices, in particular 
for photodetectors [2] and integrated infrared lasers [3–5]. More 
recently, Ge has been highlighted as a candidate for the manufacturing 
of scalable quantum computing [6] and spintronic [7] devices. 

On the technologically-relevant Ge(001) surface, dangling bonds 
form buckled (asymmetric) dimers, which align parallel to the [110] 
and [110] directions, leading to high order reconstructions like p(2 ×
1), p(2 × 2) and c(4 × 2) [8]. The dimerization reduces the surface 
energy by the formation of bonding σ and antibonding σ* states from the 
two hybridized sp3 orbitals of the backbonds, while bonding π and an
tibonding π* states are formed by the orbital overlapping of the two 
dangling bonds. The surface energy is lowered further by buckling the 
two atoms of the dimers. The buckling causes a charge transfer from the 
down-atom (Ddown) to the up-atom (Dup), resulting in filled (π) bonding 
states of the Dup, which manifest themselves in an energy band lying 
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below the Fermi-level (EF), while unoccupied (π*) states of the Ddown are 
located above EF. 

The electronic structure of the Ge(001) surface has been the subject 
of multiple investigations by angle-resolved photoelectron spectroscopy 
(ARPES) over the last decades and the assignment of bulk and surface 
states (in particular the states related to the Dup and Ddown) has led to 
controversial discussion [8–16]. 

It was generally reported that the valence band maximum (VBM) 
probed by ARPES originates from the filled Dup surface states of the p(2 
× 1) reconstruction [11,12,15], while Nakatsuji et al. [13] argued that 
the observed VBM arises mainly from bulk states. In contrast, Radny 
et al. [17] argued, by using density functional theory and scanning 
tunneling microscopy, that the VBM is formed by the dimer back-bond 
surface states. However, a recent experimental and theoretical investi
gation by Seo et al. [16] has shown that the VBM is mainly related to 
bulk states, with the Dup surface state approaching the heavy hole band 
to form a surface resonance around the VBM. 

Another key issue heavily debated in literature is related to the un
occupied π*-band of Ddown and its occupation at room temperature (RT) 
[8,13–15]. Kevan and Stoffel [8] observed this state at an energy below 
EF at RT, leading to the assignment of a metallic state formed by partially 
filled bands in the (2 × 1) domains due to the buckling oscillation of 
dimers [18]. Subsequent ARPES studies found the same state above EF, 
assigning it to the unoccupied π*-band of the asymmetric p(2 × 1) 
reconstruction, which lies around 0.4–0.5 eV above the VBM [14,15]. 
However, the VBM was positioned too far below EF due to an incorrect 
assignment of the Dup states, resulting in an overestimation of the VBM 
to π* separation. In fact, the state lies only about 0.2 eV–0.3 eV above the 
VBM [13], which indicates that the origin is not the (2 × 1) phase with 
its π*-band 0.5 eV above the VBM [16]. A very recent study by Kanasaki 
et al. [19] assigns the same feature to unoccupied π* band formed by c(4 
× 2) reconstructed surface by employing time- and angle-resolved two- 
photo photoelectron spectroscopy, finding a separation of 0.22 eV. 

Differences in the Ge(001) c(4 × 2) and p(2 × 1) surface electronic 
structure could impact the π* occupation at RT by thermally excited 
electrons and thus its conducting or semiconducting nature. To address 
this dispute, we report here a combined experimental and theoretical 
investigation based on time- and temperature-dependent ARPES, scan
ning tunneling microscopy (STM), and density functional theory (DFT). 

In the first section, using STM and low-energy electron diffraction 
(LEED) we demonstrate a clean Ge(001) surface prepared by sputtering 
and annealing. 

In the second section, we focus on the experimentally probed surface 
electronic structure by ARPES at RT. Probing along the [010] and [110] 
directions allows the observation of anisotropic dispersion, which in
dicates a relation to the surface reconstruction of Ge(001). Time- 
dependent measurements confirm the surface nature of the observed 
state and temperature-dependent measurements, particularly at low- 
temperatures, provide evidence for the occupation by thermally 
excited electrons. 

In the third section, state-of-the-art DFT is used for detailed insights 
on the Ge(001) surface electronic structures. The large number of 
atomic layers included in the slab calculations, together with the pos
sibility to have an accurate prediction of the bandgap, allowed a direct 
comparison of the surface states of p(2 × 1) and c(4 × 2) re
constructions. We find key differences that are crucial to identify and 
understand the origin of the observed features in ARPES. 

In the fourth and final section, we compare our findings to the 
literature and outline the importance of the work shown here. 

2. Methods 

2.1. Experimental 

Clean Ge(001) substrates were prepared from n-type (1–10 Ω cm), p- 

type (1–10 Ω cm), and i-Ge(001) (35 Ω cm) pieces extracted from 2′′

wafers. Samples were loaded into a UHV system, comprising a prepa
ration chamber and two analysis chambers, with base pressures below 5 
· 10−10 mbar and degassed for 2 h at 300 ◦C. After cooldown, the 
cleaning treatment continued with repeated cycles of Ar+ sputtering 
with 500 eV ion energy and annealing. Each sputtering step was fol
lowed by a resistive heating to 600 ◦C for 1 min and subsequent cool
down lasting for 10 min, to avoid surface re-contamination. In the final 
cleaning cycle, the sputtering was followed by a resistive heating to 
750 ◦C for 2 min. An at least 30 min cool down was ensured before the 
sample was transferred for investigation into the analysis chamber. 

The valence band structure was studied by ARPES using a SPECS 
Phoibos 150 spectrometer. The He I line with an energy of 21.2 eV was 
used to excite photoelectrons. The angular resolution was better than 
0.15◦ and the total energy resolution was better than 120 meV, domi
nated by the thermal broadening at room temperature. The work func
tion of the spectrometer was calibrated by measuring the Fermi edge of a 
sputter-cleaned Ag foil (99.99% purity). STM was performed in a 
separate chamber on a SPECS SPM Aarhus 150 HT, equipped with a 
tungsten tip, in constant current mode with a sample bias of −1 V. An 
ErLEED 150 optics from SPECS was used to acquire low energy electron 
diffraction (LEED) data. 

2.2. First-principles calculations 

The first-principles calculations were performed within the density 
functional theory (DFT) using planewave basis sets as implemented in 
the Quantum Expresso code [20]. A kinetic energy cutoff of 80 Ry was 
used, with projector augmented wave (PAW) pseudopotentials [21] and 
a 8 × 16 × 1 Monkhorst-Pack grid for sampling the Brillouin zone of the 
p(2 × 1) Ge supercell, adequately reduced for the larger supercells. We 
carefully checked the convergence of the band-structure energy values 
and found that we needed at least 36 Ge layers for the slab models of the 
Ge(001) surfaces to have converged results. The importance of the slab 
thickness on the DFT calculations of the surface band structure, partic
ularly the dangling bond states of the surface dimers near the Fermi 
level, have been clearly shown by Sagika et al. [22] for the Si (001) 
surface. We confirm the crucial influence of the slab thickness also on 
the band structure of Ge (001), due to surface resonances [17] and 
mixed states between the dangling-bonds π states and bulk states near 
the band edges [23]. In fact, we show that in order to calculate pure bulk 
states, one needs to go deeper than 30 atomic layers from the surface. 

The bottom atoms of the Ge slab were saturated by H atoms and we 
added about 15 Å of vacuum to prevent interactions between the replica 
in the non-periodic direction. The structural relaxations were performed 
until the average atomic force was lower than 10-4 Ry/Bohr, using a 
conjugate gradient method and the Perdew-Zunger (LDA) exchange- 
correlation functional [24], providing a lattice parameter for the bulk 
Ge of 5.622 Å, which slightly underestimates the experimental value of 
5.652 Å [25].For the band structure and the LDOS calculations, meta- 
GGA exchange-correlation functionals were exploited in order to 
improve the bandgap prediction. In particular, by using recently 
developed non-empirical strongly constrained and appropriately 
normed (SCAN) meta-GGA functionals [26] a bandgap of about 0.66 eV 
has been obtained for the bulk Ge, which improve substantially the 
completely wrong GGA prediction showing only a few meV of bandgap, 
and it is very close to the experimental room temperature value [27] 
(0.6643 eV) or the value obtained by the more computationally 
demanding HSE06 calculations (0.675 eV) [28]. Note that the presented 
calculations do not include spin-orbit coupling and this do not allow for 
a correct prediction of the split-off band. Still, this do not affect much the 
valence and conduction band edges, nor the surface states as concluded 
by Seo et al. [16] or Sheverdyaeva et al. [29].The latter work shows that 
the inclusion of spin-orbit coupling may lead only to a slight broadening 
(few tens of meV) of the surface bands. 
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3. Results 

3.1. Experimental characterization of the surface structure 

In Fig. 1 we show the surface structure of the clean Ge(001) surface, 
characterized by STM and LEED. The 50 × 50 nm2 STM image of the as- 
cleaned Ge(001) surface in the left panel of Fig. 1 a) shows terraces with 
dimer rows and the typical c(4 × 2) and p(2 × 1) reconstruction. The left 
panel of Fig. 1 a) shows enlarged images of the p(2 × 1) and c(4 × 2) 
reconstructions. Under a sample bias of –1 V, the buckled dimers of the c 
(4 × 2) reconstruction appear in honeycomb arrangements, while the 
symmetric dimers of the p(2 × 1) are arranged in linear dimer rows [30]. 
A closer look at the surface reveals an ordered pattern consisting of 
different c(4 × 2) and p(2 × 1) domains several dimer rows wide, 
occupying the same terrace. We point out that this highly ordered (4 ×
2)/(2 × 1) domain pattern is consistent with extremely clean Ge(001) 
surfaces [30–32]. In Fig. 1 b), we show the LEED pattern acquired with 
an electron kinetic energy of 110 eV. We observe half-order diffraction 
spots corresponding to the p(2 × 1) and p(1 × 2) double domain pattern, 
labeled in black and red respectively (see Fig. 1 c for a labelling of the 
surface Brillouin zones). At quarter-order position, streaky diffraction 
spots indicate the presence of the double domain reconstruction related 
to c(4 × 2) [8,9,15,33]. The SPM data in combination with the presented 
LEED pattern indicates the presence of a clean Ge(001) surface suitable 
for the subsequent photoemission study. 

3.2. Experimental valence band structure 

In Fig. 2 we show the experimental valence band structure of the 
clean Ge(001) surface probed by ARPES at RT. The energy scale of each 

plot is referenced to the position of the Fermi-level (EF), while the 
Γ-point is located at 0 Å−1. As can be seen from Fig. 1 c), an ARPES 
measurement aligned with the [010] in- plane crystallographic direc
tion corresponds to ΓJ′

2 k-path, while the [110] direction corresponds 
to ΓJ and ΓJ′ k-paths. 

Intensity normalized ARPES spectra are shown in Fig. 2 a) and b) 
along the [010] and [110] directions. The valence band maximum 
(VBM) is found to be 120 meV below EF. To better highlight the features 
of the valence band structure a high-pass filter was applied to Fig. 2 a) 
and b) and the results are shown in Fig. 2 c) and d), respectively. First, 
we highlight the three typical Ge hole bands along [010] in Fig. 2 c): one 
heavy hole band (HH), one light hole band (LH) and one split-off band 
(SO). HH and LH degenerate in the VBM, while SO is separated from the 
VBM by 0.26 eV, close to the expected value of 0.29 eV [13,16,34]. 

A notable feature in all graphs of Fig. 2 is located 200 meV above the 
VBM, labeled as SS1, which shows a clear difference in the state 
dispersion along the [010] and [110] directions. Both the energy and 
the dispersion anisotropy are compatible with those of the surface un
occupied band of the c(4 × 2) surface [13,19]. We also argue that this is 
the same feature as previously reported by standard ARPES experiments 
as occupied at RT by Kevan and Stoffel [8], while later being reported to 
be unoccupied at RT [14,15]. 

In Fig. 3 a) we show the evolution of the energy distribution curves 
(EDCs) around Γ as a function of sample temperature. The sample was 
cooled to liquid nitrogen (70 K) and subsequently measured at 
increasing temperatures, until RT was reached. The SS1 intensity van
ishes at low temperatures and monotonically increases as the tempera
ture (T) is increased, indicating occupation by thermally excited 
electrons. Taking the natural logarithm of the SS1-intensity and plotting 
it against 1/T gives the Arrhenius plot shown as the inset in Fig. 3 a). The 

Fig. 1. a) The left panel shows an STM image of the 
clean Ge(001) surface, captured at a sample bias of 
−1 V at room temperature. Examples of areas with 
the p(2 × 1) and c(4 × 2) reconstructions of the Ge 
(001) surface are marked. White arrows indicate 
the orientations of the dimer rows on each terrace 
with a rotation of 90◦ between the terraces. The 
right panel shows enlarged images of areas of the p 
(2 × 1) (green) and c(4 × 2) (yellow) re
constructions. b) LEED pattern of the cleaned Ge 
(001) at 110 eV kinetic energy captured at room 
temperature. Diffraction spots related to the p(2 ×
1) and c(4 × 2) double domains are labeled. Sche
matics corresponding to the surface Brillouin zones 
of the respective Ge (001) surface reconstructions 
are shown in c). (For interpretation of the references 
to colour in this figure legend, the reader is referred 
to the web version of this article.)   
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slope of the linear fit was multiplied by the Boltzmann constant, which 
gives an activation energy of ~100 meV. This result indicates that the 
energy barrier to occupy SS1 is smaller than its 200 meV separation from 
the VBM. 

Leaving a sample in UHV for 24 h after cleaning resulted in the 

vanishing of SS1, except for an almost unnoticeable shoulder, shown in 
Fig. 3 b). Nonetheless, the main features of the as-cleaned Ge(001) 
valence band structure shown in Fig. 2 still remain clearly visible (see 
Fig. 3 c). These results demonstrate that SS1 is a true surface state, 
sensitive to the adsorption of contaminants naturally present in the UHV 

Fig. 2. a) and b) Show ARPES intensity plots of the 
clean Ge(001) valence band maximum measured 
with an excitation energy of 21.2 eV at room tem
perature along [010] and [110] direction respec
tively. The energy scale has been referenced to the 
position of the Fermi-level (EF) and the Γ-point is 
located at 0 Å−1. c) and d) show the same images as 
a) and b) after applying a high-pass filter to enhance 
visibility of features. The observation of a surface 
state SS1 is indicated in all figures. Valence band top 
(VBM), as well as the light hole (LH), heavy hole 
(HH) and split-off (SO) band are labeled in c) and d).   

Fig. 3. a) Temperature-dependent energy distribu
tion curves (EDCs) at 0 Å−1 after cooling to liquid 
nitrogen temperatures (70 K) and repeated mea
surement while gradually increasing the sample 
temperature back to room temperature (RT). The 
inset shows the Arrhenius plot of the SS1 intensity 
between RT to 200 K, with error bars indicated by 
the symbol size. b) Comparison of EDCs at 0 Å−1 at 
about 0.5 h (black) after the sample was cleaned and 
after 24 h in UHV (red). c) ARPES intensity plot of 
Ge(001) along [010] measured with an excitation 
energy of 21.2 eV at room temperature after the 
sample was cleaned and left in UHV for 24 h. (For 
interpretation of the references to colour in this 
figure legend, the reader is referred to the web 
version of this article.)   
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system. Furthermore, most of the observed Ge(001) surface band 
structure appears bulk-related, as its observation is not affected by 
surface contamination from the residual gas of the UHV. 

3.3. First-principles calculations 

To better interpret our experimentally derived spectral features, we 
calculated the surface band structure of Ge(001). We put a particular 
emphasis on the accurate description of the surface band structure of the 
c(4 × 2) reconstruction and the differences from the p(2 × 1) recon
struction with dimers in a buckled configuration. Note that the dimers of 
p(2 × 1) on a real surface are constantly flip-flopping between the two 
buckled states [35], thus actually appearing symmetric under STM, as 
shown in Fig. 1 a). The top panels in Fig. 4 show the results of the cal
culations for the p(2 × 1) reconstructed surface while in the bottom 
panels we report on the c(4 × 2) reconstruction. In Fig. 4 a) -c) and e) – 
g), the partial density of states (DOS) has been weighted for Dup, Ddown 
and for atoms in the bulk-like position (Bulk). The k-axis is oriented 
along the ΓJ’2 direction, for comparison with dispersion along the [010] 
direction probed by ARPES. The partial DOS around Γ are compared to 
the experimental EDC in Fig. 4 d) and h). In the case of the p(2 × 1) 
reconstructed surface, we observe the π-like states of the Dup at the 
valence band edge, which merge with the heavy hole bands of the bulk 
in the vicinity of the Γ point, thus becoming a surface resonance. As 
expected, and discussed in the introduction, the surface states of the 
Ddown clearly manifest their antibonding π* nature in contributing 
strongly to the conduction band edge. This reduces the gap around Γ to 
about 0.5 eV, but it is clearly observable in Fig. 4 d) that the conduction 
band edge is quite far from EF. In fact, the buckling and the consequent 
charge transfer between the atoms of the dimers induce an energy sep
aration between the π- and π*-like surface states, which is large enough 
to preserve the semiconducting nature of the material even at its surface. 
These observations are in excellent agreement with the previous work 
by Seo et al. [16]. Notably, the π*-like surface states nearly cross EF in 
the case of the c(4 × 2) terminated surface, as evidenced by the high 
intensity features in Fig. 4 f). The Ddown generates two states close to the 
VBM, one being located about 0.6 eV above EF and the other much closer 
to EF. The latter nearly closes the surface energy gap but can be located 
at about 0.15 eV from the bulk-like VBM. In fact, we attribute this 
feature of the calculated surface band structure to the SS1 peak observed 
in the experiments, as shown in the DOS analysis of Fig. 4 h). The states 
nearly crossing EF explains why the experimentally determined energy 

barrier for the occupation of SS1 is smaller than the separation from the 
VBM. 

This theoretical analysis highlights how crucial the differences be
tween the two surface reconstructions are to understand the experi
mental evidence and the true electronic nature of the Ge(001) surface. 
To the best of our knowledge, a detailed direct comparison between the 
different surface reconstructions, based on first-principle calculations of 
the electronic band structure, has never been presented. The need for a 
very thick slab model combined with an advanced theoretical approach 
to get an accurate estimation of the bandgap are two major difficulties 
that we overcome here. Nevertheless, the physical origin of the different 
surface electronic properties of the p(2 × 1) and the c(4 × 2) surface 
reconstructions of the Ge(001) is fundamental and can be understood by 
a simple GGA based DFT calculation, as presented in the following. 
While not shown in this work, we calculated the p(2 × 2) reconstruction 
electronic properties. In essence, they are identical to the c(4 × 2) sur
face, which can be rationalized by the fact that the coupling within a 
dimer row is stronger than between adjacent rows. Therefore, the ar
guments that we will discuss to explain the differences between the p(2 
× 1) and the c(4 × 2) reconstructions remain valid when comparing the 
p(2 × 1) and the p(2 × 2) reconstruction. 

The first major difference between the surface states of the p(2 × 1) 
and the c(4 × 2) reconstruction originates from their different primitive 
cells and Brillouin zones, as shown in Fig. 1 c). In particular, there are k- 
vectors that are distinct in the p(2 × 1) Brillouin zone but are equivalent 
in the c(4 × 2) Brillouin zone: as a result of the (2 × 1) Brillouin zone 
folding into the c(4 × 2) one, K ≡ Γ, Y ≡ Y’ and J ≡ J’ [36]. This is 
evident in Fig. 5 b), in which the gray lines are the band structure of the 
p(2 × 1) reconstruction, but calculated by using the rhomboidal c(4 × 2) 
unit cell. The band folding explains the formation of the two subbands 
from the initial conduction band (CB) of the “true” p(2 × 1) surface (see 
Fig. 5 a). One may also note that these two subbands cross each other at 
different points of the reciprocal space, thus becoming degenerate. This 
degeneration is not allowed at the irreducible wedges of the first Bril
louin zone, such as along YY’ k-path of the c(4 × 2) Brillouin zone. In 
fact, the crossing at the Q point of the two subbands of the folded p(2 ×
1) band structure is not existent in the c(4 × 2) band structure. But the 
band folding and the rearrangement of the subbands, to avoid the band 
crossing, only partially explains the differences between the p(2 × 1) 
and c(4 × 2) surface states. 

One of the most important aspects is the “repulsion” of the two 
subbands at Γ, causing the reduction of the c(4 × 2) surface band gap 

Fig. 4. The top panel shows the calculated 
band structure and partial density of states 
(DOS) of the Ge(001) p(2 × 1) reconstructed 
surface, while the bottom panel shows the 
same for the Ge(001) c(4 × 2) reconstructed 
surface. The intensities in a) – c) and e) – g) 
of the bands have been weighted by the 
partial DOS derived from the Dup atom, the 
Ddown atom and an atom in the bulk-like 
position respectively. The images show the 
bands along the [010] direction. d) and h) 
show the DOS of the respective re
constructions around Γ in comparison with 
the experimental (ARPES) energy distribu
tion curve around Γ. The Fermi-level (EF) is 
aligned to the VBM.   

F. Reichmann et al.                                                                                                                                                                                                                             



Applied Surface Science 571 (2022) 151264

6

and thus the appearance of the SS1 peak in the experiments. The physical 
origin of can be understood by studying the contribution of the wave
functions at each high-symmetry points to the charge density, plotted in 
the insets of Fig. 5. One may realize that the depiction of the formation 
of bonding (and antibonding) σ- and π-like band described in the 
introduction is oversimplified. The (lowest) CB state of the p(2 × 1) 
reconstruction also has contributions that originate from the hybridized 
sp3 orbitals of the dimer atoms, thus involving the back bonding atoms, 
particularly at the Γ and J points. By contrast, at J’ and K the pure π*-like 
character of the CB state is more faithful. This affects the c(4 × 2) surface 
states too: at the Γ and J points the CB state has a more σ*-like character, 
as for the p(2 × 1) CB states; but for the CB+1 state the π*-like bonding 
emerges, reflecting the folding of the p(2 × 1) CB states at K and J′. 

In Table 1 the bond angles for the p(2 × 1) and c(4 × 2) surfaces are 
reported. A substantial difference between the two reconstructions is 
observed, particularly for the angle between the two hybrid sp3 bonds of 
the dimer atoms (backbonds, BB). The angles reveal that these bonds 
with the back bonding atoms are truly sp3-like for the p(2 × 1) surface, 
while are much closed to an sp2-like hybridization for the Ddown of the c 
(4 × 2) surface, with p-like orbitals for the Dup dangling bonds. In fact, 
the bond angle difference also manifests in the charge density plots of 
Fig. 5. For instance, the charge density corresponding to the CB state at Γ 
for the c(4 × 2) surface, although evidencing a hybridization with the 
back bonding orbitals, has a shape much more similar to a pz-like orbital 
than the corresponding state for the p(2 × 1) surface. In other words, the 
CB state of the c(4 × 2) surface has a more accentuated π*-like (and less 
σ*-like) character as compared to the p(2 × 1) CB state. As a result, its 
energy is lower in the c(4 × 2) band structure, getting closer to the EF. 
The larger angle formed between the BB-Ddown-BB atoms of the c(4 × 2) 
reconstruction cause a reduced tilting of the pz-like orbital of the Ddown 
as compared to the p(2 × 1) reconstruction, leading to an higher energy 
of the π*-like state (CB+1). In fact, the CB+1 state at Γ is at higher en
ergy than it would be by simply folding the p(2 × 1) CB state (see Fig. 5 
b). Finally, note the inversion of the charge density behavior between 
the CB and the CB+1 for the c(4 × 2) states at Y, as compared to the Γ 
and J point, due to the crossing between J and Y points. The two charge 
densities referred to as the CB and CB+1 state become almost identical 

at the Q point. This theoretical analysis is crucial to understand the 
disappearance of the surface state SS1 with adsorption of contaminants. 
In fact, any adatom on the c(4x2) surface reconstruction breaks its 
periodicity and consequently the band folding discussed above, and at 
the origin SS1 state, becomes nonexistent. 

Previous studies [16] of the Ge(001) surface concluded that the HH 
band shown in the ARPES spectra is heavily surface related, but a 
marked discrepancy between the dispersion of the experimental valence 
bands and the theoretical one was evidenced, needing further analysis. 
Thus, we show a direct comparison of the experimental dispersion in 
ARPES with the calculated band structures for c(4 × 2) and p(2 × 1) 
reconstructed surfaces in Fig. 6, in order to understand better the impact 
of the surface states on the valence band structure observed by ARPES, 
in particular HH and LH. The left panel shows the respective slab and the 
number of layers is indicated, while the center panel shows an array of 
the partial density of states (DOS) from atomic layers one to 31 of the 
slab, weighted by their intensity. The right panel shows enlarged figures 
of one surface and one bulk layer for each reconstruction. Surface fea
tures clearly vanish with deeper layers and around atomic layer 31, only 
bulk bands remain. Overlaying the experimental dispersion of HH and 
LH by grey lines, we show that the dispersion matches well with the bulk 
signal. While it appears that Dup of the p(2 × 1) reconstruction ap
proaches HH at the VBM to form a surface resonance, the dispersion of 
Dup does actually not match well with HH. Thus, the valence band 
structure of Ge(001) mainly derives from bulk states, which also ex
plains why after 24 h in UHV, the band structure remains clearly 
resolved, with only the true surface state SS1 vanishing due to adsorp
tion of contaminants. 

The analysis in Fig. 6 elucidates the need for a thick slab for accurate 
DFT calculations. The wavefunctions of the surface resonant states, 
particularly in the VB, penetrate very deep into the slab layers and their 
effects on the slab electronic states are discernible up to about 30 atomic 
layers from the surface. Thus, truncating these wavefunctions by using a 
thinner slab will affect the surface electronic states and introduce a 
significant error in the prediction of the surface bandgap, which has 
been estimated in about 0.25 eV for our 12-layers slab calculations. 

4. Discussion and conclusions 

Our investigation of the pristine Ge(001) surface by ARPES show the 
occupation of a surface band (SS1) above the VBM at RT. This obser
vation is in significant contrast to previous ARPES studies, reporting the 
state as only occupied at elevated temperatures [13–15]. The band is 
located above EF, which excludes the flip-flop motion of the (2 × 1) 
domains as a possible origin, since the partially filled bands would have 
to be located at or slightly below EF [18]. In the previous work by Jeon et 
al. [14] and Eriksson et al. [15], the band was argued to originate from 
the unoccupied band of Ddown in the asymmetric p(2 × 1) reconstruction 

Fig. 5. The left panel a) shows the calculated band 
structure of Ge(001) p(2 × 1) and the right panel b) 
shows the calculated band structure of the Ge(001) 
c(4 × 2) reconstructed surface at the GGA level and 
by using slabs with only 12 atomic layers. Gray lines 
in the right panel show the band structure of the p 
(2 × 1) reconstruction modelled by using a rhom
boidal supercell identical to the primitive cell of the 
c(4 × 2) reconstruction. The insets below each 
figure show the isosurface of the (pseudo-)charge 
density with the contribution of the wavefunction at 
the corresponding high symmetry points and for the 
conduction band (CB) or CB+1 states (thicker lines 
in the band structure plots). The Dup atoms are red, 
while the Ddown atoms are colored blue. EF is aligned 
to the VBM. (For interpretation of the references to 
colour in this figure legend, the reader is referred to 
the web version of this article.)   

Table 1 
Bond angles for the p(2 × 1) and c(4 × 2) surfaces. The first column shows the 
bonding angles between Ddown(up)- and Dup(down)-backbonding (BB) atoms, while 
the second one shows the angles between BB-Ddown(up)-BB atoms.  

Pivoting atom Datom-BB atom BB atom- BB atom 

p(2 × 1) Ddown 123.6◦ 110◦

p(2 × 1) Dup 86◦ 104.5◦

c(4 × 2) Ddown 117◦ 122.3◦

c(4 × 2) Dup 89.3◦ 95◦
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with a separation of 0.4–0.5 eV from the VBM. However, the SO reported 
here was assigned as the VBM in their reports, which led to an over
estimation of the separation. 

We observe a separation of 0.2 eV between VBM and SS1, as well as 
anisotropic dispersions along the [010] and [110] directions whose 
origin was understood and explained by state-of-the-art DFT calcula
tions. By comparing the surface electronic band structure of the p(2 × 1) 
and c(4 × 2) reconstructed surfaces, one may realize that in the former 
reconstruction, a sizable gap of 0.5 eV is formed by the bulk and surface 
states, and no features that could be related to SS1 are present. However, 
the c(4 × 2) reconstruction shows two states within the bulk bandgap, 
one of which lies about 0.15 eV above the VBM and thus in excellent 
agreement with the SS1 probed experimentally. The detailed theoretical 
investigation also elucidates the physical origin of the surface states of 
the two reconstructions and explains the disappearance of the SS1 band 
upon surface contamination, essentially due to the lack of the (4 × 2) 
surface periodicity. 

The CB surface state of the c(4 × 2) reconstruction, which nearly 
cross EF, enables the occupation of the observed feature in ARPES by 
thermally excited electrons, even at RT. We proved thermal occupation 

of SS1 by temperature-dependent measurements, giving an energy bar
rier of about 100 meV. In fact, SS1 is still observable at a sample tem
perature of 240 K. These observations are in agreement with report by 
Kanasaki et al. [19]. In their report, the relaxation pathways of electrons 
in unoccupied Ddown-band of the c(4 × 2) reconstruction were probed by 
time- and angle-resolved two-photo photoelectron spectroscopy, which 
also enables the probing of unoccupied states in contrast to the standard 
ARPES used here. In fact, in standard ARPES states above EF should only 
be observable at elevated temperatures or in the case of conducting 
surface at RT. We ensured that the surface did not exceed RT during 
measurements, which implies that the Ge(001) surface must be con
ducting at RT due to the observation of SS1. 

Probing the surface after 24 h in UHV means that residual gas con
taminates the surface and consequently SS1 disappears. However, the 
important features of the valence band structure could still be resolved 
by ARPES. If we compare the calculated dispersion of the (2 × 1)-Dup 
state with our experimental curvature, the dispersions do not fit [16]. 
We argue that the experimentally observed valence band features in 
ARPES mainly arise from the projected bulk states and that the (2 × 1)- 
Dup state barely contributes to the observed signal. This result also 

Fig. 6. The top panel shows the calculated band 
structure of the Ge(001) p(2 × 1) reconstructed 
surface and the bottom panel shows the calculated 
band structure of the Ge(001) c(4 × 2) recon
structed surface. On the left side of each panel is the 
atomistic slab model of the respective reconstruc
tion and numbers indicate the atomic layers from 
surface (top) to bulk (bottom). The center part of 
each panel shows an array of the partial density of 
states (DOS) from atomic layers 1 to 31 of the slab, 
weighted by their intensity. Each of these figures has 
an energy scale ranging from 0.2 eV to −0.6 eV and 
a k-path ranging from Γ to half the distance to J’2. 
The right side of each panel shows enlarged figures 
of the surface layer (layer 1 for p(2 × 1) and layer 2 
for c(4 × 2)) and bulk layer (layer 31) of the 
respective slabs. Solid grey lines in each figure 
indicate the experimental dispersion of the HH and 
LH. EF is aligned to the VBM.   
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implies that the observation of valence band features in ARPES is no 
guarantee for a pristine Ge(001) surface, since the bulk states are less 
sensitive to contamination compared to SS1. 

In conclusion, the observation of a surface state above the valence 
band top of Ge(001) surface probed by ARPES clashes with previous 
interpretations of a semiconducting Ge(001) surface at RT. We com
bined an experimental and theoretical approach to demonstrate a 
reduced gap in the Ge(001) subsurface band structure at RT. The gap is 
formed by the projected bulk states and the surface conduction band 
related to the c(4 × 2) reconstruction. States nearly crossing the Fermi- 
level allow the occupation of the surface conduction band already at 
temperatures below RT, which implies that the Ge(001) surface must be 
conducting at RT. Thus, our results have important implications for the 
fundamental understanding of the Ge(001) surface electronic structure. 
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Chapter 6

Modification of the Ge(001)
Subsurface Electronic Structure after
Adsorption of Sn

The GeSn alloy offers carrier mobilities exceeding those of pure Ge, Si and their alloy [33, 34,
35], in addition to a band gap, tunable by variation of the Sn content [36, 37]. These promising
characteristics have attracted the micro- and optoelectronic research communities [38], leading to
the demonstration of GeSn-based photodiodes [39], light emitting diodes [40], photodetectors [41,
42], transistors [37, 43]. Ultimately, the first CMOS-integrable group IV laser was demonstrated
and recent developments already show near to room temperature (RT) operation and electrical
pumping [44, 45].

However, Sn contents in excess of 6 at.% [36, 46, 47] are necessary in the GeSn alloy in order
to achieve both the fundamental direct band gap required for lasing and to improve carrier mo-
bilities beyond those of strained Ge [48]. In view of a low solid solubility of Sn in Ge (1 % at
thermodynamic equilibrium) [49], a large lattice mismatch (14.7 %) [50] and the relative thermal
instability of the epitaxial GeSn alloy [51], these rather high Sn contents present a challenging
task for fabrication of GeSn based devices. Non-equilibrium growth conditions can be chosen to
achieve high Sn contents, at the cost of layer quality. Layer quality may be improved by step
graded growth with gradually increasing Sn contents [52]. However, these structures can suffer
from non-radiative recombination and leakage currents in the defective, low Sn-content buffer lay-
ers, resulting in detrimental effects on the device performance [38]. Another approach is the growth
of multi-quantum well structures, which can suppress the formation of defects and separate carriers
from defect interfaces, thus providing a novel pathway towards the achievement of GeSn-based RT
lasing devices [53, 54, 55].

Fabrication of these multi-quantum structures requires deposition of very thin Sn layers [56] and,
consequently, the adsorption mechanism of Sn on Ge(001) has been extensively studied by STM
[57, 58, 59, 60]. However, a detailed investigation of the sub-surface structure as well as the mod-
ification of the Ge electronic states after adsorption of Sn has been missing.

Photoemission studies with a high sensitivity to surface core-level shifts could help to obtain struc-
tural details of the subsurface layers [61, 62, 63] and ARPES would permit to obtain details about
the electronic states at the interface. The importance of such investigations becomes particularly
evident in view of the strong Fermi-level pinning (FLP) at the Ge(001) surface, resulting in large
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Schottky barrier heights of metal/n-Ge contacts [64]. The origin of the FLP has been the subject
of multiple investigations [65, 66, 67] and was attributed to bulk evanescent states in the latest
photoemission investigations [26, 68].

Therefore, a detailed understanding of the sub-surface (electronic) structure after adsorption of
Sn would certainly help the fundamental research activities. Accordingly, I am presenting such an
investigation in this chapter.
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A B S T R A C T   

In this work, we investigate how the electronic structure of the Ge(001) surface is modified by the adsorption of 
Sn atoms. We extend a previously established growth model of the Sn layer formation on Ge(001) with a detailed 
analysis of surface core-level shifts, observing a prevalence of symmetric Sn ad-dimers at a Sn coverage above 
one monolayer. The valence band structure of Ge(001) reveals the appearance of a non-dispersive electronic 
state after the adsorption of Sn. We correlate the presence of this state to the interaction of electronic states from 
a Sn ad-dimer configuration with the surface resonances of the Ge up-dimer. Post-deposition annealing leads to 
full incorporation of Sn and, consequently, to the disappearance of valence band state attributable to Sn ad- 
atoms. Notably, the adsorption and/or incorporation of Sn removes a Ge(001) surface state above the valence 
band maximum. The Fermi-level remains pinned close to the valence band maximum, indicating the initial stages 
of a Schottky barrier formation. Overall, these results provide new fundamental insights into the electronic 
structure of Sn on Ge(001), crucial for the development of SnGe electronics devices, and more generally of use 
for understanding the controlled alloying of isoelectronic layered materials.   

1. Introduction 

GeSn alloys feature carrier mobilities exceeding those of Ge, Si, and 
their alloy [1,2]. Furthermore, the alloying of Ge with Sn induces a 
remarkable modification of the electronic band structure, enabling the 
formation of Group IV direct band gap materials [3,4]. These very 
promising characteristics have attracted the attention of the opto- and 
micro-electronic research communities [5]. This has led to the demon
stration of a plethora of different GeSn-based devices, such as photodi
odes [6], light emitting diodes [7], photodetectors [8,9], transistors 
[4,10] and, ultimately, to the first demonstration of a CMOS-integrable 
Group IV laser, with the recent achievements of both near-to-room- 
temperature (RT) operation [11] and electrical pumping [12]. 

Nonetheless, Sn contents in excess of 6 at.% [3,13,14] in the α-GeSn 
alloy are necessary to achieve both the fundamental direct band gap 
required for lasing and to increase the carrier mobility beyond those of 
strained Ge [15]. Unfortunately, alloys with these apparently moderate 
Sn contents are challenging to obtain, owing to the extremely low solid 

solubility of Sn in Ge (1% at thermodynamic equilibrium), the large Sn- 
Ge lattice mismatch (14.7 %) [16,17] and the relative thermal insta
bility of the epitaxial GeSn alloy [18]. Consequently, high Sn contents 
can be obtained only relying on non-equilibrium growth conditions, at 
the expenses of the epitaxial layer quality. The latter can be improved by 
step-graded growth GeSn layers with increasing Sn content [19,20,21]. 
However, these structures can suffer from non-radiative recombination 
and leakage currents in the defective, low Sn-content buffer layers, 
resulting in detrimental effects on the device performance [5]. 

Another approach to suppress the formation of defects is the growth 
of multi-quantum well (MQW) structures. MQW structures have the 
additional advantage of separating carriers from defect interfaces, 
providing a novel pathway towards the achievement of GeSn-based RT 
lasing devices [21,22,23,24]. Sn/Ge MQW structures can be grown by 
repeated cycles of few monolayer (ML) Sn deposition and subsequent Ge 
overgrowth, which result in the formation of thin, Sn-rich GeSn layers, 
thanks to the intermixing process [25]. Growing few-MLs of Sn on Ge 
requires precise control of the growth parameters and consequently 
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understanding of the underlying growth mechanism of Sn on Ge(001). 
First surface science studies by scanning tunneling microscopy (STM) 

have targeted the initial stages of the Sn layer formation on Ge(001) at 
the atomic scale [26,27,28,29]. However, an extension of this model 
towards Sn coverages above 1 ML is up to date missing. STM studies are 
also limited to the very surface layer, which means that photoemission 
studies with a high sensitivity to surface core-level shifts could help to 
obtain structural details of the sub-surface layers [30,31,32]. Further
more, angle-resolved photoelectron spectroscopy (ARPES) would enable 
details about the electronic states at the interface to be obtained. The 
importance of such investigations becomes particularly evident in view 
of the strong Fermi-level pinning (FLP) at the Ge(001) surface, resulting 
in large Schottky barrier heights of metal/n-Ge contacts [33]. The origin 
of the FLP has been the subject of multiple investigations [34,35,36] and 
was attributed to bulk evanescent states in the latest photoemission 
investigations [37,38]. 

We believe that an improved understanding of the above-mentioned 
points would significantly contribute to both applied and fundamental 
research on Sn(Ge) nano- and MQW structures. Accordingly, we shall 
exploit in this article a multi-technique surface science approach that 
combines low-energy electron diffraction (LEED), STM microscopy and 
photoemission studies to address these open questions. 

To compare the preparation of our samples with previous studies, we 
show in section 3.1 the surface structure analyzed by STM and LEED. We 
confirm a pristine Ge(001) surface after cleaning and the adsorption of 
Sn lines, eventually merging to a closed layer with increasing Sn 
coverage. 

We will then discuss in section 3.2 the electronic structure after the 
adsorption of 0.3 ML, 0.6 ML and 1.2 ML Sn at RT by employing ul
traviolet photoelectron spectroscopy (UPS) and angle-resolved photo
electron spectroscopy (ARPES). We extend the growth model initially 
proposed by STM studies with a detailed analysis of the UPS probed 
surface core-level shifts and explain the origin of a new Sn-related sur
face resonance, probed by ARPES after deposition of 0.3 ML Sn. In view 
of vanishing surface states related to the pristine Ge(001) surface, we go 
on to explain the persisting FLP after Sn adsorption. 

The influence of post-growth annealing at 150 ◦C and 450 ◦C will be 
studied on samples with 0.3 ML Sn coverage in section 3.3. Investigation 
of the surface structure and electronic structure reveals the full incor
poration of Sn at both temperatures and a vanishing of the Sn-related 
surface resonance, allowing us to conclude its origin. 

Finally, we shall summarize our results and discuss the relevance of 
this work within research on GeSn. 

2. Methods 

Clean Ge(001) substrates were cut from an n-type (1–10 Ω⋅cm) 2′′

wafer. Samples were loaded into an UHV-system with an operating base 
pressure < 5·10–10 mbar. The UHV-system compromises different 
chambers for 1) sample cleaning, 2) growth by MBE and characteriza
tion by LEED, 3) characterization by photoelectron spectroscopy (PES) 
and 4) STM. Chambers are connected to allow in-situ transfer of sam
ples. After loading, samples were initially degassed for 2 h at 300 ◦C 
followed by a cool down. A clean and well-reconstructed surface was 
obtained by repeated cycles of Ar+ ion sputtering and annealing, as we 
detailed in a previous paper [39]. 

Sn was deposited by molecular beam epitaxy with an electron-beam 
evaporator. A beam accelerating voltage of ~ 700 V and an emission 
current of ~ 36 mA resulted in a constant flux of 10 nA ± 0.1 nA. The 
deposition rate of Sn on Ge(001) at RT was calibrated by STM, sec
ondary ion mass spectroscopy (SIMS) and X-ray photoelectron spec
troscopy (XPS). With STM, individual Sn atoms were counted in several 
STM images after deposition on the Ge(001) substrate. For the cali
bration with SIMS, Sn was grown on the Ge(001) substrate and over
grown by Ge at RT, resulting in Ge/Sn/Ge(001) stacks and allowing to 
determine the dose (atoms/cm2) of Sn atoms for different Sn deposition 

times. The atoms per cm2 obtained by STM and SIMS were about equal 
for a given deposition time. Intensity ratios of Sn 4d and Ge 3d core-level 
in XPS were checked after 5 different deposition times of Sn on Ge(001), 
showing a linear dependence of deposition time and intensity ratios. 

Based on these methods, a deposition rate of 0.002 ML/s was 
determined. Here, 1 ML is defined by the number of surface atoms of the 
Ge(001) surface (i.e. 6.24 × 1014 cm−2). Since the initial stages of the 
Sn/Ge(001) interface formation are of particular interest for this study, 
Sn coverages of 0.3 ML, 0.6 ML and 1.2 ML have been deposited at RT. 
The influence of annealing steps at 150 ◦C and 450 ◦C were studied on 
samples with 0.3 ML Sn coverage and the annealing temperature was 
monitored by a low temperature pyrometer. 

For all the photoemission experiments, we used the same Phoibos 
150 spectrometer. The k-space resolved valence band structure was 
investigated by ARPES, using the He I line with an energy of 21.2 eV. 
The angular resolution in the ARPES experiments was better than 0.25◦

and the total energy resolution was better than 120 meV. Surface core- 
level shifts were studied by employing the He II line (40.8 eV) with a 
total energy resolution better than 140 meV and the angular acceptance 
of the electron lens was limited to ± 2◦. For the investigation of Ge 3d 
and Sn 4d intensity ratios in dependence of the annealing temperature, 
we also used the monochromated Al Kα line (1486.7 eV), with a total 
energy resolution of the XPS experiments better than 600 meV. The 
work function of the spectrometer was calibrated by measuring the 
Fermi edge of a sputter-cleaned, polycrystalline Ag foil (99.99% purity). 
Binding energies in the photoemission experiments were referenced to 
the Fermi-level (EF) position of a Mo plate in electrical contact with the 
samples. 

STM was performed on a SPECS SPM Aarhus 150 HT, equipped with 
a tungsten tip and in constant current mode with a sample bias of −1 V. 
An ErLEED 150 optics from SPECS was used to acquire the LEED images. 

3. Results 

3.1. Surface structure after adsorption of Sn at room temperature 

First, we show in Fig. 1(a) the starting point for the subsequent 
investigation of the Sn/Ge(001) heterointerfaces, i.e. the pristine Ge 
(001) surface. In the 50 × 50 nm2 STM image we can observe a well- 
ordered (4 × 2)/(2 × 1) domain pattern. In the corresponding LEED 
pattern (inset) half- and quarter-order spots can be observed, corre
sponding to the p(2 × 1) and c(4 × 2) reconstructions, respectively. 
These results are consistent with previous reports of atomically-clean Ge 
(001) surfaces [40,41,42]. 

In Fig. 1(b)–(d) we show 50 × 50 nm2 STM images of the sample 
surface after adsorption of 0.3 ML, 0.6 ML and 1.2 ML Sn on Ge(001). Sn 
atoms are adsorbed predominantly in three distinct ad-dimer configu
rations, labeled here as Sn A, Sn B and Sn C features, respectively [28 
29]. Fig. 1(e) illustrates the atomic configurations of these features. 
Their appearance in STM is indicated by magnified images in Fig. 1(e). 
The Sn A and Sn B features are oriented perpendicular to the Ge dimer 
rows, while their individual ad-dimers align parallel to the Ge dimers. 
However, there are two noticeable differences [28]: 1) The Sn A feature 
consists of symmetric ad-dimers, while Sn B feature consists of asym
metric (buckled) dimers, i.e. one atom is tilted upwards and the other is 
tilted downwards with respect to the (001) surface. The latter is 
accompanied by an electrical charge transfer from the dangling bond of 
the down-tilted atom to that of the up-tilted atom [28]. 2) The Sn B 
features form straight lines, while two ad-dimers of the Sn A feature are 
offset by one Ge-dimer. 

Sn C features consist of buckled Sn ad-dimers that are oriented 
perpendicular to the Ge dimers (Fig. 1(e)). Notably, the Sn C feature ad- 
dimers reside between the Ge dimer rows and in between a Ge dimer, 
splitting the dimer and pushing the atoms back in bulk-like positions. In 
STM, the Sn C feature appears as a “zig-zag” row and/or in a honeycomb 
arrangement (Fig. 1(e), dotted rectangle). We notice that the up-tilted 
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atoms of the Sn B and Sn C feature have almost the same apparent STM 
height, which may indicate a similar local density of states [29]. While 
all three features are generally observable at sub-ML coverage (0.3 ML), 
one can notice a prevalence of the Sn B feature, leading to the formation 
of Sn lines [28,29]. The relative abundance of Sn A and Sn C features is 
nearly equal. As the Sn coverage increases to 0.6 ML and then to 1.2 ML, 
the Sn lines merge and form a closed layer. While this doesn’t affect the 
prevalence of the Sn B feature, the number of Sn C features growths 
about two times faster than the number of Sn A features towards a 
closing layer [29]. 

Looking at the LEED patterns in Fig. 1(a)–(d) we note a gradual 
change with increasing Sn coverage. The quarter-order diffraction spots, 
corresponding to the c(4 × 2) reconstruction, vanish after deposition of 
0.3 ML Sn. As the Sn coverage increases to 0.6 ML, the full- and half- 
order spots, corresponding to the (1 × 1) and (2 × 1) reconstructions 
begin to fade, and almost completely disappear after a Sn coverage of 1.2 
ML . These findings are in good agreement with the report by Timofeev 
et al. [43], in which they studied the adsorption of Sn on Ge(001) with 
reflection high-energy electron diffraction, obtaining a phase diagram of 
the surface reconstructions. However, the absence of any additional 
diffraction spots in our LEED data indicates that growth of Sn at RT does 
not result in an ordered superstructure at the scale of the coherence 
length in LEED, which is about 10 – 20 nm [44]. As a result, the coherent 
diffraction of the Ge(001) substrate fades out against the scattering 
background produced by the Sn layer. 

Overall, our results are in good agreement with the previous in
vestigations by Tomatsu et al. [28] and Hofmann et al. [29]. 

3.2. Electronic structure after adsorption of Sn at room temperature 

We shall now investigate the modification of the (sub-)surface elec
tronic structure at the different stages of the Sn layer formation. 
Photoemission techniques are perfectly suited for this purpose, as they 
provide a direct way of probing the electronic structure of the occupied 
states. Since we employ excitation energies of 40.8 eV (UPS) and 21.2 eV 
(ARPES), our experiments combine high-energy resolution with high 
surface sensitivity. As a result, they are not only sensitive to the chemical 
environment of atoms at the surface, but also to their geometric 
arrangement. 

In Fig. 2, the core-level analysis of the UPS Ge 3d core-level at the 
different stages of the Sn layer formation is presented. In Fig. 2(a) we 
show a side-view model of the atomic configurations at the Ge(001) 
surface and we can identify four non-equivalent atom positions: atoms in 
bulk position (Bulk), atoms in bulk-like position (Bulktop) and dimer 
atoms in the up- (Dup) and down-tilted (Ddown) position. According to 
recent studies, a different binding energy (BE) of the Ge 3d core-level 
corresponds to each of these atomic configurations [31,32,45]. Conse
quently, we fitted the Ge 3d core-level with three surface related com
ponents (Dup, Ddown and Bulktop) and one bulk component (Bulk), as 
shown in Fig. 2(b) for the pristine Ge(001) surface. 

Due to the spin–orbit splitting, each fitting component consists of 
two peaks, Ge 3d5/2 and Ge 3d3/2, separated by 0.59 eV. For the 
branching ratio (BR), i.e. the intensity ratio of the 3d3/2 to 3d5/2 peaks, 
we obtained the lowest residuals when using a value of 0.55. Note that 
this experimental value is lower than the theoretical value of 0.67 due to 
the nearness of the photoelectron kinetic energy to the photoemission 
threshold [46,47]. Peak shapes were approximated by a Voigt-like 
convolution of Lorentzian and Gaussian peaks with full width at half 
maximum (FWHM) of 0.16 eV and 0.35 eV, respectively [31,45,48]. The 
final constraint assumes an equal population of Dup and Ddown atoms at 
the surface, meaning their respective photoemission intensities should 
be the same. Therefore, the only free parameters of the fit in Fig. 2(b) 
were the 3d5/2 peak positions and the intensities of Bulk, Bulktop and Dup 
(Ddown). 

Based on previous reports, we can attribute the low BE shoulder of 
the spectrum to Dup [31,32,45,48]. The charge transfer from Ddown to 
Dup leads to the lowest BE. Consequently, electrons from Ddown should 
experience a higher BE [30]. In fact, initial state theory predicts a BE 
higher than the Bulk component, but Pehlke and Scheffler [49] have 
demonstrated the importance of screening effects in the photoemission 
process for the final state BE. The calculated values for the final state 
surface core-level shift of Dup, Ddown and Bulktop with respect to Bulk 
were reported to be −0.67 eV, –0.39 eV and −0.16 eV, respectively [49]. 
We have summarized the peak positions of the fit in Fig. 2(b) in Table 1: 
the Bulk component is located at -29.3 eV, while Dup, Ddown, and Bulktop 
are shifted by −0.51 eV, −0.21 eV, and 0 eV from Bulk towards lower 
BE, respectively. While these absolute values differ from Pehlke and 
Scheffler [49], their separation is in excellent agreement within an error 

Fig. 1. a) – d) STM images measured at 
−1.0 V sample bias (filled states) of the 
clean Ge(001) surface and after deposi
tion 0.3 ML, 0.6 ML and 1.2 ML Sn at 
RT. The corresponding LEED patterns 
are shown in the bottom right of each 
image, captured with electron kinetic 
energies of a), b) 115 eV and c), d) 110 
eV. Arrows indicate the presence of 
quarter-, half- and full-order diffractions 
spots (green, blue and red respectively). 
e) Atomic configurations of the Ge(001) 
surface with the Sn A, Sn B and Sn C 
features. The top-layer of the Ge bulk 
(Bulktop) and the up- (Dup) and down- 
tilted (Ddown) dimer atoms are labeled. 
Sn ad-dimers are shown in orange. The 
Sn A feature is a symmetric ad-dimer, 
while the Sn B feature consists of up- 
and down-tilted Sn atoms. Both features 
align perpendicular to the Ge(001) 
dimer-rows. The Sn C features consists of 
up- and down-tilted atoms, oriented 
parallel to the Ge(001) dimer-rows. 
Images showing magnified regions of 
b) indicate the appearance of the Sn A 
(dashed), Sn B (solid) and Sn C (dotted) 
features in STM.   
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of ± 20 meV. A good agreement of our fit is also found with more recent 
experimental reports [31,45,48]. 

In Fig. 2(c) we display the comparison of the Ge 3d core-level of the 
clean Ge surface and after deposition of 0.3 ML, 0.6 ML and 1.2 ML Sn, 
respectively. The intensity was normalized to the largest peak height 
and the energy scale is referenced to the Bulk component, allowing for a 
better observation of peak shape changes. We note an enhanced 
broadening on both sides of the 3d5/2 component with increasing Sn 
coverage, resulting in significantly less pronounced splitting of the 3d5/2 
and 3d3/2 peaks at 1.2 ML Sn coverage. Fig. 2(d)–(f) show the Ge 3d 
spectra after adsorption of 0.3 ML, 0.6 ML and 1.2 ML Sn without any 
normalization of the BE. The same constraints as in Fig. 2(b) were 
applied to fit the spectra. Peak shifts with respect to the Bulk component 
are summarized in Table 1. We observe a shift of Ddown towards lower 
BE, while Dup shifts towards higher BE with increasing Sn coverage, i.e. 
the components become closer in energy. This leads to the observed 

broadening on the low BE side of the Ge 3d5/2 peak. The broadening at 
high BE is related to the + 0.04 eV shift of the Bulktop. Independent of 
the Sn coverage, the intensity contributions of all components remain 
constant within ± 1 %. To better understand the driving force of the Sn 
coverage-dependent changes, we now examine the Sn 4d core-level. 

Similar to the Ge 3d analysis, the first step in the UPS Sn 4d core-level 
analysis is to identify the BE states of Sn atoms at the surface and assign 
them to the fitting components. While Sn can be incorporated in the Ge 
(001) dimers already at RT, the intermixing was observed to be below 
2% [29]. We can thus assume that the Sn 4d spectra in Fig. 3(a)–(c) for 
Sn coverages of 0.3 ML, 0.6 ML and 1.2 ML will almost exclusively 
originate from Sn atoms on top of the Ge(001) surface. Fig. 3(d) shows 
the side-view models of the atomic configurations of the Ge surface with 
the Sn A, Sn B and Sn C features according to Tomatsu et al. [28]. 

We could assume that each Sn feature corresponds to a component in 
the Sn 4d spectra. However, this assumption would completely neglect 
the buckling of the Sn ad-dimer atoms in the Sn B and Sn C features. The 
down-tilted and up-tilted Sn atoms would correspond to the same BE 
value, even though the up-tilted atoms receive additional charge from 
the down-tilted Sn atoms [28]. This should, within the initial state 
picture, result in a significantly lower BE [30]. Splitting up the Sn B and 
Sn C components into two components each, in order to account for the 
buckling, would result in a total of five fitting components (two for Sn B, 
two for Sn C and one for Sn A). Given the limited number of resolvable 
features in Fig. 3 (a)–(c) this appears unreasonable. Furthermore, it is 
not apparent why an up-tilted Sn atom in the Sn C feature would 
experience a different BE than an up-tilted Sn atom in the Sn B feature 
given their similar heights in STM [29]. Therefore, we are going to 

Fig. 2. a) Side-view model of the Ge crystal structure. Bulk atoms are labeled as “Bulk”, the top layer of bulk atoms as “Bulktop” and the down-atom of the dimer as 
“Ddown” and the up-atom of the dimer as “Dup”. b) Ge 3d core-level region of the clean Ge(0 0 1) surface (0 ML Sn), measured with an excitation energy of 40.8 eV 
(normal emission). Four components are used to fit the spectrum, corresponding to Dup, Ddown, Bulktop and Bulk. c) Ge 3d core-level region after deposition of 0 ML, 
0.3 ML, 0.6 ML and 1.2 ML Sn at RT. The energy scale is referenced to the Ge 3d5/2 Bulk position at −29.3 eV to highlight changes in the peak shape with increasing 
Sn coverage. d) –f) Peak fitting of the Ge 3d core-level region after deposition of 0.3 ML, 0.6 ML and 1.2 ML Sn at RT. The energy scale is referenced to the Fermi- 
level (EF). 

Table 1 
Surface core-level shifts of the Ge 3d core-level spectra with increasing Sn 
coverage. Fitting of the core-level yields components related to the up-atom of 
the dimer (Dup), the down-atom of the dimer (Ddown), the top layer of the bulk 
atoms (Bulktop) and the bulk atoms (Bulk).   

Bulktop-Bulk (eV) Ddown-Bulk (eV) Dup-Bulk (eV) 

0 ML Sn 0  −0.21  −0.51 
0.3 ML Sn 0.01  −0.23  −0.5 
0.6 ML Sn 0.02  −0.24  −0.47 
1.2 ML Sn 0.04  −0.26  −0.42  
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attribute fitting components to atomic positions of individual Sn atoms, 
rather than entire features. 

Based on these assumptions, we identify three different BE compo
nents: down-tilted Sn atoms are labeled as Sn1, atoms in the symmetric 
configuration as Sn2, and the Sn atoms in the up-tilted position as Sn3. 
The lowest BE component is assigned to Sn3, while Sn2 and Sn1 should 
feature higher BE values. Not accounting for screening effects, we can 
assume that Sn2 experiences a lower BE because the dangling bonds are 
at least partially occupied. Therefore, we assign the highest BE value to 
the Sn1 component. We have fitted the 4d Sn core-level in Fig. 3(a)–(c) 
with the three components (Sn1, Sn2 and Sn3) following the same 
procedures used in the Ge 3d core-level case. The separation of the 4d5/2 
and 4d3/2 spin–orbit components were fixed to be 1.04 eV and the BR 
was again 0.55 [47]. For the Voigt-like peak shapes, a Lorentzian FWHM 
of 0.22 eV and Gaussian FWHM of 0.42 eV were chosen, both of which 
lie in the range of experimentally reported values of Sn on Ge(111) [30]. 
The free parameters were the relative intensities of each component and 
the 4d5/2 peak positions. 

We note that the BE values do not shift in dependence of the Sn 

coverage and thus their relative spacing remains fairly constant at a 
value of about 0.26 eV (see Table 2). However, changes occur in their 
relative contribution to the total peak intensity, as shown in Fig. 3(e). 
Notably, Sn1 and Sn3 contributions are about equal at sub-ML cover
ages, which nicely fits with our assumption that Sn1 and Sn3 are 
assigned to the down- and up-tilted atoms of buckled dimers. Due to the 
adsorption of Sn in ad-dimers, down- and up-tilted Sn atoms should 
always exist in equal numbers. A larger contribution of Sn3 at 1.2 ML Sn 
can be attributed to an increasing amount of incorporated Sn, which 
prefers the up-position in the heterodimer [27,50]. Due to the limited 
resolution, it is not possible to discriminate between the Sn-Sn and Sn-Ge 
ad-dimers in terms of BE in the Sn 4d spectra. Likewise, it will be diffi
cult to justify a separate component in the Ge 3d spectra. Instead, a 
larger contribution of Ddown compared to Dup in the Ge 3d spectra could 
be expected. However, based on the intensity difference between Sn1 
and Sn3, only 5 % of the Sn atoms have incorporated at a Sn coverage of 
1.2 ML. The contribution of dimer components in the Ge 3d spectra is 
about 22 % in total, which means at a Sn coverage of 1.2 ML the in
tensity difference between Dup and Ddown would have to be ~ 1 %, e.g. at 
the scale of the intensity error bar. 

We proceed with the analysis of the relative component areas in 
Fig. 3(e) and a comparison with the fractions reported by STM [29]. 
Since the Sn1 and Sn3 components in UPS share the Sn B and Sn C 
features observed by STM, it is not possible to compare them individu
ally. However, it is possible to directly compare the fraction of Sn A to 
the contribution of Sn2, because there is no overlap with other features 
in UPS. Based on the report by Hofmann et al. [29], the fraction of 
symmetric Sn A features at a Sn coverage of 0.5 ML can be estimated to 
be 23 %, which is in very good agreement with the Sn2 contribution of 
24% in UPS at a Sn coverage of 0.6 ML. However, at a Sn coverage of 1.2 

Fig. 3. a) – c) Sn 4d core-level regions measured with an excitation energy of 40.8 eV (normal emission) after deposition of 0.3 ML, 0.6 ML and 1.2 ML Sn at RT. The 
spectra were fitted with three components, labeled as Sn1, Sn2 and Sn3. d) Three side-view schematics of the Ge(001) dimer rows with Sn ad-dimers forming the Sn 
A, Sn B and Sn C features respectively, after Tomatsu et al. [28]. Sn atoms are shown in orange. Top-layer atoms of the Ge bulk are labeled as “Bulktop”, the down- 
atom of the Ge dimer as “Ddown” and the up-atom of the Ge dimer as “Dup”. The Sn atoms have additional tags, indicating their correspondence with the Sn1, Sn2 and 
Sn3 components of the photoemission fits. e) Relative peak areas of the Sn1, Sn2 and Sn3 components with respect to the total Sn 4d peak intensity, shown as a 
function of the Sn coverage. 

Table 2 
Relative spacing of the Sn1, Sn2 and Sn3 components that were used to fit the Sn 
4d spectra. Sn1 corresponds to atoms in down-tilted position, while Sn2 corre
sponds to atoms in symmetric and Sn3 to atoms in up-tilted position in the Sn ad- 
dimers.   

Sn2-Sn1 (eV) Sn3-Sn1 (eV) Sn3-Sn2 (eV) 

0.3 ML Sn  0.26  0.51  0.25 
0.6 ML Sn  0.27  0.53  0.26 
1.2 ML Sn  0.27  0.51  0.24  
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ML, the UPS measured contribution of Sn2 is about 42 %. This value is 
much larger than the fraction of symmetric Sn A features reported by 
Hofmann et al. [29] with STM, which we estimated to be around 18 % at 
Sn coverage of 1.24 ML. Furthermore, a relative increase of the sym
metric Sn ad-dimers between 0.5 ML and 1.2 ML was not reported. We 
explain this mismatch of results between STM and UPS for Sn coverages 
approaching 1.2 ML by the formation of the second Sn layer: Buckled Sn 
ad-dimers of the first layer change into symmetric configuration un
derneath the Sn ad-dimers of the second layer. This observation 
remained hidden in STM, because only the very surface atoms can be 
probed, while UPS probes a sub-surface region. 

According to Fig. 3(d), adjacent symmetric Sn ad-dimers in the Sn A 
feature cause the formation of symmetric Ge dimers (Dsym). Going back 
to our analysis of the Ge 3d core-level, we argue that the gradual shift of 
Ddown and Dup towards each other with increasing Sn coverage can be 
interpreted by a growing number of Dsym. The BE of Dsym is expected to 
lie between Ddown and Dup, but since we did not assign a separate 
component for Dsym, the fit accounts for their increasing contribution by 
shifting Ddown and Dup. In fact, when we added a fifth component related 
to Dsym, we obtained a good fit that supports our interpretation (see 
supporting information). However, adding additional components also 

increases the danger of overfitting. Therefore, we infer that the more 
robust fit is based on the four components shown here. 

Whether the formation of Dsym is induced by charge transfer, stress or 
a mixture of both remains an open question without any dedicated first- 
principles calculations. Recently, Ponath et al. [32] explained the for
mation Dsym after adsorption of Eu at sub-ML coverages by a charge 
transfer from Eu to Ge. The conclusion was rationalized by the higher 
electronegativity of Ge (2.02) compared to Eu (1.01) and changes in the 
Eu chemical state. Additionally, a breakup of dimers at coverages of 1 
ML was observed. Since Ge (2.02) is only slightly more electronegative 
than Sn (1.73) [51], a BE shift solely based on charge transfer appears 
unlikely. Noteworthy is the observation that Sn can induce enough stress 
on the Ge(001) surface to break up the Ge dimers as part of the Sn C 
feature formation [28]. Therefore we propose that the formation of Dsym 
is mainly driven by the stress that Sn induces on the Ge(001) surface. 
Since several features in Ge(001) valence band structure are related 
with the dimerization and reconstruction of the surface, it is then 
worthwhile to investigate the valence electronic states by ARPES, which 
can directly probe the k-space resolved valence band structure. 

To address the modification of the valence states upon adsorption of 
Sn, we show in Fig. 4(a)–(d) the ARPES intensity maps of the valence 

Fig. 4. a) – d) Grey scale ARPES intensity maps of the clean Ge(001) surface (0 ML Sn) and after deposition of 0.3 ML, 0.6 ML and 1.2 ML Sn at room temperature 
(RT), measured with an excitation energy of 21.2 eV. The images were modified by a high-pass filter to enhance the visibility of spectral features. Ge bulk states (BX), 
surface resonances (SRX), a surface state (SS1) as well as the typical light hole (LH), heavy hole (HH) and split-off band (SO) and valence band maximum (VBM) are 
indicated in a). e) Shows a comparison of the energy distribution curves (EDCs) extracted around the Γ-point (0 Å−1) of the clean Ge(001) surface and after 
deposition of 0.3 ML, 0.6 ML and 1.2 ML Sn at RT. A Sn-related state (SRSn) can be observed for Sn coverages of 0.3 ML and 0.6 ML. 
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band structure with increasing Sn coverage. A high-pass filter was 
applied to highlight spectral features, similar to what we have done in 
our previous report [39]. The Γ-point of the surface Brillouin zone is 
located at 0 Å−1 on the k-axis and the direction is oriented along [010], 
which corresponds to the Γ J′

2-path in the surface Brillouin zone. Fig. 4 
(e) shows a comparison of the corresponding energy distribution curves 
(EDCs) extracted from the ARPES raw-data at the Γ-point. 

Starting with the pristine Ge (001) surface, we can observe in Fig. 4 
(a) the typical features related to light hole (LH), heavy hole (HH) and 
split-off band (SO). SO is separated from the valence band maximum 
(VBM) by 0.26 eV, which is close to the theoretical value of 0.29 eV 
[52,53]. The surface state SS1 0.2 eV above the VBM is ascribed to the 
surface conduction band formed by c(4 × 2) reconstruction and the 
occupation by thermally excited electrons at RT [39]. Notably, SS1 
vanishes after adsorption of Sn, as expected from its true surface state 
nature. Sn can be considered to act as an”impurity” to the Ge surface 
reconstruction, interfering with the conduction band formed by the 
unoccupied orbitals of the Ddown atoms. We observe a gradual smearing 
of bands with increasing Sn coverage, which becomes particularly 
evident at a Sn coverage of 1.2 ML in Fig. 4(d) and (e). Even bulk-related 
features such as the VBM and SO seem to disappear at this stage. The 
separation of 0.26 eV between VBM and SO remains constant in the 
range of 0.3 ML and 0.6 ML, where the features were still resolvable. The 
observed smearing and broadening of bands is consistent with the ob
servations from the surface structure in section 3.1: the growth of Sn 
layers dissolves the Ge(001) surface reconstructions, thus broadening 
the valence states. 

After Sn deposition of 0.3 ML, an additional surface feature SRSn 
appears in Fig. 4 (b), (e) and is located at –1.2 eV around 0 Å−1, showing 
no dispersion. Remarkably, this feature is located between the Ge(001) 
SR2 and SR1 surface resonances, which have been reported to originate 
from Dup [37,39]. The intensity of the feature decreases at a Sn coverage 
of 0.6 ML, eventually vanishing at 1.2 ML Sn coverage. These findings 
correlate with the observations from the Ge 3d and Sn 4d core-level 
analysis: the coverage with symmetric Sn ad-dimers (Sn2 component 
in the Sn 4d spectra) is below 20% at a Sn coverage of 0.3 ML and we 
observed only small BE shifts of the Ge dimer components. As the Sn 
coverage increases to 0.6 ML and 1.2 ML, a relative growth of Sn2 in the 
Sn 4d spectra and larger BE shifts of the Ge dimer components in the Ge 
3d spectra were found. Given these observations and a BE that lies be
tween the Dup surface resonances SR1 and SR2, we argue that the origin 
of SRSn may be an interaction of Sn with Dup. From the dispersion-less 
characteristic of SRSn and the high localization in k-space, we 
conclude that a certain ad-dimer configuration within the Sn-lines leads 
to the observed state. We assume that the Sn B feature could be 
responsible for this interaction, as it is by far the most abundant feature 
at a Sn coverage of 0.3 ML, at which SRSn showed the highest intensity. 
Additionally, the vanishing of SRSn correlates with an increasing popu
lation of Sn A and Sn C features. The tilt angle of the Dup atoms is only 
slightly changed underneath the Sn B feature, while more forceful 
changes are observed as part of the Sn A and Sn C feature formation 
[28]. A definitive conclusion will require theoretical calculations, now 
ongoing. 

Notably, we observe no significant changes in the BE positions of 
valence band features with increasing Sn coverage. While some of the 
qualitative changes, such as the smearing of states close to the VBM, 
could influence this observation, the B2 bulk-related feature remains 
well resolvable up to a Sn coverage of 1.2 ML and shows no significant 
shifts within ± 20 meV. The same holds for the Bulk component of the 
Ge 3d core-level in Fig. 2, which showed the same BE of −29.3 eV. Based 
on these observations we conclude that EF remains pinned close to the 
VBM and that no significant band bending changes occur. In a previous 
work [39], we showed with first-principle calculations that the occu
pation of SS1 by thermally excited electrons can be explained by c(4 × 2) 
related-states nearly crossing EF. Our observations here indicate that 

these surface states are not related to the strong FLP, due to the van
ishing of SS1 with increasing Sn coverage. It is therefore reasonable to 
assume that the strong FLP at the surface stems from bulk evanescent 
states that show lower sensitivity to the adsorption of Sn. 

So far, we have investigated the modifications of the electronic 
structure after adsorption of Sn at RT with limited incorporation of Sn. 
We observed changes in the relative population of symmetric and 
buckled Sn ad-dimers in our core-level analysis. While the valence band 
structure exhibits a Sn-related feature at sub-ML coverage, a vanishing is 
observed at 1.2 ML Sn. Furthermore, no Sn coverage dependent changes 
in the position of EF were observed, indicating that the strong FLP is 
unaffected by the adsorption of Sn. Keeping these observations in mind, 
we are now going to examine the electronic structure changes after Sn 
adsorption and post-growth annealing. 

3.3. Post-growth annealing after adsorption of Sn 

Before we inspect the electronic structure of two 0.3 ML Sn samples 
after post-growth annealing at 150 ◦C and 450 ◦C, we reference their 
surface structures. For this reason, we show in Fig. 5 the STM images of 
these surfaces with the corresponding LEED patterns as insets. Since 
both surfaces exhibit asymmetric dimer configurations, it is no surprise 
that we observe no qualitive change in the corresponding LEED patterns 
in dependence of the annealing temperature. We can observe in the STM 
image of Fig. 5(a) that the Sn lines have transformed into clusters after 
annealing at 150 ◦C and we notice some protrusions in the Ge dimer 
rows (dotted circles), which we attribute to incorporated Sn atoms. The 
clusters appear to consist of zig-zag rows, similar to the Sn C feature. 

Annealing to 450 ◦C (Fig. 5(b)) results in the formation of comb-teeth 
like structures with no large terraces observable. Yamazaki et al. [26] 
reported similar structures after post-growth annealing at 250 ◦C, indi
cating that no substantial change in the surface morphology is expected 
within the temperature range of 250 ◦C to 450 ◦C. The formation of the 
comb-teeth structures is explained by the incorporation of Sn into the Ge 
dimer rows, which increases the compressive stress in the Ge surface 
layer. Eventually, this results in a stress relief mechanism leading to 
undulating step edges. The surface structure after post-growth annealing 
at 150 ◦C appears as an intermediate between RT and 450 ◦C. This in
dicates that the compressive stress is not entirely elastically relaxed at 
this stage. Certainly, the analysis of the electronic structure will help to 
put this into perspective. 

We identify two main atomic configurations, one resembling zig-zag 
chains (blue dotted square), similar to the Sn C feature, and the other 
one in honeycomb arrangement (black dotted square). Their different 
appearance in STM is explained by the inter dimer-row configurations of 
up- and down-tilted atoms. Based on the observation of protrusions in 
these features, both seem to include Ge-Sn dimers. 

Fig. 6 shows the core-level analysis of the Ge 3d and Sn 4d core-level 
after deposition of 0.3 ML Sn and post-growth annealing at 150 ◦C and 
450 ◦C. In panel a), we show a comparison of the Ge 3d spectra after 
deposition at RT and annealing. The intensity was normalized to the 
maximum peak height and BE is referenced to the 3d5/2 Bulk BE. No 
significant peak shape changes are observable. However, it appears from 
Fig. 5, that no symmetric Sn ad-dimers are left at the surface and we shall 
find further evidence in the Sn 4d core-level. After fitting the Ge 3d core- 
level, a relative increase of Ddown compared to Dup can be observed in 
Fig. 6(b) and (c). The relative increase of Ddown may be explained by a 
preference of Sn to occupy the up-position in the Ge-Sn heterodimer. 
Surface core-level shifts relative to Bulk are summarized in Table 3 and 
the values remain fairly constant. These observations are consistent with 
the (2 × 1) LEED patterns, which remains effectively temperature in
dependent at these Sn coverages [43]. 

A notable change occurs in the Sn 4d core-level after annealing. Peak 
fits of the Sn 4d core-level are shown in Fig. 6(d)–(e) for the respective 
post-growth annealing temperatures. After applying the same parame
ters and constraints as in section 3.2, fitting the spectra with two 
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components, Sn1* and Sn3* was sufficient. The Sn1* and Sn3* compo
nents are shifted towards higher BE with respect to Sn1 and Sn3 from the 
RT sample by about the same value, i.e. 0.05 eV. Together with the 
vanishing of the symmetric dimer Sn2 component, this observation in
dicates the full incorporation of Sn already at 150 ◦C. About 80% of the 
spectra contribution arises from Sn that is in the up-position of the Ge-Sn 
heterodimer (Sn3*). The smaller component arises from Sn in the down- 
position of a heterodimer (Sn1*). These results are consistent with our 
observations from the Ge 3d core-level analysis, showing a relative in
crease of Ddown compared to Dup. The sum of these findings supports 
previous reports, stating that the up-position in the heterodimer is 
energetically more favorable for the Sn [27,50]. 

To check whether the amount of Sn at the surface remains constant in 
dependence of the post-growth annealing temperature, we show in 
Fig. 6(f) the intensity ratio of the Sn 4d and Ge 3d core-level, determined 
by measurements with UPS and XPS. The constant ratios indicate that 
the deposited Sn entirely remains in the probed subsurface region after 
annealing at either temperature. This observation may be reasoned with 
the incorporation of Sn, which starts already at RT. By ramping the 
temperature to 150 ◦C, full incorporation takes place and it appears that 
the Ge-Sn heterodimer is stable up to 450 ◦C. 

Our previous analysis of the surface after post-growth annealing 
indicates that the stress relief mechanism observed in STM seems to have 
negligible effects on the electronic structure. For a final verification, we 
show in Fig. 7(a)–(b) the ARPES intensity maps after post-growth 
annealing at 150 ◦C and 450 ◦C of 0.3 ML Sn deposited on Ge(001). 
We can immediately note a vanishing of the SRSn feature, emphasized by 
the Γ-EDCs in Fig. 7(c). This result proves the dependence of this feature 
on a certain Sn ad-dimer configuration on top of the Ge dimers. As the 
surface is annealed, Sn ad-dimers break up and incorporate. Conse
quently, the interaction with the Ge up dimer that gives rise to this state 
does not exist anymore. In correlation with the absence of any c(4 × 2) 
related diffraction spots in the LEED patterns of Fig. 5, we note that the 
SS1 feature does not reappear after the incorporation of Sn. We thus 

found additional proof that this surface state requires a well-ordered 
surface. Features related to the Ge(001) bulk states appear unaffected 
by the incorporation of Sn, and we see no change of the SO to VBM 
separation of 0.26 eV. Similar to our observations in section 3.2, we do 
not observe any substantial change of the BE values of bulk related 
components in the UPS Ge 3d and the ARPES valence band spectra, 
indicating that the EF remains pinned at about 0.1 eV above the VBM. 

4. Summary and conclusion 

In this work we have thoroughly investigated the modification of the 
Ge(001) surface electronic structure upon adsorption of Sn atoms. 

Analysis of the Ge 3d core-level revealed a shift of Ddown and Dup 
towards each other with increasing Sn coverage. We argue that the 
origin of this observation is an increasing number of symmetric Ge di
mers. This observation correlates with a change in the intensity contri
butions of the Sn 4d core-level, favoring a component related to the 
symmetric Sn ad-dimers with increasing Sn coverage, which also forces 
the formation of symmetrical Ge dimers [28]. A relative increase of 
symmetric Sn ad-dimers was not reported in previous STM in
vestigations [28,29], which indicates to us that these are formed 
beneath the second Sn layer. Thus, they remained hidden in STM 
because only the very surface atoms are probed. Whether these changes 
are driven by charge transfer, stress induced by the Sn or a mixture of 
both remains open for future investigations supported by theory. 

Post-growth annealing of samples with a Sn coverage of 0.3 ML at 
150 ◦C and 450 ◦C results in the complete incorporation of Sn at these 
temperatures, leading to the formation of Ge-Sn dimers. This conclusion 
is driven by the vanishing of Sn lines in STM, the higher binding energies 
of Sn components in the Sn 4d spectra compared to RT, a vanishing of 
the Sn 4d component related to symmetric Sn and an increase of Ddown 
relative to Dup in the Ge 3d core-level. We quantify that about 80 % of 
the atoms reside in the energetically more favorable up-tilted position of 
the heterodimer. Based on constant Ge 3d and Sn 4d intensity ratios, we 

Fig. 5. STM images measured at −1 V 
sample bias (filled states) after deposi
tion of 0.3 ML Sn at RT on Ge(001) and 
post-growth annealing at a) 150 ◦C and 
b) 450 ◦C. The corresponding LEED 
patterns are shown as insets and were 
captured with an electron kinetic energy 
of 110 eV. Blue and red arrows mark the 
position of full- and half-order spots, 
respectively. The bottom panel in a) 
shows a model of the Ge(001) surface 
with incorporated Sn, leading to single 
Ge-Sn heterodimers (dotted circle) and 
to structures that resemble the Sn C 
feature but consist presumably of Ge-Ge 
and Ge-Sn heterodimers (dotted 
squares). The location of Sn in these 
features was chosen randomly for this 
image. Some possible examples of these 
features are marked in the magnified 
STM image on the right-hand side. In the 
bottom panel of b) the proposed atomic 
configurations of honeycomb (black 
dotted square) and Sn C feature like 
(blue dotted square). Features were 
marked in the magnified STM image on 
the right-hand side. Note that the loca
tion of incorporated Sn atoms in the 
models of the atomic configurations is 
arbitrary.   

F. Reichmann et al.                                                                                                                                                                                                                             



Applied Surface Science 599 (2022) 153884

9

conclude that annealing up to 450 ◦C does not result in any significant 
desorption of Sn. 

By probing the valence band structure with ARPES, we observed a 
surface resonance formed between Ge(001) Dup states and a Sn ad- 
dimer configuration, labeled as SRSn. A gradual decrease of its in
tensity, with increasing Sn coverage, can be explained by a growing 
number of symmetric dimers. We propose that the Sn B feature is 
responsible for the observed state, as it has less detrimental effects on the 
buckling of the Ge dimer compared to the Sn A and Sn C features. 
Furthermore, it is by far the most abundant feature at a Sn coverage of 
0.3 ML, which also featured the highest SRSn intensity. Annealing breaks 
the Sn ad-dimers, leading to incorporation of Sn and consequently a 
vanishing of SRSn. 

Bulk-related features in ARPES and UPS did not shift after Sn 
adsorption and/or Sn incorporation, indicating that the EF remains 
pinned close to the VBM. In conjunction with the vanishing of the SS1 
surface state after Sn adsorption, our results support previous 

conclusions that the strong FLP originates from bulk evanescent states 
[37,38]. 

Our detailed analysis of the Ge 3d and Sn 4d core-level extends the 
interpretation of previous STM studies and can be utilized in ongoing 
research activities that focus on the growth of Sn thin-films on Ge(001). 
Examination of the valence states revealed interactions of the Ge Dup 
surface resonances with Sn, apparently limited to a certain Sn ad-dimer 
configuration, presumably the Sn B feature. Furthermore, we find 
compelling evidence that the origin of the strong FLP at the Ge(001) 
surface originates from bulk evanescent states and not from the surface 
states. Owing to the strong FLP close to the VBM, the initial stages of the 
Schottky barrier formation at the interface were probed. Overall, our 
results provide a fundamental understanding of the electronic structure 
at the Ge/Sn interface, which can be beneficial to the research activities 
on this and similar material systems. 
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Fig. 6. a) Comparison of the Ge 3d core-level measured with an excitation energy of 40.8 eV (normal emission) after deposition of 0.3 ML Sn for different post- 
growth annealing temperatures. The intensity was normalized to the maximum intensity and the energy scale is referenced to the Ge 3d bulk component. b) and 
c) Ge 3d core-level region after deposition of 0.3 ML Sn on Ge(001) at RT, followed by post-growth annealing at 150 ◦C and 450 ◦C. Four components were used to fit 
the core-level, indicated by different colors. The energy scale is referenced to the Fermi-level (EF). d) and e) Sn 4d core-level regions measured with an excitation 
energy of 40.8 eV (normal emission) after deposition of 0.3 ML Sn and post-growth annealing of 150 ◦C and 450 ◦C, fitted with two components Sn1* and Sn3*. These 
components correspond to Sn atoms in the down- (Sn1*) and up-tilted (Sn3*) position of the Ge-Sn heterodimers. f) Plot of the Sn 4d and Ge 3d intensity ratios 
measured by UPS (40.8 V) and XPS (1486.7 eV) vs post-growth annealing temperature. 

Table 3 
Surface core-level shifts of the Ge 3d core-level spectra after deposition of 0.3 ML 
Sn at RT and post-growth annealing at 150 ◦C and 450 ◦C. Fitting of the core- 
level yields components related to the up-atom of the dimer (Dup), the down- 
atom of the dimer (Ddown), the top layer of the bulk atoms (Bulktop) and the 
bulk atoms (Bulk).   

Bulktop-Bulk (eV) Ddown-Bulk (eV) Dup-Bulk (eV) 

0.3 ML Sn, RT  0.01  −0.23  −0.5 
0.3 ML Sn, 150 ◦C  0.01  −0.24  −0.51 
0.3 ML Sn, 450 ◦C  0.01  −0.23  −0.52  
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Chapter 7

The electronic structure of ϵ-Ga2O3

Transparent semi-conducting oxides (TSOs) combine transparency in the visible to ultra-violet
range of the light spectrum and semi-conducting properties. Because of this unique combination of
properties, they can be found in various applications such as flat panel displays [70, 71], transparent
electronics [72, 73], photovoltaics [74], solar-blind detectors [75], high-power electronics [76, 77],
high-temperature gas sensors [78] and others [79, 80].

A prominent example of the ever increasing commercial and scientific interest in TSOs over the
last decade has been Ga2O3 [81, 82]. Ga2O3 can exist in five different crystal structures, among
which the β-phase is the thermodynamically most stable. This phase offers an ultra-wide band gap
of 4.85 eV, making it a highly attractive material for deep-UV photonic and high-power electronic
applications [83, 84].

The ϵ-phase of Ga2O3 is the thermodynamically second most stable, transitioning into the β-phase
at about 900 °C [85]. It can be grown on commercially available c-oriented sapphire substrates at
much lower thermal budget than the β-phase [86] and offers an orthorhombic (pseudo-hexagonal)
crystallographic structure [87]. Furthermore, the band gap of 4.6 eV is of comparable width to the
4.85 eV band gap of β-Ga2O3 [88].

In addition, ϵ-Ga2O3 offers ferroelectric behavior with a relatively large spontaneous polarization,
which may allow to obtain a two-dimensional electron gas and thus high-mobility devices [89, 90].

Despite these interesting properties, a detailed investigation of the electronic structure has been
missing. The goal of this chapter is to present an investigation of the ϵ-Ga2O3 electronic structure
by ARPES and XPS on a sample, that was grown by metal-organic chemical vapor deposition on
c-oriented sapphire.
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2Leibniz-Institut für Kristallzüchtung, Max-Born-Str. 2, D-12489 Berlin, Germany
3IHP, Im Technologiepark 25, D-15236 Frankfurt (Oder), Germany
4CNR-ISM, Via Salaria km 29,300, I-00015 Monterotondo Stazione (Rome), Italy
5Department of Physics, Cagliari University, I-09042 Monserrato (CA), Italy
6CNR-IOM, UOS Cagliari University, I-09042 Monserrato (CA), Italy
7Department of Mathematical, Physical and Computer Sciences, Parma University, Viale delle Scienze 7/A, I-43124 Parma, Italy
8CNR, Institute of Electronic and Magnetic Materials, Viale delle Scienze 37/A, I-43124 Parma, Italy

ABSTRACT

The electronic structure of ε-Ga2O3 thin films has been investigated by ab initio calculations and photoemission spectroscopy
with UV, soft, and hard X-rays to probe the surface and bulk properties. The latter measurements reveal a peculiar satellite struc-
ture in the Ga 2p core level spectrum, absent at the surface, and a core-level broadening that can be attributed to photoelectron
recoil. The photoemission experiments indicate that the energy separation between the valence band and the Fermi level is about
4.4 eV, a valence band maximum at the Γ point and an effective mass of the highest lying bands of – 4.2 free electron masses. The
value of the bandgap compares well with that obtained by optical experiments and with that obtained by calculations performed
using a hybrid density-functional, which also reproduce well the dispersion and density of states.

© 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
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Gallium oxide (Ga2O3) is a wide bandgap transparent
semiconducting oxide (TCO). Although known for decades, it
is only in the last ten years that it received a lot of attention
as a novel wide bandgap semiconductor for power electronic
and deep-UV applications. Among five crystal structures of
Ga2O3, the monoclinic β phase is the most thermodynami-
cally stable and indeed the only one that can be grown from
a Ga2O3 melt, either by Czochralski1 or Edge-defined Film-
fed Growth (EFG).2 Specific advantages of this material are the
bandgap close to 5 eV, transparency up to the UV-C range,
and very high breakdown voltage. Relatively high n-type con-
ductivity can be achieved by doping with Si, Sn, or Ge, which
makes β-Ga2O3 suitable for fabrication of power transistors,3
high-voltage diodes,4 and UV photodetectors.5

The ε phase of Ga2O3, object of the present investiga-
tion, is the second most stable, after β, and was observed to be
thermodynamically (meta)stable up to about 700 ◦C exhibiting

a complete transition to β around 900 ◦C.6 This polymorph
can easily be deposited on commercial c-oriented sapphire at
temperatures much lower than those needed for β-Ga2O3.7
In addition to having an orthorhombic (pseudo-hexagonal)
crystallographic structure8 and a wide bandgap of about
4.6 eV,9 ε-Ga2O3 presents unique properties such as ferro-
electric behavior10 with a relatively large spontaneous polar-
isation,11 making this polymorph even more interesting, as it
might be exploited to obtain a two-dimensional electron gas
and thus high mobility devices.

Many angle-resolved photoemission spectroscopy (ARPES)
studies have already been devoted to TCOs, ZnO,12–15
CdO,16–18 and In2O3,19–21 and also to β-Ga2O3.22–25 However,
such an investigation is still lacking for ε-Ga2O3. The interest-
ing properties of the ε phase, on the other hand, fully justify
the investigation of its electronic structure and motivate our
present ARPES investigation. In the following, we report on the

APL Mater. 7, 022522 (2019); doi: 10.1063/1.5054395 7, 022522-1

© Author(s) 2019



APL Materials ARTICLE scitation.org/journal/apm

band structure of ε-Ga2O3 grown in the form of thin films of
250 nm thickness. ARPES excited with low- and high-energy
photons was used to measure the core-levels as well as the
valence band with high momentum resolution. The films are
electrically conductive and stable against the sputtering and
annealing procedure that we applied to clean the surface.

The ε-Ga2O3 thin films were grown by Metal-Organic
Chemical Vapor Deposition (MOCVD) on 2-inches (0001) ori-
ented sapphire by using the growth parameters reported in
the literature.7 The films were doped with diluted silane to
get high conductivity (the resistivity of samples from the
same wafer was 0.8-1 Ω cm and carrier concentration was
2-3 × 1018 cm−3), which prevented the charging effects that
were previously observed in undoped ε-Ga2O3 epilayers.

The measurements were carried out at the surface clus-
ter of the Institute for High-Performance Microelectronics
(IHP), featuring a SPECS Phoibos 150 electron spectrometer.
The photons used for the ARPES experiment are generated by
a monochromatised He discharge lamp, while a monochroma-
tised X-ray tube with aluminum and silver targets was used
to obtain the Al Kα and Ag Lα emission lines at photon ener-
gies of hνAl = 1468.7 eV and hνAg = 2984.3 eV, respectively.
Prior to photoelectron spectroscopy, the surface of the films
was prepared by repeated Ar ion sputtering and annealing
cycles. While at the beginning an ion energy of 1 keV was used,
at later stages, it was reduced to 500 eV to avoid excessive
material removal. For the same reason, namely, the limited
film thickness, the samples were sputtered 5 min per cycle.
The films were heated at 500 ◦C for 30 min, a temperature at
which no transition between the ε and β phases occurs. All
measurements were taken at room temperature, and the pres-
sure in the chamber during the measurements was lower than
2 × 10−10 mbar and about 5 × 10−9 mbar during the annealing.

X-ray photoemission spectroscopy (XPS) is a refined and
relatively easy technique that can be used to investigate the
electronic structure of materials. While its main purpose is
the identification of the chemical species in a compound, it
has recently been applied to quantitatively determine the band
bending in a semiconductor.26 In comparison with this work
in which UV radiation was used, X-rays were employed in the
present study since they possess two advantages: measure-
ments (1) of several core levels from either gallium or oxygen

and (2) of many values of the mean escape depth are possible.
The bulk sensitivity is enhanced even more by the use of the
higher photon energy hνAg imparting higher kinetic energy to
the photoelectrons.

Figure 1 shows the spectrum of ε-Ga2O3 taken with the Al
Kα radiation, hνAl.

All measured photoemission and Auger peaks of the spec-
trum of Fig. 1 could unambiguously be identified. These are
the very first photoemission measurements on the ε phase
thin films. We stress that we observed no peaks from either
aluminum or silicon, which has three implications: (i) the Ar
sputtering cycles just removed a thin Ga2O3 surface layer so
that no substrate portions resulted exposed to X-rays and (ii)
no Al migration from the substrate to epilayer occurred during
the annealing. Moreover, (iii) the small amount of Si intro-
duced via silane doping during growth must be well below the
XPS detection limit (≈0.1%). In fact, the absence of any Si core-
level peaks indicates that there is no Si surface segregation in
the layers.

Next, we wish to discuss the Ga 2p core levels (the
strongest lines measured) and the O 1s. With the intention of
detecting differences between the surface and the bulk, we
used the two photon energies mentioned above. Furthermore,
for the Al Kα case, we repeated measurements at two emission
angles, namely, normal emission (labeled as 0◦) and at 70◦ from
normal emission, i.e., at a grazing emission angle of 20◦.

The reason for the use of a grazing angle is to increase the
surface sensitivity by effectively projecting the inelastic mean
free path (IMFP) on the surface normal direction, reducing it
by a factor cos(θ). For θ = 70◦, this equals cos(70◦) ≈ 0.342.

The first interesting feature observed in Fig. 2(a) is the
appearance of two weak satellites when the photon energy is
increased. Contrary to the spectra taken with hνAl, the spec-
trum taken with hνAg shows a distinct peak at a binding energy
of −1110 eV, lower than that of the Ga 2p3/2 peak. Furthermore,
at −1130 eV binding energy, there is a second peak, also absent
in the spectra taken with hνAl. The importance of these two
peaks lies in their energy difference relative to the Ga 2p3/2
and Ga 2p1/2 peaks. In fact, the Ga 2p is split in the final state
by spin-orbit coupling by about 26.8 eV, and thus, every peak
observed at an energy ∆E from 3/2 peak should be replicated
and located at a ∆E energy from the 1/2 peak.

FIG. 1. XPS spectrum in a wide binding energy range mea-
sured at a photon energy hνAg. All core levels have been
identified, as well as a number of Auger peaks located at
about −950 eV and in the −800 eV to −400 eV range. In
this range, the Auger peaks overlap with the O 1s core level
at −534 eV. The black arrow indicates a very weak peak
near zero binding energy, which is the valence band. The
latter is hardly visible in XPS but is thoroughly investigated
with the He I radiation.
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FIG. 2. Core-level measurements taken at different photon energies and emission
angles, as indicated in the figure labels. (a) shows the spectrum of the 2p core
level doublet split by spin-orbit coupling; (b) the 2p3/2 component and (c) the O 1s
core level.

Thus, the peak at −1110 eV, located 10.35 eV above the Ga
2p3/2, should be replicated 10.35 eV above the 1/2 component.
However, the peak positioned between the Ga 2p3/2 and Ga
2p1/2 lines is at 15.45 eV from the Ga 2p1/2 component and
therefore is not a replica but a further satellite.

While most of the photoemission satellites lie at the left
of the main line, i.e., at lower kinetic energies and apparently
higher binding energies, the peak at −1130 eV lies on the right
side, i.e., at higher kinetic energies. The attribution of this peak
is not unambiguous as two possibilities are available, i.e., a
non-local screening as it happens in manganites or a shake-
down satellite, occurring when the photohole pulls electrons
below the Fermi level in the final-state, leading to a more
effective valence electron screening of the hole. However, in
all previously studied systems,27–30 the well-screened peaks
appear only a few eV from the main line, but in our case, the
difference is more than 10 eV, which is of the scale of the typi-
cal correlation energy in oxides. Therefore, we tend to believe
that the satellite derives from a shake-down effect.

Figures 2(b) and 2(c) show zoomed-in images of the Ga
2p3/2 and O 1s peaks in a narrow energy range. The qualita-
tive behavior of the peaks upon photon energy and emission
angle is the same. In fact, the binding energy of the peaks
taken with hνAl does not change upon a variation of the emis-
sion angle. However, the width of the peaks taken in the most
surface sensitive conditions (the blue lines in Fig. 2) is slightly
narrower than those measured at normal emission, which is
more bulk sensitive. The measurements taken with hνAg, which
are even more bulk sensitive, are broader and show an asym-
metric tail on the left side. We attribute the left tail of the
peaks taken at high energy at normal emission (θ = 0◦) to the
recoil effect occurring in core-level peaks taken at high pho-
ton energy:30,31 a hard X-ray can excite a photoelectron to

such high kinetic energies that, by momentum conservation,
the ion left behind by the photoelectron is set in motion. The
shift and asymmetric broadening of the photoemission peaks
appears because the ion dissipates its energy to the lattice by
phonon emission.

The electronic bands of ε-Ga2O3 have been calculated,
after structural optimisation, within density-functional theory
both in the generalized gradient approximation32 (GGA) and
the hybrid-functional33 (HSE) approach, using the projector
augmented wave method as implemented in the VASP code.34
For Ga, we used the 13-electron “Ga-d” VASP PAW dataset with
3d states in the valence and two projectors in the s, p, and
d channels and one f projector; for O, we used the 6-electron
“O” VASP PAW dataset with two projectors in the s and p chan-
nels and one in the d channel. The energy cutoff is 400 eV, and
the k-point mesh is 4 × 2 × 2 for self-consistency and opti-
mization and 8 × 6 × 6 for the calculation of the density of
states (DOS). The parameters α = 0.25 and µ = 0.2 are used in
HSE.

ε-Ga2O3 has a non-magnetic 40-atom unit cell. The
valence manifold thus comprises 72 spin-degenerate bands
that fall nicely in the experimental energy range. The total
valence band width is 6.96 eV and 7.26 eV in GGA and HSE,
respectively. The occupied bands are rather flat, while the
first conduction band (CB) disperses strongly. The conduc-
tion band minimum (CBM) is at Γ, and the gap is, as expected,
underestimated by GGA (2.32 eV), whereas HSE yields 4.26 eV,
comparable to the experiment. Previous calculations35 using
the B3LYP functional reported 4.62 eV, but any comparison of
different beyond-local-DFT approaches carries uncertainties
of order ±0.5 eV, as shown, e.g., for β-Ga2O3.36 The present
ARPES experiments suggest (see below) a lower bound of
4.41 eV; photoconductivity and optical absorption indicate a
value of about 4.6 eV.9

The experimental valence band dispersion is presented in
Fig. 3(a) in a false-colour scale, as explained in the caption.

The data show that the valence band consists of a sin-
gle rather broad band located 6 eV below the Fermi level (the
zero of the y-scale in the left panel of Fig. 3) which reaches
its minimum binding energy at the Γ point of the Brillouin
zone. The binding energy of the band increases with the wave-
vector, indicating a negative high effective mass. To obtain the
latter, we extracted EDCs at 0.05 Å−1 steps across the whole
wave-vector range and fitted the spectra from −7 eV to −3 eV
to obtain the binding energy of the maximum. Then we fit-
ted the data with a parabola and obtained an effective mass
m∗ = −4.2 electron masses. Thus, the effective mass is neg-
ative and large, and the bands are fairly flat. The resulting
parabola is indicated by the red line superimposed to the
band-structure calculations in the right panel of Fig. 3. As
shown in Fig. 3, a large number of theoretical bands lie in
the same energy range of the experimental signal, with a few
dispersive bands overlapping with many flat ones, especially
near the valence band maximum (VBM). The result of the
calculations shown in Fig. 3 confirms that the GGA bandgap
underestimates the experimental one, as mentioned.

The question of the characteristics of the bandgap cannot
be addressed by ARPES, unless the CB is partially filled. Only
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FIG. 3. (Left) ARPES map in false colours (as indicated by
the linear colour scale) taken with the photon energy hν
= 21.2 eV. The strong intensity at about −6 eV is due to
the oxygen states dispersing to higher binding energies with
momentum. (Right) Theoretical electronic bands within the
GGA (gray continuous lines) and HSE (blue dotted lines)
approximations, with the valence band top of both aligned
with the experimental one at Γ. A parabolic band (red con-
tinuous line) is superimposed, with a mass of −4.2 me [as
determined by fitting the experimental Energy Distribution
Curves (EDCs)].

in this case, the position of the CBM in k-space can be directly
observed. The experimental data show no intensity near the
Fermi level [the zero for the energy scale in Fig. 3(a)], leading
us to the conclusion that the CBM is not occupied. According
to our calculations, as well as previous ones,35 the CBM is at
the Γ point. The experimental data suggest that the VBM is
at or near (see Fig. 5) the zone centre, so ε-Ga2O3 is likely a
direct-gap semiconductor.

Figure 4(a) shows the EDC taken at zero k‖ [vertical
dashed line in Fig. 3(a)], which has been used to extract the
size of the single-particle bandgap. The peak region and the
right flank of the EDC have been fitted to obtain the inflex-
ion point, from which a linear extrapolation to zero has been
used to estimate the apparent bandgap, obtaining EB = 4.41 eV.
This compares well with optical measurements on undoped
as-grown films,9 suggesting that (a) the Fermi level is pinned
some 0.2 eV below the CBM and (b) correlation effects in
optical experiments are small.

FIG. 4. (a) Experimental EDC taken at the Γ point superimposed to a fit of the
spectrum used to do the linear extrapolation. (b) The theoretical calculation of
the density of states, smoothed to better indicate the most prominent features,
obtained with the hybrid functional.

Surprisingly, a weak shoulder peak is observed [Fig. 4(a)]
inside the bandgap at about 3.5 eV below EF. Its origin is
unknown, but we associate it with localised native-defect
states because of its almost vanishing dispersion and of similar
observations made in other oxide systems.37–39 The theoret-
ical density of states in Fig. 4 finds no state in that region,
supporting an extrinsic origin of this peak.

A direct comparison between theory and experiment is
presented in Fig. 4, where the theoretical DOS and the exper-
imental EDC at the Γ point are shown. Although the DOS is
k-integrated, while the EDC is measured at a single k, the
validity of the comparison is supported by the flatness of the
bands. Indeed, the comparison relates fairly satisfactorily the
computed occupations and observed intensities: in both cases,
a dominant asymmetric peak is observed, topping at about
−6 eV and spanning a roughly 5 eV-wide interval, with a major
dip around −10 eV; the intensity then picks up again, peak-
ing at −11 eV. The theoretical DOS ends at −11.5 eV, while
the experimental one has a plateau at that energy, before
increasing again toward higher binding energies. This latter
intensity increase is due to the secondary electron back-
ground and not to primary photoelectrons. However, the peak
at −11 eV is a genuine feature, unrelated to the Ga 3d core
levels. The binding energy of the Ga 3d is 21 eV from the
Fermi level, in good agreement with the predictions of both
GGA and HSE, i.e., −20.2 eV and −21.9 eV below the same
reference.

Concerning transport band masses and the characteris-
tics of the gap, two points stand out upon a closer look (Fig. 5)
at the highest valence bands. First, the gap is direct accord-
ing to the more accurate HSE approach, which predicts a VBM
at the Γ point (in accordance with the experiment). GGA would
instead predict that the very flat top band has a local minimum
at Γ and a maximum at k‖ = 0.35 Å−1, hence a (barely) indirect
band structure.

Second, although the main peak in the EDC centered
around −5 eV provides, as mentioned earlier, an average
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FIG. 5. Calculation of the bands near the VBM plotted from Γ along the exper-
imentally explored direction with the GGA (black lines) and the HSE (blue
dots).

valence mass of −4.2 me, the mass adopted by p carriers doped
into the material will be that of the highest band (which, it is
simple to estimate, is the only one that will be occupied for
any reasonable carrier concentration, say below 1021 cm−3).
Fitting a parabola to the highest computed HSE band in the
experimentally explored direction, we find a very large effec-
tive mass of −15 me. Another likely occurrence we have not
explored explicitly here is that the top valence band will prob-
ably be significantly anisotropic and will need to be described
by more complex datasets such as Luttinger parameters.

The electronic structure of ε-Ga2O3 films grown by
MOCVD on c-oriented sapphire was investigated by XPS and
ARPES. The main conclusions are that no band bending is
observed, which excludes the presence of a large density
of surface states. However, a careful check of the ARPES
map shows an accumulation of states at about 3.5 eV from
the Fermi level. These states are possibly related to intrinsic
defects, but more comparative studies (for instance, on sam-
ples grown with different O-to-Ga ratios in the vapour phase)
are necessary to clarify this question.

Our ARPES investigations indicate a weak maximum of the
valence band at the Γ point, therefore strongly hinting that the
ε-phase is indeed a direct bandgap semiconductor, although
ARPES alone cannot supply a full confirmation since it cannot
measure the CBM position. The effective mass for holes in the
top of the VB was estimated to be about −4.2 m0.

Theory reproduces rather well the experimental inten-
sities and predicts the CBM as well as (in its arguably most
accurate version) the VBM at Γ, with a gap not far from the
experiment.
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F. Bertran, M. Kobayashi, R. Yukawa, T. Mitsuhashi, M. Kitamura, K. Horiba,
H. Kumigashira, R. Saint-Martin, A. Fouchet, B. Berini, Y. Dumont, A. J.
Kim, F. Lechermann, H. O. Jeschke, M. J. Rozenberg, R. Valentı́, and A. F.
Santander-Syro, Phys. Rev. B 94, 241110(R) (2016).

APL Mater. 7, 022522 (2019); doi: 10.1063/1.5054395 7, 022522-6

© Author(s) 2019



Chapter 8

Experimental and Theoretical
Investigation of the Surface
Electronic Structure of
ZnGa2O4(100) Single-Crystals

A high thermal stability and ultra-wide bandgap make β-Ga2O3 attractive for future high-power
electronic and deep-UV optoelectronic applications, leading to an upsurge of scientific investiga-
tions in the last decade [92, 93, 94, 95]. The research activities have been focused on the growth
and integration of the material, as well as understanding its fundamental properties [96, 97, 98].

However, the monoclinic crystal structure results in mechanical, electrical and thermal anisotropies,
making the heteroepitaxy, substrate and device fabrication rather challenging [99]. Therefore, a
material with a similar band gap width and isotropic properties is highly desirable. ZnGa2O4

(ZGO) is a TSO that has isotropic thermal, mechanical and electrical properties thanks to its
cubic spinel structure. Recently, high quality ZGO single-crystals were grown from melt at the
Leibniz-institute of crystal growth (IKZ) [100]. The conductivity of these crystals is tunable by
the choice of growth conditions and an optical band gap of 4.6 eV was reported.

While these promising characteristics have already led to the first ZGO based devices [101, 102,
103, 104] and sparked research activities on the fundamental physical properties of the material
[105, 106], a detailed investigation of the electronic structure of the ZGO(100) surface has been
missing. Such an investigation could allow a direct measurement of the band gap (in case of degen-
erate doping) and the localization of the valence band maximum in k-space, improving theoretical
modelling of the band structure and providing a deeper understanding of the material. However,
the investigation by PES requires the preparation of a clean surface, which has not been demon-
strated by the standards of surface science. Furthermore, the preparation of a clean surface is
potentially challenging, due to the materials complexity.

Therefore, the first goal of my study was the preparation of a clean surface by the standard surface
science preparation techniques sputtering and annealing. The second goal was to investigate the
electronic structure of a surface with sufficient quality to provide the first fundamental insights
into the electronic structure.
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Experimental and Theoretical Investigation of the Surface
Electronic Structure of ZnGa2O4(100) Single-Crystals

Felix Reichmann,* Jaroslaw Dabrowski,* Andreas Paul Becker,
Wolfgang Matthias Klesse, Klaus Irmscher, Robert Schewski, Zbigniew Galazka,
and Mattia Mulazzi*

1. Introduction

Among the ultra-wide band gap transpar-
ent semiconducting oxides (TSOs), β-
Ga2O3 has attracted a lot of interest because
its pseudo-direct band gap of 4.85 eV yields
a high breakdown voltage and provides
transparency in the UV-range.[1–5] These
properties are accompanied by a good
thermal stability, allowing the growth of
bulk β-Ga2O3 single crystals from the
melt.[6,7] Accordingly, β-Ga2O3 is seen as a
potential candidate for high-power elec-
tronic devices and deep-UV optoelectronic
devices.[8,9] The drawbacks are its mechani-
cal, optical, and thermal anisotropies, due to
the monoclinic crystal structure, which
make the fabrication of substrates and
devices a challenging task.[10]

For applications, a material with a band
gap as wide as that of β-Ga2O3, but of
higher symmetry, would therefore be
highly desirable. Recently, Galazka et al.
reported bulk, melt-grown ZnGa2O4 (ZGO)
single-crystals of high structural quality,

from which differently oriented insulating and semiconducting
wafers could be prepared.[11,12] ZGO crystallizes in a cubic spinel
structure (Fd3m space group), as illustrated with a ball and stick
model in Figure 1. Spinel refers to a class of compounds with a
chemical formula AB2X4, in which A is a divalent cation like Zn,
B is a trivalent cation like Ga, and X is a divalent anion like O. In
the normal spinel structure of ZGO, Zn occupies the tetrahedral
sites, while Ga occupies the octahedral sites. During growth from
the melt, at high temperatures, the occupation of octahedral, and
tetrahedral sites is random.[11] A long cool down stabilizes the
normal spinel structure, while antisite defects are introduced
by shorter cool down times. Antisite defects lead to n-type
conductivity with free electron concentrations in the order of
1018–1019 cm�3. Upon post-growth annealing at 800–1400 �C for
10 h or 700 �C for 40 h in oxidizing atmosphere ZGO crystals can
turn into an insulating state.[11–13] Thanks to its cubic spinel struc-
ture, ZGO has isotropic thermal and optical properties. The opti-
cal band gap of ZGO was found to be 4.6 eV wide, close to that of
β-Ga2O3 and no preferred cleavage plane was observed.[11,12]

These promising characteristics resulted in extensive research
activities on the fundamental physical properties of the
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Herein, a detailed experimental and theoretical investigation on the surface
electronic structure of ZnGa2O4(100) bulk single-crystals, with a special
emphasis on the surface preparation, is presented. The surface crystallizes in the
bulk-derived structure, even at low annealing temperatures. Thermal treatments
in ultra-high vacuum have detrimental effects, as they cannot remove the carbon
contamination and induce substantial zinc losses, further exacerbated by
sputtering. A short sputtering duration and annealing in oxygen atmosphere
dramatically reduce the zinc and oxygen losses in the crystal surface, leading to a
contamination-free, crystalline surface of nearly stoichiometric composition. The
investigation of the valence states along the high symmetry directions of the
Brillouin zone compares favorably with ab initio pseudopotential calculations,
indicating a good surface quality and overall agreement with theory. An in-depth
analysis of the measured and simulated valence band peak intensities reveals
difficulties associated with the precise description of the metal-oxygen hybrid-
ization. This study provides a first fundamental understanding of the electronic
structure of ZnGa2O4, while also indicating that the surface thermal instability is
a challenging task that should be taken into account for the fabrication of het-
erostructures based on ZnGa2O4.
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material,[14–16] as well as the fabrication of ZGO based devices
such as thin film transistors (TFTs),[17] metal-oxide field-effect
transistors (MOSFETs),[18] thin-film phototransistors, and self-
powered solar-blind UV photodetectors[19,20] However, a detailed
investigation of the electronic structure of ZGO by photoelectron
spectroscopy is still lacking, probably owed to the fact that no
bulk crystals were available until recently.

Angle-resolved photoelectron spectroscopy (ARPES) offers a
direct way of probing the electronic structure of surfaces and
interfaces and was already used to detail the electronic structure
of other TSOs such as: ZnO,[21,22] CdO,[23,24] In2O3,

[25,26]

β-Ga2O3,
[27–29] and ϵ-Ga2O3.

[30] However, ARPES requires a con-
tamination-free surface of single-crystalline quality, which can
generally be achieved by in situ growth of thin films or careful
in situ surface treatment of substrates. In any case, one needs
to evaluate if the measured electronic structure is truly originat-
ing from ZGO or from a defective surface. Therefore, we present
an investigation of the electronic structure of a ZGO(100) bulk
single-crystal prepared by in situ sputtering and annealing, while
also delving deep into the effects of the surface preparation.

In the first section, we address the effectiveness of the clean-
ing procedure and changes to the chemical composition by
employing X-ray photoelectron spectroscopy (XPS). In particular,
we compare surfaces resulting from annealing in ultra-high vac-
uum (UHV), annealing in oxygen atmosphere and sputtering.
Low-energy sputtering and low temperature annealing in oxygen
atmosphere is sufficient to prepare a near stoichiometric surface.
We demonstrate, by using low-energy electron diffraction
(LEED), that low temperature annealing is sufficient to obtain
a crystalline surface, albeit no reconstruction is present.

In the second section, we focus on the electronic structure of
the near stoichiometric surface, prepared in oxidizing condi-
tions, utilizing XPS again. We present a detailed analysis of
the core-level spectra observing that the surface preparation indu-
ces changes to the sample doping, evident by a repositioning of
the Fermi-level. Peak fitting of the core-level is used to explain
changes in the surface stoichiometry during the surface prepa-
ration, while angle-dependent measurements show no signs of a
band bending.

In the third section, we show the valence band structure
resolved by APRES along the high symmetry directions of the
surface Brillouin zone, finding clear dispersion of the O 2p states
and the valence band maximum.

In the fourth and fifth sections, ab initio calculations of the
band structure are presented. Starting with the calculated bulk

band structure we observe a good agreement with the experiment
if we take into account the projection of bulk bands to the
surface. However, since the experimental surface is only near
stoichiometric, we refine the results by discussing possible
surface structures and comparing them to the experimentally
obtained data.

2. Results

2.1. Comparison of the Surface Preparation in UHV Versus
Oxygen Atmosphere

To evaluate the effectiveness of the surface preparation, we first
examine the chemical composition and the removal of adventi-
tious carbon by using XPS. For details on different steps of the
surface preparation, see the Experimental Section. Figure 2
shows the C 1s core-level regions for each applied surface treat-
ment step in a) UHV and b) oxygen atmosphere. In the spectra of
the as loaded samples, we observe a small shoulder in the C 1s
core-level on the high binding energy side of the main peak
(C─H, C─C), whose origin is the C─O binding states of carbon.
These C 1s spectra are very similar to those of adventitious
carbon, which adsorbed when the samples were in contact
with air.[31,32]

Figure 1. Ball and stick model of the ZnGa2O4 unit cell with Ga in blue, Zn
in black, and O in red.

Figure 2. The C 1s core-level region is shown in dependence of the clean-
ing steps a) in ultra-high vacuum (UHV) conditions and b) when the sam-
ple is annealed in oxygen atmosphere (O2). Spectra were acquired with an
excitation energy of 1486.7 eV in normal emission (0�), while in (b) an
additional scan in grazing emission (60�) after sputtering and annealing
is shown. The intensity was multiplied by a factor of 10 to account for the
overall lower intensity in grazing emission. c) Normal emission survey
scan after sputtering and annealing, comparing annealing in UHV condi-
tions and oxygen atmosphere. The Mo 3d peak observed is due to the
sample holder and has not influenced the chemical analysis.
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Annealing the first sample in UHV at 300 �C for 30min and
afterward 500 �C for 30min reduced the amount of carbon pres-
ent on the first sample, but was not able to reduce it to below the
detection limit (Figure 2a). After a single sputtering step of
250 eV for 10min and annealing at 300 �C for 15min it was pos-
sible to completely remove the carbon contamination. The nor-
mal emission scan in Figure 2c (blue line) shows the absence of
any other contamination-related features. For details on the
potential impurity species and their expected concentrations
see the Supporting Information. However, the chemical compo-
sition analysis summarized in Table 1 reveals changes in the sur-
face stoichiometry. The sensitivity factors of Wagner were used
to normalize the fitted peak areas[33] While absolute values may
suffer from inaccuracies, the relative trend is correct within a few
percent. The stoichiometric composition of the crystal was
checked prior to our experimental investigations.[11]

With increasing annealing temperature, the amount of Zn in
the subsurface was gradually reduced. Annealing at 300 �C
decreased the oxygen amount compared to the as loaded sample,
but increasing the temperature to 500 �C caused no further
reduction. After sputtering and annealing (250 eV, 300 �C
(UHV)), around 66 % of the Zn and around 20% of the oxygen
was lost. Continued sputtering of the sample with higher energy
ions (500 eV, 20min) revealed an increase of the Zn content and
no further change can be observed with increased sputtering
duration (500 eV, 40min). This indicates a preferential sputter-
ing of oxygen and gallium with respect to Zn, leading to a relative
increase of Zn. However, annealing the sample again at 300 �C
for 15min (500 eV, 300 �C (UHV)) restores the composition to
the previous one before the prolonged sputtering.

We conclude from these observations that the reducing con-
ditions of UHV annealing lead to a significant reduction of Zn in
the surface, already at low annealing temperatures. Sputtering
was shown to be necessary to remove carbon. While Ga and
O are preferentially sputtered with respect to Zn, the necessary
follow up annealing (to achieve crystallinity) favors Zn deficiency,
leading to a non-stoichiometric surface with about 66% of Zn
missing.

To obtain a clean and ordered surface with approximately bulk
stoichiometry, we treated a new sample in oxidizing conditions.
To avoid excessive Zn loss, the annealing temperature was lim-
ited to 300 �C and the sputtering time was reduced to 5min.

While the initial annealing at 300 �C for 30min resulted in a
reduction of the C 1s intensity (Figure 2b), sputtering was also in

this case necessary to achieve a contamination-free surface. After
sputtering and a follow up annealing at 300 �C for 15min, the
carbon signal was reduced below the detection limit, even when
the surface sensitivity was enhanced by grazing emission. The
survey scan after sputtering and oxygen annealing shown in
Figure 2c also indicates the absence of other contaminations.
The Mo 3d peak associated with the sample holder has no influ-
ence on the subsequent analysis.

The annealing in oxygen atmosphere successfully reduced
the Zn loss, as shown in Table 2. A further beneficial effect
of the oxygen annealing is the reduction of the sputtering time
necessary to clean the surface, which led to a reduction of the Zn
and O amounts lost due to selective sputtering. The follow-up
annealing in oxygen atmosphere minimally changed the
composition, thus yielding a surface with nearly stoichiometric
composition.

To evaluate the surface crystallinity, we show in Figure 3 the
LEED diffraction pattern of the ZGO surface treated in oxygen
atmosphere. No diffraction pattern is observable for the as loaded
sample in Figure 3a, while annealing at 300 �C for 30min in oxy-
gen atmosphere results in sharp diffraction spots, shown in
Figure 3b. Sputtering and subsequent annealing resulted in
no qualitative change of the diffraction pattern in Figure 3c.
The diffraction pattern has a fourfold symmetry, with the distan-
ces from the (11) to (01) and from the (11) to (10) spots being the
same. Yellow arrows in Figure 3d indicate the directions of the
reciprocal lattice vectors b1* and b2* and the arrow length corre-
sponds to the distance between the diffraction spots. By measur-
ing the distance, we obtain a length of 1.1 Å�1 for b1* and b2*.
Furthermore, the reciprocal vectors are rotated by 45� from the
[10 100] directions. The real space vectors b1 and b2 in Figure 3e

each have a length of
ffiffi

2
p

·a
2 , hence the reciprocal vectors b1* and

b2* each have a length of 4π
ffiffi

2
p

a
¼ 1.07 Å�1, using a value of

a¼ 8.336 Å for the lattice parameter.[11] The magnitude of the
reciprocal lattice vectors is in good agreement with the measured
value of 1.1 Å�1 obtained by LEED. Additionally, the absence of
any 1/N-order spots (N¼ 2, 3, 4,…) means that no reconstruction
is observed.

While LEED is generally referred to as a surface sensitive tech-
nique, it was recently shown on SrTiO3 surfaces that a (1� 1)
pattern cannot warrant a pristine surface with a bulk-truncated
(1� 1) termination.[34] In fact, LEED also probes the subsurface
region about three monolayers deep. While smaller imperfec-
tions at the very surface may not necessarily be detected,
a (1� 1) LEED pattern fitting to ZGO indicates that the low
annealing temperatures are sufficient to achieve crystallinity in
the same information depth that is probed by ARPES.

Table 1. Chemical composition analysis by XPS of ZGO(100) prepared in
UHV.

Zn [%] Ga [%] O [%]

Nominal ZGO composition 14.3 28.6 57.1

As loaded 15 23.4 61.6

300 �C 12.7 31.3 56

500 �C 6.8 37.9 55.3

250 eV, 300 �C 5 42 53

500 eV, 20 min 9.6 40.6 49.8

500 eV, 40 min 9.6 41.2 49.2

500 eV, 300 �C 5 42.8 52.2

Table 2. Chemical composition analysis by XPS of ZGO(100) prepared in
oxygen atmosphere.

Zn [%] Ga [%] O [%]

Nominal ZGO composition 14.3 28.6 57.1

As loaded 15.6 24 60.4

300 �C 15.5 27.8 56.7

250 eV, 300 �C 13 31.5 55.5

www.advancedsciencenews.com www.pss-b.com

Phys. Status Solidi B 2021, 2100452 2100452 (3 of 11) © 2021 The Authors. physica status solidi (b) basic solid state physics
published by Wiley-VCH GmbH



2.2. Electronic Structure of the ZGO(100) Surface After
Preparation in Oxygen Atmosphere

Since the preparation in oxidizing conditions yielded a nearly
stoichiometric composition and sufficient crystalline structure,
we focus now on the electronic structure of the surface, starting
with a detailed analysis of the core-level measured by XPS.
Figure 4a–c shows the Ga 2p3/2, Zn 2p3/2 and O 1s core-level
after each preparation step in oxygen atmosphere. After the ini-
tial annealing to 300 �C, a rigid shift toward lower binding energy
by about 0.3 eV of all peaks is observed. Since all core-level shift
by the same value, we attribute this observation to a Fermi-level
(EF) shift relative to the valence band maximum and not to a
chemical shift induced by the appearance of new chemical
species.

After sputtering and annealing, the Ga 2p3/2 and O 1s peaks
shift by about 0.4 eV to higher binding energy, while the Zn 2p3/2
peak only shifts by about 0.1 eV to higher binding energy. At the
same time, a broadening of the Zn 2p3/2 peak is observed, while
the Ga 2p3/2 peak has constant line shape, indicating that the
cleaning procedure does not change the chemical state of Ga,
while it does for Zn. Similarly, the O 1s core-level line shape
changes depending on the cleaning step: a high-binding energy
tail is present for the as loaded sample, which decreases in

intensity after annealing and vanishes after the sputtering and
annealing step. An additional, shoulder on the low-binding
energy side appears at about 0.9 eV from the main peak after
sputtering and annealing. The peak fitting of the O 1s core-level
with pseudo-Voigt model functions after subtraction of a Shirley
background is reported in Figure 4d–f. The as loaded O 1s peak
features a tail at the high binding energy side due to C-O bond-
ing, which consistent with previous studies for untreated ZGO
and β-Ga2O3 surfaces.

[31,32] Fitting the O 1s peak of the as loaded
sample with two components, one for the oxygen bond in ZGO
and one for C─O, is sufficient. After annealing, the contribution
of the carbon-related component is reduced, consistent with the
observation on the carbon core-level in Section 2.1. In contrast,
sputtering and annealing results in a complete removal of the
C─O component and at the same time in the appearance of
an additional peak on the low binding energy side of the peak,
contributing about 7% to the total intensity. This component is
separated by about 0.9 eV from the ZGOmain line, a value that is
consistent with that of ZnO in the report by Chikoidze et al.[32].
The shoulder occurs together with the broadening a smaller shift
of the Zn 2p3/2 core-level, which indicates that a new chemical
bond is formed between Zn and O. Therefore, we conclude, that
sputtering and annealing in oxygen atmosphere induce the for-
mation of ZnO.

Figure 3. LEED diffraction pattern of the ZGO(100) surface obtained with electron kinetic energies of 95 eV a) for the as loaded sample, b) after annealing
in oxygen atmosphere at 300 �C, and c) argon sputtering with 250 eV ion energy followed by annealing in oxygen atmosphere at 300 �C. An enlarged
version of (b) is shown in (d), in which the first-order diffraction spots are marked by black arrows and labels. The yellow arrows mark the directions of the
reciprocal lattice vectors b1* and b2*. In panels (a) to (d), the crystallographic directions of the bulk are specified on the left side. The real space surface of
ZGO(100) is shown as a ball and stick model in (e) with the in-plane crystallographic directions in the top right corner. The surface of the bulk unit cell is
marked by a white square with the side length a, while the surface unit cell is marked by a yellow square with the side length b1 and b2.
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Whether the ZnO is present as an overlayer or phase separated
in the subsurface region can be answered by a non-destructive
depth-profiling, for example, by angle-dependent XPS measure-
ments, which, at the same time, provide information on the pres-
ence of a band bending.[35] We compare in Figure 5a–d the Ga
2p3/2, Zn 2p3/2, O 1s, and Ga 3 d core-level spectra taken at nor-
mal emission (0�) with spectra taken at grazing emission (60�).
Spectra in grazing emission have their information depth
reduced by about 50% with respect to normal emission spectra.
A band bending would result in a shift of all core-level peaks and/
or a narrowing of the peaks upon reduction of the information
depth.[36]

Such changes to the spectra could not be observed, indicating
a band bending is either absent or too small to be detected,
that is, smaller than 50meV.

While the Ga 2p3/2 core-level and the Zn 2p3/2 core-level are
angle-independent, the component related to ZnO in the O 1s
spectrum broadens. This can be explained by an increase in
intensity of the ZnO-related component relative to the ZGOmain
line and thus, may be associated with an increase of the ZnO
component at the surface. In contrast, the angle-independence
of the Zn 2p3/2 hints to uniform depth distribution of the
ZnO within the information depth. This apparent contradiction
is explained considering the differences in the information depth
of O 1s and Zn 2p3/2. If the ZnO is homogenously distributed in
a subsurface region of similar depth as the information depth of
Zn 2p3/2, no angle-dependence will be noticeable. In contrast,
since the O 1s core-level has a much larger information depth,

it probes deeper below the surface. Halving the information
depth with grazing emission (60�) probes the surface in a condi-
tion similar to that of the measurement of the Zn core-levels.
From this, we conclude that the distribution of ZnO is uniform
in the first nanometer of the subsurface region.

In grazing emission, one may also notice a small increase in
intensity around the high binding energy side of the O 1s peak.
As stated earlier, such a shoulder can be associated with C─O
bonds. Since we have shown in Figure 2b the absence of carbon
after the cleaning, the observation of this shoulder indicates the
adsorption of small amounts of C─O from the residual gas of the
chamber during the final measurements in grazing emission.

At last, the intensity of the low-binding energy shoulder of the
Ga 3d core-level under the valence band is reduced in grazing
emission with respect to normal emission. Furthermore, the
Zn 3d semi-core-level intensity is reduced with respect to that
of Ga 3d, indicating that a lower amount of Zn at the surface.
As we will outline in the final section of this article, these obser-
vations could be related to the intrinsic stabilization of the sur-
face by the termination with gallium oxide.

2.3. Valence Band Structure of the ZGO(100) Surface After
Preparation in Oxygen Atmosphere

Our investigation of the surface by ARPES serves two purposes:
First, it allows a direct probing of the k-space resolved valence
band structure, enabling us to identify electronic states and
the position of the valence band maximum of the probed sample.

Figure 4. Intensity normalized XPS spectra (1486.7 eV) of a) Ga 2p3/2, b) Zn 2p3/2, and c) O 1s for the as loaded ZGO(100) surface (“As Loaded”), after
annealing in oxygen atmosphere (“300 �C”) and after sputtering and annealing in oxygen atmosphere (“250 eV, 300 �C”). d)–f ) Fit of the O 1s core-level
region after each cleaning step measured at normal emission. Dotted lines indicate the measured signal, while solid lines of different colors indicate the
fitted components.
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Second, the extremely high surface sensitivity will provide fur-
ther information on the surface quality, especially when com-
pared to calculations in the following sections.

ARPES intensity maps are reported in Figure 6 for the three
high symmetry directions in a–c, as described by the schematic
of the surface Brillouin zone of Figure 6d. The first notable
feature we observe is the Zn 3d semi-core-level located at a bind-
ing energy of �11.2 eV, indicated by the yellow lines. Due to its
core-level character, the feature shows no dispersion in k-space.
Themost intense feature in the valence band is constituted by the

O 2p states and is located between �5 and �6 eV. A sizeable dis-
persion is present along each of the three high symmetry direc-
tions, as indicated by red lines in the graphs. The O 2p band
reaches its highest binding energy around Γ, while it reaches
the lowest binding energies at the M- and X-points. A similar
trend is also observable for the valence band leading edge, indi-
cated by orange lines between �3 and �4 eV. Looking at the dis-
persion along the M–X direction, we find that the electron bands
reach a binding energy of �3.65 eV at the M-point, while they lie
100 and 150meV higher in binding energy at the X- and Γ-point

Figure 5. Angle-dependent XPS (1486.7 eV) scans after sputtering and annealing in oxygen atmosphere, shown for the a) Ga 2p3/2, b) Zn 2p3/2, c) O 1s,
and d) the Ga 3 d core-level regions. Two angles are compared with respect to the surface normal: Normal emission (0�) and grazing emission (60�).

Figure 6. ARPES intensity maps along the a) Γ–X, b) Γ–M, and c) M–X high symmetry directions, measured with an excitation energy of 40.8 eV.
Dispersion of the valence band leading edge (VBE) (orange), O 2p states (red), and Zn 3 d semi-core-level (yellow) are indicated by lines. d) A schematic
of the surface Brillouin zone, labeled with the in-plane crystallographic directions and the high symmetry points.
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respectively. This means that the valence band maximum (VBM)
is located at the M-point.

A value of 3.65 eV� 0.05 eV for EF–VBM is significantly
smaller than the optical band gap of 4.6 eV. In fact, the intrinsi-
cally high n-doping of 6.1� 1018 cm�3 due to antisite defects
should result in a position of EF at the conduction band mini-
mum, that is, to a larger EF–VBM value to be consistent with
the optical gap, similar to investigations on other TSOs.[28]

However, annealing in oxygen atmosphere is known to cause
the formation of semi-insulating layers (which have the effect
of shifting the Fermi-level toward the middle of the bandgap)
on TSOs. It appears plausible that we observe a similar effect,
as we also observed a shift of all core-level in XPS toward lower
binding energy after annealing in oxygen atmosphere.

A flat dispersion of the valence states is expected due to the
high effective masses of electrons in the valence band, as shown
by our calculations for the ZGO bulk electronic structure in the
following section. The presence of dispersion and intensity mod-
ulation indicates a good quality of the probed subsurface region,
supported by the LEED measurements. However, the observed
features in ARPES appear to be broadened, which can be
explained by a large number of overlapping bands originating
from the large number of atoms in the ZGO unit cell, albeit
changes in the stoichiometry cannot be excluded as another pos-
sible source for the observed smearing of bands. We are now
going to address this matter with the support of first-principles
calculations in the following sections.

2.4. Calculated ZGO Bulk Band Structure

In Figure 7a we show the calculated bulk band structure of
ZGO, in a) the full band structure and in b) and c) the spectral
density in a narrow range around the VBM. Although the details
depend to a certain extent on the computational method (see the
Supporting Information), this does not affect the discussion in

this paragraph. The theoretical VBM lies slightly above the high-
est occupied band at Γ and is located close to the M-point on the
Brillouin zone edge, which is highlighted in Figure 7b. The loca-
tion of the VBM around M is in excellent agreement with our
experimental results obtained by ARPES. Furthermore, the large
number of bands and for oxides usual broadening may explain
the small number of resolvable features in the ARPES experi-
ments. A point of disagreement between the calculated and
experimental bulk band structures lies in the highest position
of bands at X and M, whose energy difference between is too
large. This is however not a true discrepancy, as the calculations
are for the bulk, while the ARPES measurements show surface-
projected bands. In fact, the surface-projected theoretical bulk
band structure shown in Figure 7c is in good agreement with
our ARPES experiments. Following these results, we are now
going to discuss possible surface structures that may have influ-
enced the obtained ARPES data.

2.5. Surface Electronic Structure—Comparison of Theory and
Experiment

The influence of the surface is visible in the comparison of exper-
imental and calculated energy distribution curves (EDC) in
Figure 8. Major features of the calculated EDC such as the O
2p peak at the VBM and the Zn 3d states together with its hybrid-
ized O 2p counterpart are recognizable already for the bulk.
However, the O 2p peak is clearly too narrow, and some of its
intensity moves to a shoulder that is missing from the experi-
mental EDC. The relative height ratio of both peaks appears
to be correct, but this may be due to fortunate cancellation of
errors, as explained in Supporting Information.

To infer the surface composition in our calculations, we made
use of experimentally acquired information on the periodicity
and the electronic states. This way, the discussion of possible sur-
face structures is not solely based on total energies. According to

Figure 7. a) Calculated bulk band structure of ZGO (QExa/PBE, see Supporting Information). b) Enlarged valence band structure to highlight the maxi-
mum of the valence band around the valence band maximum at the M-point. c) Surface-projected bulk band structure of ZGO. The intensity scale in
(b) and (c) reflects the expected photoemission intensity for excitation with He II radiation.
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LEED, we can sort out surface structures that will not result in a
(1� 1) diffraction pattern. From the absence of a detectable band
bending, we infer that there are no surface states able to trap the
Fermi level in n-type samples at energies deeper than
about 50meV below the minimum of the conduction band.
Excluded are also structures producing a strong photoemission
signal from states within the band-gap and/or near the VBM.

The bulk of ZGO is composed of alternating (100)-oriented,
one atom thick layers of two types: positively charged metal
layers, Zn, and negatively charged oxide layers, Ga2O4.
Because of the bilayer structuring of the bulk, there are two
classes of ZGO(100): Zn-terminated and Ga2O4-terminated (see
Figure 9a,b). The (1� 1) surface unit cell obtained by truncating
the bulk at a (100) plane contains either two Zn atoms or two
Ga2O4 units. Zn-terminated stoichiometric ZGO(100) (1� 1) is
n-type metallic, which would fit to the experiment. In attempt
to account for the surface preparation induced loss of Zn revealed
by XPS, we removed half of surface Zn; this renders the surface
semiconducting without introducing new photoemission states.
The Zn loss suggested by XPS (Table 2) is however higher: given
that there are four layers of Zn per ZGO unit cell and an infor-
mation depth of three-unit cells for the Zn 2p3/2 core-level, up to
two Zn monolayers disappear on sputtering and annealing in oxy-
gen atmosphere. This means that the surface obtained after the
sample preparation can only be Zn-terminated, if there was a
Zn surplus on the surface of the as loaded sample. If the as loaded
sample had a nearly stoichiometric surface, the surface prepara-
tion would not result in Zn termination.

Being p-type metallic, unreconstructed Ga2O4-terminated
ZGO is incompatible with measurements. Dimerization of
two O atoms in each 1� 1 cell reduces the energy by 1.5 eV
per cell and turns the surface semiconducting. However, for
any ZGO(100) surface with marked Zn deficiency, the VBM O
2p peak simulated for He II (40.8 eV) is too strong.

On Ga2O4-terminated ZGO, one O vacancy per (1� 1) cell
(Figure 9c) reduces the O 2p peak only slightly, though the sur-
face remains semiconducting, with occupied vacancy states
within 1 eV to bulk VBM. Additional oxygen vacancies produce
surface states, absent from the measured band structure.
To explain the experiment, one must a) calibrate the inelastic
mean free path (IMFP), b) refer to inaccuracy in the computed
degree of Zn–O hybridization (see Supporting Information),
or c) allow for a mixture of the two effects.

Further difficulty arises from the relative increase of Ga with
respect to Zn at the surface, as detected by XPS. One may explain
this increase by assuming that Ga atoms substitute Zn in the
topmost bilayer of ZGO, leading to a monolayer of Ga3O4 on
top of a Ga2O4-terminated ZGO (Figure 9d), or Zn-terminated
ZGO with two layers of cubic Ga2O3 with O-rich stoichiometry
(Ga2O3.2, or 7% O surplus). Such a surface remains semicon-
ducting, with an occupied surface band extending over about
1 eV above VBM. However, the simulated photoemission O
2p peak is too high in intensity. Surface oxygen vacancies do
not help, as they introduce prominent band gap states.
Adjusting the IMFP λ improves the ratios between the peaks,
but does not lead to satisfactory spectra, even if an infinite
IMFP is assumed. We have therefore considered the possibility
that the oxygen peak experiences additional broadening by
surface-induced shifts due to atomic configuration dependence
of Hubbard U (see Supporting Information). This reduces the
relative height of the O 2p VBM peak, broadening its maximum,
so that also the troublesome shoulder visible in Figure 8 is less
pronounced. Nevertheless, the area of the oxygen peak remains
too large and the peak maximum remains too high. The presence
of surface defects will contribute to the broadening, but it is not
immediately clear that it would significantly improve the relative
area under the two peaks. However, the observed discrepancy

Figure 8. Comparison between the experimental energy distribution curve
(EDC) (blue, dotted) and the calculated bulk component EDC, simulated
for He II and normal emission (black, solid). The simulated EDC is broad-
ened by 0.4 eV and normalized to the experimental curve area in the range
between �3 and �12.5 eV.

Figure 9. a,b) Side-views of Zn- and Ga2O4-terminated surfaces, respec-
tively. Zn is blue, Ga is black, O is red. c) Ga2O4-terminated, reconstructed
ZGO(100) 1� 1 (top view). The O dimer is indicated. d) Side-view model
of ZGO(100) with a monolayer Ga3O4.
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may be associated with the fact that it is not always straightfor-
ward to obtain the correct amount of hybridization between oxy-
gen and metal atoms;[37,38] indeed, even a computed Hubbard U
is in practice a constrained quantity and may require renormal-
ization.[39] For ZGO computed in the GGAþU framework, this
amount does indeed depend on the pseudopotentials used
(see Supporting Information). Because photoemission
cross-sections depend strongly on the photon energy, this inac-
curacy limits the transferability of the calibration made at Al Kα
(1486.7 eV) shown in Figure 10a, to the simulations performed
for He II (40.8 eV) shown in Figure 10b. This is not alleviated by a
pseudopotential calculation with a hybrid functional (HSE). We
obtained the best results with PBE exchange and correlation, with
the QEpaw pseudopotential set, with oxygen Hubbard U for
ZGO bulk determined by optimization of the ZGO bulk lattice
constant, with site-dependent corrections to this bulk value com-
puted self-consistently and with Zn and Ga Hubbard U adjusted
to match the positions of the corresponding photoemission
peaks. This ambiguity caused by the dependence of the hybrid-
ization degree on the pseudopotential might in general be
resolved by introducing an intersite V term into the Hubbard
functional.[40,41] However, this solution is unfortunately not prac-
tical in this particular case, because it implies the use of com-
puted Hubbard parameters and the values of Hubbard U for
the closed-shell atoms (Zn and Ga in ZGO) cannot be obtained
in this way.

3. Conclusions

Our comparison of in situ surface preparation methods by sput-
tering and annealing revealed that annealing in UHV leads to
significant Zn loss in the subsurface region, which we were able
to suppress by the annealing in oxygen. While a high tempera-
ture stability of samples was reported by Galazka et al.,[11] our
results indicate that the surface composition is unstable already

at much lower temperatures. After low temperature annealing,
a (1� 1) LEED pattern with sharp spots was observed, indicating
sufficient crystallinity in the probed subsurface region. This find-
ing was crucial to justify the subsequent analysis by ARPES for
comparison with theory. A noncrystalline subsurface region
would hold less valuable information due to the lack of band dis-
persion. A sizeable Zn-loss of at least 17% from the first nanome-
ter indicates stabilization of the surface in a Ga2O3 phase. We
found this hypothesis to be compatible with ab initio DFT sim-
ulations if this oxide is two monolayer thick, although this com-
patibility requires adjustments to some theoretical parameters
(as energy-independent calibration of photoemission cross-sec-
tions and 50% increase of the IMFP of photoelectrons).

Reduced sputtering time and annealing in oxidizing condi-
tions are crucial to obtain near-stoichiometric surfaces, albeit
measurable quantities of gallium oxide and phase separated
ZGO are present in the subsurface region. The optimization
of the surface preparation should be investigated in the future
by also exploring wet chemical etching in combination with
low temperature annealing in oxygen atmosphere.

ARPES revealed dispersion of the O 2p states along the high
symmetry directions and the results are compatible with the cal-
culated bulk band structure, both methods finding the VBM
located at the M-point. The result obtained by experiment and
DFT are mutually supportive, indicating a good quality of the sur-
face after preparation.

Overall, these results present important insights on the fun-
damental surface electronic structure of ZGO and the thermal
instability of the surface, leading to Zn loss. The latter is espe-
cially important to consider for heterostructures in devices based
on ZGO.

From the analysis of the relative peak height in measured and
simulated EDCs we conclude that the Yeh-Lindau photoioniza-
tion cross-sections need calibration for use with pseudopotential
wave functions,[42] and inaccurate description of metal-oxygen

Figure 10. a) QEpaw/PBE calibration of photoemission cross-sections, with broadening by 0.65 eV and area normalization in the range from �3 to
�14 eV. b) He II EDC simulated for Ga3O4/ZGO, with site-dependent Hubbard U(O) and inelastic mean free path increased by 50%. The curve area
is normalized to the experimental data in the range from �3 to �12.5 eV, broadening 0.4 eV.
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hybridization by DFT calculations with Hubbard U results in
non-negligible calibration errors. This inaccuracy is not alleviated
by pseudopotential calculations with Hartree–Fock admixture
(hybrid). We also noticed that the site-dependency of Hubbard
U has a visible influence on the width of simulated photoemis-
sion peaks.

4. Experimental Section

Experimental Details: Two samples were cut from a high-quality melt-
grown bulk ZGO single-crystal with one surface aligned parallel to the
(100) crystal planes.[11] For details on the purity of the crystals see the
Supporting Information.

The first sample showed n-type conductivity with an electron concen-
tration of n¼ 7.49� 1019 cm�3 and was treated in UHV (reducing) con-
ditions. The intrinsically high doping stems from Ga/Zn antisite defects
that have formed during the growth and were not compensated during
cool down or by post-growth annealing.[11–13] The first step of the surface
treatment procedure consisted in annealing at 300 �C for 30min, followed
by annealing to 500 �C for 30min to study the influence of the annealing
temperature on the chemical composition and the removal of carbon con-
tamination. The sample temperature was monitored through a thermo-
couple and the ramping rate was �0.7 K s�1. Subsequently, sputtering
for 10min by Arþ ions with an energy of 250 eV followed by annealing
at 300 �C for 15min was employed to remove the remaining carbon con-
tamination. For sputtering, Ar gas was inserted until a partial pressure of
1� 10�5mbar was reached and the sputter current at the sample was
17 μA. Following the initial sputtering and annealing, the sample was again
sputtered by Arþ ions, but this time with an energy of 500 eV for 20min
and afterward for an additional 20 min, to alter the composition and detect
preferential sputtering. Finally, the sample was annealed at 300 �C for
15min to investigate the chemical composition after this procedure.

The second sample showed, similar to the first sample, an intrinsic
n-type conductivity with an electron concentration of n¼ 6.1� 1018 cm�3

and was annealed in oxidizing conditions with an oxygen partial pressure
of 10 mbar. The preparations steps include an initial annealing at 300 �C
for 30min after the sample was loaded into the system. Afterward, the
sample was sputtered for 5 min by Arþ ions with an energy of 250 eV, fol-
lowed by annealing at 300 �C for 15min. For annealing, the temperature
was monitored with a thermocouple, the ramping rate was�0.7 K s�1 and
the ramping was also done in an oxygen atmosphere of 10mbar.
Sputtering used an Ar partial pressure of 1� 10�5 mbar and the sputter
current was 17 μA.

The ARPES measurements were done with a Phoibos 150 analyzer and
a monochromated Helium discharge lamp allowing the use of He II
(40.8 eV) for the excitation of photoelectrons and delivering a beam of
0.7mm diameter spot size. For ARPES, the angular resolution was better
than 0.2� and the energy resolution was better than 120meV, dominated
by the thermal broadening at room temperature (as measured on the
Fermi edge width of a Mo plate in electrical contact with the sample).
For XPS, a monochromatized Al Kα X-ray source exhibiting a spot size
of 3.5� 1mm2 has been employed, showing an energy resolution better
than 600meV, corresponding to a full-width half maximum of �700meV
on the referenced Ag 3d5/2 peak at (368.21� 0.02) eV. The angular accep-
tance of the analyzer was set to be �2�, enabling angle-dependent XPS
measurements. LEED data was acquired with an ErLEED 150 optics
and a CCD camera mounted on the backside of the fluorescent screen.

Theoretical Approach: We applied the ab initio plane wave density func-
tional theory with Hubbard U correction (DFTþU),[43,44] ultrasoft and
norm-conserving scalar-relativistic pseudopotentials of PBE type.[45] The
calculations were conducted on the JUWELS cluster,[46] using the
Quantum Espresso (QE) package.[47] The valence configuration was 3d
4s 4p for Zn, 3d 4s 4p for Ga, and 2s 2p for O; in tests, we used also
4s 4p for Ga and 3s 3p 3d 4s 4p for Zn. The cutoff energy was 40 Ry
for ultrasoft and 80 to 260 Ry for norm-conserving pseudopotentials.
The Brillouin zone was sampled with the 2� 2 Monkhorst-Pack grid with

offset. The slabs contained about 100 up to 300 atoms (but about
160 atoms for most of the simulations). Because in ZGO(100) the bulk
dipole moment cannot be cancelled externally, we used slabs that are sym-
metric with respect to the middle plane. The slabs were separated by about
1.5 nm of vacuum. The Hubbard U correction was applied to the 3d and 2p
states. Because self-consistent calculation of Hubbard U[44] is challenging
for atoms with closed shells,[48,49] such as Zn and Ga, we first estimated
U(O) by fitting the ZGO lattice constant and we adjusted the differences
U(Ga)-U(O) and U(Zn)-U(O) to reproduce the positions of the measured
XPS peaks. To judge on the site-dependence of Hubbard U, we then
obtained self-consistent U(O) for each O atom. We assessed the degree
of uncertainty due to the freedom in the pseudopotential construction and
in the selection of Hubbard U by adapting various pseudopotential sets
and by performing hybrid functional (HSE[50]) calculations for ZGO bulk
and for the surface structures of most interest.

Photoemission was simulated from the projection of single-particle
Bloch wave functions onto the atomic states. We adapted the photon
energy dependence of photoionization cross-sections σ from the
Hartree–Fock calculations by Yeh and Lindau for single atoms,[42] calibrat-
ing their relative magnitude to reproduce the VBM peak area ratio mea-
sured with Al Kα radiation. The inelastic mean free paths (IMFP) λTPP2M for
XPS and UPS were approximated as TPP2M,[51,52] roughly corrected at low
energies E by a 1/E2 term.[53] For detailed technical information, including
accuracy analysis, see Supporting Information.
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Supporting Information is available from the Wiley Online Library or from
the author.
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Thesis Conclusion

In my Thesis, I studied the surface electronic structure of Ge(001), Sn/Ge(001), ϵ-Ga2O3 and
ZnGa2O4 mainly by photoemission techniques. In the following, I am going to summarize the
most important results and estimate the impact of this work.

Starting with the pristine Ge(001) surface, I have demonstrated that it is of conducting nature at
room temperature. Based on my experiments, it was possible to identify the physical origin of this:
at room temperature, thermally excited electrons occupy the surface conduction band minimum
formed by the c(4×2) reconstruction. The predominant attribution of a semi-conducting nature
in the existing literature may therefore be incorrect. Clearly, this could change our fundamental
understanding of the surface and may be important to determine the role of the Ge(001) surface
in advanced micro- and optoelectronics, leading to the publication in Applied Surface Science [32].

My investigation of the Ge(001) surface after adsorption of Sn provided new insights into the elec-
tronic and surface structure of the interface. A detailed analysis of surface core-level shifts allowed
to reveal changes in the subsurface structure that were previously concealed, extending the known
growth model of Sn on Ge(001). Valence states of Ge(001) appear to interact with a certain Sn
ad-dimer configuration, leading to a new, Sn-related surface state. Notably, the conducting nature
of the Ge(001) surface is lost after Sn adsorption. As a matter of fact, the Fermi-level remained
pinned after Sn adsorption and/or incorporation, indicating that the Ge(001) surface states are not
responsible for the strong Fermi-level pinning close to the valence band maximum. Overall, these
results will be important for the applied and fundamental research activities on Sn(Ge) nanostruc-
tures and led to the publication in Applied Surface Science [69].

Following my investigation of the Sn/Ge(001) surface, I studied the electronic structure of TSOs
that may serve as an alternative to β-Ga2O3 in future (opto)electronic applications. The first TSO
I investigated was a ϵ-Ga2O3 sample, grown on c-oriented sapphire by metal-organic chemical
vapor and the surface was prepared by sputtering and annealing. The combination of XPS and
hard-XPS allowed the detailed investigation of deep core-level electrons and revealed the impact
of photoelectron recoil. The absence of a band bending based on angle-and energy-dependent
XPS-measurements excludes a large density of surface states at the surface. Valence state disper-
sions measured by ARPES compared favourably with ab initio calcualtions, allowing to detail the
effective mass the highest lying valence band. An overall good agreement between the optically
and ARPES determined band gap width was observed and the evidence gathered by ARPES and
calculations hints towards a direct band gap. These insights are important to define the role of
ϵ-Ga2O3 in future optoelectronic devices, leading to the publication in APL Materials, 7 (2019)
022522 [91].

Finally I studied the surface electronic structure of ZnGa2O4 single crystals with a (100) surface
orientation. An unpredicted instability of the surface was observed, leading to Zn deficiency when
such surfaces were annealed in ultra-high vacuum conditions, further exacerbated by sputtering.
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I was able to demonstrate that the annealing in oxygen atmosphere can circumvent the surface
instability, providing a first recipe for the preparation of nearly stoichiometric surfaces. In fact, I
was able to show that the surface electronic structure of such surfaces compares favorably with cal-
culated band structures, indicating a good quality. However, the annealing in oxygen atmosphere
presumably lowers the concentration of free carriers at the surface, which may influence devices
based on ZnGa2O4. This work provides important information for the fundamental research ac-
tivities on the material, leading to the publication in Physica Status Solidi B: Basic Solid State
Physics [107].
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