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Abstract 

 

Mixed signal integrated circuits (MSICs) contain both analog and digital circuitry, integrated together 

on the same die. While this integration brings many benefits, it also gives rise to the issue of 

substrate noise coupling between the noisy digital circuitry and noise-sensitive analog circuitry. In 

order to counteract this issue, various substrate noise reduction methodologies had been developed 

so far. 

This thesis explores a new approach in substrate noise reduction – using a GALS (globally-

synchronous, locally-asynchronous) design strategy for the digital part of a MSIC, in order to reduce 

the noise generation at its source. GALS architectures consist of several locally synchronous modules 

(LSMs) which communicate asynchronously to each other. By converting an initially synchronous 

architecture of digital circuitry into a GALS architecture, simultaneous switching noise generated by 

this circuitry can be reduced. While GALS had already been used for reducing other types of 

simultaneous switching noise, this is, to the best of the author’s knowledge, the first attempt to 

develop a GALS-based methodology for substrate noise reduction. 

In order to be able to theoretically analyze GALS-based methodologies for substrate noise 

suppression, corresponding models at high abstraction level for substrate noise generation and 

substrate noise propagation in lightly doped substrates (which is a type of substrate mostly used for 

MSICs) have been developed. These models have further been used for developing two new GALS-

based substrate noise reduction methodologies: harmonic-balanced plesiochronous GALS 

partitioning (HB) and harmonic-and-area-based plesiochronous GALS partitioning with power domain 

separation (HAB). 

A theoretical analysis has shown that HB can reach substrate noise attenuation of up to 20log(𝑀), 

where 𝑀 is the number of LSMs of the resulting GALS system. On the other hand, the attenuation 

achievable by HAB depends on the distribution of switching current harmonics and area among the 

partitions, as well as from the substrate itself. For each of the two methodologies, a suitable 

partitioning procedure for a practical application has been developed; these partitionig procedures 

have been numerically evaluated in MATLAB. HB has further been embedded within the EMIAS CAD 

tool, where it has been evaluated on a real design example – a wireless sensor node. A special case of 

HAB for low frequencies has been applied for developing a test chip called SGE (power domain 

Separation and Galsification Experiment). The measurements on silicon have proved the applicability 

of the methodology. 

While both methodologies presented in this thesis have their limitations, they also show some 

significant advantages compared to the existing substrate noise reduction methodologies. The 

author hopes that this work will lead to further research, improvement and finally wider acceptance 

of GALS-based methodologies for substrate noise reduction. 
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Zusammenfassung 

 

Integrierte Schaltkreise mit gemischten Signalen (MSICs) enthalten sowohl analoge als auch digitale 

Schaltungen, die zusammen auf demselben Chip integriert sind. Während diese Integration viele 

Vorteile gewährt, führt sie anderseits zur Kopplung des Substratrauschens zwischen den 

rauschgenerierenden digitalen Schaltungen und rauschempfindlichen analogen Schaltungen. Um 

diesem Problem entgegenzuwirken, wurden bisher verschiedene Methoden zur Reduzierung des 

Substratrauschens entwickelt. 

In dieser Dissertation wird ein neuer Ansatz zur Reduzierung des Substratrauschens untersucht – 

Verwendung der GALS (global-asynchron, lokal-synchron) Entwicklungsstrategie für den digitalen Teil 

des MSICs, um die Erzeugung des Rauschens an seiner Quelle zu reduzieren. GALS Architekturen 

bestehen aus mehreren lokal-synchronen Modulen (LSMs), die miteinander asynchron 

kommunizieren. Durch Umwandlung der synchronen Architektur eines digitalen Schaltkreises in eine 

GALS Architektur kann das vom Schaltkreis erzeugte simultane Schaltungsrauschen signifikant 

reduziert werden. Während GALS schon zur Reduzierung von anderen Arten des simultanes 

Schaltrauschens eingesetzt wurde, ist das, nach bestem Wissen des Autors, der erste Versuch, eine 

GALS-basierte Methodik zur Reduzierung des Substratrauschens zu entwickeln. 

Um GALS-basierte Methoden zur Unterdrückung des Substratrauschens theoretisch analysieren zu 

können, wurden die entsprechenden Modellen zur Erzeugung des Substratrauschens und zur 

Übertragung des Substratrauschens durch schwach-dotierte Substrate (die meistgenutzte Art der 

Substrate für MSICs) auf hohem Abstraktionsniveau entwickelt. Diese Modellen wurden zur 

Entwicklung der zwei neuen GALS-basierten Methoden zur Reduzierung des Substratrauschens 

benutzt: „Harmonic-ballanced plesiochronous GALS partitioning“ (HB) und „Harmonic-and-area-

based plesiochronous GALS partitioning with power domain separation“ (HAB). 

Eine theoretische Analyse hat gezeigt, dass durch HB eine Dämpfung des Substratrauschens bis 

20log(𝑀) erreicht werden kann, wobei 𝑀 die Anzahl der LSMs des resultierenden GALS Systems ist. 

Auf der anderen Seite, hängt die durch HAB erreichbare Dämpfung von der Verteilung der 

harmonischen Schwingungen des Schaltstroms und der Fläche unter den LSMs, sowie von dem 

Substrat ab. Zur praktischen Anwendung jeder dieser zwei Methoden wurde ein entsprechendes 

Verteilungsverfahren entwickelt; diese Verteilungsverfahren wurden dann in MATLAB numerisch 

evaluiert. HB wurde in den EMIAS CAD Werkzeug eingebunden und so auf einem Beispiel des realen 

Entwurfs – einem drahtlosen Sensorknoten – evaluiert. Ein Sonderfall des HABs für tiefe Frequenzen 

wurde angewendet, um ein Testchip namens SGE (power domain Separation and Galsification 

Experiment) zu entwickeln. Die Anwendbarkeit der Methode wurde durch die Messungen auf dem 

Silizium nachgewiesen. 

Während die beiden Methoden, die in dieser Dissertation vorgestellt wurden, ihre Beschränkungen 

haben, weisen sie auch manche wesentliche Vorteile gegenüber den bestehenden Methoden zur 

Unterdrückung des Substratrauschens auf. Der Autor hofft, dass diese Arbeit zur weiteren Forschung, 

Verbesserung und schließlich Verbreitung der GALS-basierten Methoden zur Unterdrückung des 

Substratrauschens beitragen wird. 
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1. Introduction 
 

1.1. Motivation, main objectives and structure of the thesis 
 

 Mixed-signal systems, containing both analog and digital circuitry, are common in modern 

electronics. While signal processing is predominantly digital today, the modules providing an 

interface of an electronic system to the outside world, which is analog by its nature, generally stay 

analog [1]. Integrating both analog and digital modules into a single mixed-signal integrated circuit 

(MSIC) leads to minimization of system dimensions, reduction of power consumption and (especially 

for the systems produced in high volume) it may provide vast cost savings. 

 However, integration of both analog and digital circuitry on the same die also leads to the 

problem of noise coupling. Simultaneous switching of a large number of gates in the digital circuitry 

causes the so called simultaneous switching noise (SSN). The SSN has three main forms: 

- Electromagnetic interference (EMI) due to switching currents 

- Supply and ground noise (also called ground bounce) 

- Substrate noise 

Substrate noise is a general term for the electrical disturbances which propagate from the 

noise generating circuitry (also called „aggressor“) to the noise-sensitive circuitry (also called 

„victim“) through the common die substrate. Digital circuitry is usually not much sensitive to the 

substrate noise. On the other hand, when substrate noise reaches analog circuitry, its performance 

may deteriorate. 

Substrate noise within the frequency band of a low noise amplifier (LNA) can couple to its 

output and thus disturb its output signal. This can happen both for single-ended LNAs [2] and for 

differential LNAs [3]. In analog-digital converters (ADCs), substrate noise may cause a drop in signal 

to noise ratio (SNR). [4][5] Substrate noise introduces timing uncertainty into the sampling process of 

an ADC [6][7], which also manifests itself as an undesired frequency modulation (FM) [8][9]. In 

voltage controlled ocsillators (VCOs), substrate noise can cause a frequency modulation of the 

oscillator frequency [10][11] and a degradation of phase noise [12][13]. It also introduces spurious 

side-band tones into the output spectrum of a VCO. [14] In the extreme case of a large digital 

aggressor, even an injection locking of a VCO to a wrong freqency may occur: instead of locking to 

the resonant frequency of its LC tank, the VCO may lock to the substrate noise at a higher order clock 

harmonic. [15] 

In order to prevent the detrimental impact of substrate noise to the operation of analog 

circuits, plenty of methodologies for substrate noise suppression and reduction have been 

developed. However, none of these methodologies is perfect and there is still no universal solution 

for suppressing the substrate noise. One subcategory of substrate noise reduction methodologies are 

system level methodologies, which are based on distributing the switching in digital aggressor 

circuitry in time. System level methodologies can also be used for combatting the other two forms of 

switching noise as well. Moreover, they were usually initially developed to target other forms of 

switching noise, before being optimized to specifically target the substrate noise. 
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One of the ways to distribute switching in digital circuitry in time is by applying a GALS 

(globally asynchronous, locally synchronous) design concept, instead of a standard synchronous 

digital design concept. A GALS system consists of several locally synchronous modules (LSMs), each 

of them representing a separate clock domain. LSM clocks are generated independently from each 

other, which means that they are naturally desynchronized. In order for desynchronized LSMs to 

communicate between each other, they are connected by an asynchronous interface. A simplified 

block diagram of a GALS system consisting of two LSMs is shown in Fig. 1.1.

Figure 1.1 – A simplified block diagram of a GALS system with two LSMs

GALS-based switching noise reduction methodologies have already been developed for noise 

reduction of other switching noise forms – EMI radiation originating from switching current [16], and 

ground bounce [17]. These noise reduction methodologies are based on converting an initially 

synchronous system into an equivalent GALS system, i.e. on „galsification“ of an initially synchronous 

system. In [16], the galsification procedure was optimized for spectral peak reduction of the 

fundamental harmonic of the switching current (relevant for the reduction of EMI radiation 

originating from switching current), while in [17] the procedure was optimized for the time-domain 

ground bounce peak reduction. However, to the best of the author’s knowledge, the application of 

GALS as a means for substrate noise reduction has not been examined yet, and no GALS-based 

methods optimized for substrate noise reduction exist so far.

The main goal of this work is to explore the possibility of using GALS design approach for 

reduction of substrate noise, and to develop new GALS-based methodologies for substrate noise 

reduction. Since lightly doped substrates are dominantly used for MSICs, the methodology should 

specifically provide substrate noise reduction in such substrates, and possibly use the advantages

which this substrate type provides.

In the next Chapter, Chapter 2, some fundamental theory with an overview of related work is

provided. First, the basic principles of substrate noise coupling are explained, including noise 

generation by a digital aggressor, propagation through the substrate, and reception by the analog 

victim. After that, an overview of the existing approaches for modeling the three forms of switching 

noise (switching current, ground bounce and substrate noise) is presented. Further, a detailed survey 

of existing substrate noise reduction methodologies is presented, with special attention being given 

to the system level methodologies. Finally, the principles of GALS design approach, and the existing 

methodologies for reducing other SSN types by using GALS are presented.

In order to be able to develop a GALS based methodology for substrate noise reduction, 

appropriate high abstraction level models, enabling the theoretical analysis of the impact of system 
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level configurations to the substrate noise, are needed. Thus, as an additional, secondary task of this 

work, a coarse, high abstraction level model for substrate noise propagation in lightly doped 

substrates is developed. Noise generation by a GALS system is also modeled. Chapter 3 deals with 

these modeling tasks. Models developed within this chapter are further used for the analysis of 

GALS-based noise reduction methodologies represented in the following chapters. 

Once the appropriate analysis models are available, the main goal of this work can be 

pursued. Initially, a general GALS-based substrate noise reduction methodology, applicable to any 

kind of substrates, is developed, and presented in Chapter 4. The general requirements for substrate 

noise reduction are set, the frequency scheme is chosen, and the corresponding partitioning strategy 

is theoretically derived.  An algorithm which provides the application of the proposed partitioning 

strategy is developed and numerically evaluated. Further, the algorithm is integrated in the design 

flow, and applied to a realistic design. The proposed methodology is compared to existing system-

level methodologies for substrate noise reduction; its advantages, limitations and possibilities for 

future improvements are identified and discussed. 

As the next step, a methodology which also takes into account the properties of lightly doped 

substrates is developed. This methodology is presented in Chapter 5. It combines power domain 

separation, floorplanning and galsification in order to reduce the substrate noise. The methodology 

has been analyzed theoretically and numerically, and an algorithm providing its application for 

realistic designs has been developed. Some special cases, where the application of this methodology 

becomes significantly simplified, are also identified and further developed. Finally, the methodology 

is compared to existing methodologies. 

A special case of the methodology presented in Chapter 5 has also been verified in silicon. 

The test chip which has been fabricated for this purpose and the measurement setup are described 

in Chapter 6. The measurement results are presented and discussed. 

Finally, in Chapter 7, the conclusions are drawn and the contributions of this work are 

summarized. 

 

1.2. Publications list 
 

In scope of the research conducted for this thesis, six conference articles have been 

published with me being the first author, i.e. the main contributor. Here is the list of these 

publications: 

[P1] Milan Babić, Miloš Krstić, “A coarse model for estimation of switching noise in lightly doped 

substrates”, Proc. of 18th IEEE Symposium on Design and Diagnostics of Electronic Circuits and 

Systems (DDECS), pp. 217-222, Belgrade, Serbia 2015.  

[P2] Milan Babić, Xin Fan, Miloš Krstić, “Frequency-domain modeling of ground bounce and substrate 

noise in lightly doped substrates”, Proc. of 25th International  Workshop on Power and Timing 

Modeling, Optimization and Simulation (PATMOS), Salvador, Bahia, Brazil 2015. 
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[P3] Milan Babić, Miloš Krstić, “GALS methodology for substrate noise reduction in BiCMOS 

technologies”, Proc. of Workshop on Manufacturable and Dependable Multicore Architectures 

at Nanoscale (MEDIAN), pp. 46-47, Tallinn, Estonia 2015. 

[P4] Milan Babić, Miloš Krstić, “Modeling of substrate noise coupling and ground bounce for GALS 

systems”, Proc. of the Annual DCPS (Dependable Cyber-Physical Systems) Evaluation Workshop, 

pp. 70-73, Cottbus, Germany 2015. 

[P5] Milan Babić, Steffen Zeidler, Miloš Krstić, “GALS partitioning methodology for substrate noise 

reduction in mixed-signal integrated circuits”, Proc. of 22nd IEEE International Symposium on 

Asynchronous Circuits and Systems (ASYNC), pp. 67-74, Porto Alegre, Brazil 2016. 

[P6] Milan Babić, Miloš Krstić, “A substrate noise reduction methodology based on power domain 

separation of GALS subcomponents”, Proc. of 27th International Symposium on Power and 

Timing Modeling, Optimization and Simulation (PATMOS), Thessaloniki, Greece 2017. 

Additionaly, one more conference article has been published and one journal article has been 

accepted for publication, with me being the coauthor. Here is the list of these publications: 

[P7] Miloš Krstić, Xin Fan, Milan Babić, Eckhard Grass, Tobias Bjerregaard and Alex Yakovlev, 

"Reducing switching noise effects by advanced clock management," 2017 11th International 

Workshop on the Electromagnetic Compatibility of Integrated Circuits (EMCCompo), pp. 3-8, St. 

Petersburg, Russia, 2017.  

[P8] Xin Fan, Milan Babić, Shutao Zhang, Eckhard Grass and Miloš Krstić, “Plesiochronous Spread 

Spectrum Clocking With Guaranteed QoS for In-Band Switching Noise Reduction”, IEEE 

Transactions on Circuits and Systems I: Regular Papers (accepted for publication), 2021. 
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2. Fundamentals of substrate noise coupling and related work

This chapter provides the theoretical fundamentals of substrate noise coupling, together 

with an overview of related work regarding substrate noise modeling and reduction strategies.

In Section 1, the phenomenon of simultaneous switching noise in digital circuits is presented, 

including its main forms, one of them being substrate noise. Further, the basic principles of substrate 

noise coupling are explained, including noise generation by a digital aggressor, propagation through 

the substrate, and reception by the analog victim.

In Section 2, an overview of the existing approaches for modeling the three forms of 

switching noise (switching current, ground bounce and substrate noise) is presented.

In Section 3, a detailed survey of existing substrate noise reduction methodologies is 

presented, with special attention being given to the system level methodologies. Also, the principles 

of GALS design approach and the existing GALS-based methodologies for reducing other SSN types 

are presented.

Finally, in Section 4, the conclusions are drawn.

2.1. Simultaneous switching noise in mixed signal integrated 

circuits and substrate noise as its form

output transition: 0 → 1 output transition: 1 → 0

Figure 1.1 – Switching current originating from a single inverter

One of the key advantages of digital electronics compared to analog is its relatively high 

resistivity to noise. However, while being rather insensitive to noise themselves, digital circuits 

produce a large amount of noise while operating. When a digital circuit switches, i.e. changes the 

signal value at its output, its output capacitance gets charged or discharged by a current surge on 

supply or ground lines leading to this circuit, as shown for an example of an inverter in Fig. 2.1. These 

currents are called switching currents, and the noise originating from them is called switching noise. 

For more complex gates, switching currents also appear (although to a lesser extent) when an 

internal node of a gate is changing its voltage level. While a switching current from a single digital 

gate is usually rather small, a huge amount of simultaneously switching gates in an integrated digital 

module may cause strong switching currents. Noise generated by simultaneous switching of a larger 

number of digital gates is denoted as simultaneous switching noise (SSN) [18]. It is very important to 
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notice that SSN is a system level phenomenon – it depends on the switching activity of the aggressor, 

which is a system level parameter.

The first major form of SSN is electromagnetic radiation. It is caused by the flow of switching 

currents through bond wires, package pins and conducting lines on the PCB. This radiation can lead 

to various electromagnetic interference (EMI) related issues in the neighboring electrical systems. 

For example, electromagnetic radiation originating from one bond wire on the chip may induce 

voltages on another bond wire of the same chip, thus corrupting voltage levels [19]. EMI issues are 

also possible on chip, where electromagnetic coupling between close lines can happen, especially if 

these lines have a long common parallel section. Since electromagnetic radiation is directly 

dependent on the switching current spectrum, the switching current spectrum is used as a 

quantitative description of EMI. Thus, for the purpose of noise analysis, the switching current itself 

can be regarded as synonymous to the EMI, i.e. as the first form of SSN.

Moreover, while flowing through the power delivery network (PDN), due to on-chip, package 

and on-board parasitics, switching currents cause voltage fluctuations on supply and ground lines (as 

shown in Fig. 1.2). This is the second major form of switching noise – supply and ground noise, also 

called supply and ground bounce. This form of switching noise is of importance for purely digital 

systems as well. Supply and ground bounce may cause delay uncertainty in digital circuits, especially 

in tapered buffers [20]. As pointed out in [21] and [22], the average supply and ground noise impacts 

the variation in the delay of a critical path, while the maximum peak of supply and ground bounce 

narrows the noise margins in digital circuits and can cause false switching to occur. Analog circuits 

are even much more sensitive to supply and ground bounce. Thus, in order to avoid supply and 

ground noise coupling from digital to analog circuitry in MSICs, power delivery networks for digital 

and analog circuitry in such systems are usually separated.

Figure 2.2 – Ground bounce being generated by the flow of the switching current 𝐼𝑠𝑤 through the 
power delivery network impedance 𝑍𝑃𝐷𝑁

In digital integrated modules, substrate biasing is usually done by connecting the ground 

lines (in metal) to the substrate (p-type semiconductor) through a large number of substrate contacts 

(so called ptaps). Similarly, NWells are biased from supply lines through the NWell contacts. Through 

the substrate contacts, ground noise gets injected directly into the substrate, thus generating the 

third form of switching noise – substrate noise. This type of noise is of special interest in mixed signal 

integrated systems, where digital noise generating circuits (usually denoted as aggressors) and 

analog circuits sensitive to noise (usually denoted as victims) share the same substrate. Substrate 

noise coupling process in MSICs consists of three stages, as shown in Fig. 2.3: substrate noise 

generation (i.e. injection of noise to the substrate) by a digital aggressor, noise propagation through 

the substrate, and substrate noise reception by an analog victim.
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Direct coupling of ground bounce to the substrate through substrate contacts is not the only 

source of substrate noise. Voltage transitions from output and internal nodes also get capacitively 

coupled through the source or drain junctions of the transistors connected to these nodes. In the 

channel of NMOS transistors, impact ionization occurs, causing extra carriers and injecting them into 

the substrate as a weak substrate current. Additionally, noise gets injected into NWells, either via 

direct coupling through NWell contacts from supply lines, via capacitive coupling through source or 

drain junctions of PMOS transistors, or via impact ionization in the channels of PMOS transistors. The 

noise injected into NWells can further propagate capacitively to the substrate via NWell capacitance. 

Noise from long and wide metal lines can also couple capacitively to the substrate beneath them. 

However, for most of the middle to large scale digital systems, and for most of the packages, direct 

coupling from ground network is the dominant source of substrate noise. [23]

Figure 2.3 – Three stages of substrate coupling in mixed signal systems: (1) substrate noise generation 
(1a – direct coupling through substrate contacts, usually the dominant substrate noise source, 1b – capacitive coupling from 

source/drain junctions, 1c – impact ionization from the channel, 1d – capacitive coupling from Nwell), (2) substrate 
noise propagation, (3) substrate noise reception (3a – body effect, 3b – direct coupling to analog ground, 3c –

capacitive coupling to source/drain junctions)

After being injected into the substrate, noise can propagate from digital aggressors to analog 

victims. Noise propagation is highly dependent on the type of the substrate. There are two main 

substrate types: epi-type substrates and lightly doped substrates.

Epi-type substrates, also called heavily doped substrates or low resistivity substrates (Fig. 

2.4.a), consist of a heavily doped bulk, and a thin lightly doped surface layer on top of it, called 

epitaxial layer, shortly epi-layer. Epi-type substrates are traditionally mostly used in purely digital 

integrated circuits. Heavily doped bulk enables homogenous biasing of the substrate, it lowers the 

risk of latch-ups, and even helps making ground more stable and attenuate ground bounce. [24]

However, they’re not suitable for mixed signal ICs, the main reason being precisely that substrate

noise propagation across the chip is made easy by low bulk resistivity (typically at the order of 

magnitude of 0.01 Ωcm). [23]

Lightly-doped substrates, also called high-resistivity substrates or bulk-type substrates (Fig. 

2.4.b), consist of a usually homogenous lightly doped bulk. Such bulks typically possess a resistivity at 

the order of magnitude of tens of Ωcm [23][25], although there are even substrates with a resistivity 

of about 1000 Ωcm [26]. Some newer lightly doped substrates additionally have a thin PWell layer of 

low resistivity (order of magnitude 0.01 Ωcm) on top of a lightly doped bulk [27][28]. While 
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propagating through a high resistivity substrate, substrate noise effectively gets attenuated, with 

attenuation being dependent on the distance between the aggressor and the victim. Thanks to this 

property, lightly doped substrates can provide isolation by distance, which is why they are the 

preferred substrate type for usage in MSICs. 

  
(a) epi-type (heavily doped, low resistivity) (b) bulk type (lightly doped, high resistivity) 

 

Figure 2.4 – The two substrate types 
 

Finally, after being injected to the substrate by a digital aggressor and propagated through 

the substrate, substrate noise gets received by the analog circuitry. This noise reception also happens 

via several mechanisms. Substrate noise modulates threshold voltage of NMOS transistors via the 

body effect, it can also be capacitively coupled into the analog circuitry through source or drain 

junction capacitances, and it can get directly injected into the analog ground network through 

substrate contacts in analog circuitry, thus corrupting the ground level in analog circuitry. 

 

2.2. An Overview of Existing Models for the Simultaneous Switching 

Noise (SSN) Analysis 
 

In previous section, generation of simultaneous switching noise has been explained, as well 

as its three forms: switching current, supply/ground bounce, and substrate noise. The dominant 

source of substrate noise is usually the direct coupling of ground bounce through substrate contacts 

of a digital aggressor. The ground bounce itself is caused by the flow of switching current through 

ground lines of the power delivery network of the digital aggressor. Thus, in order to be able to 

analyze substrate noise originating from simultaneous switching in digital aggressors and the 

methods for its reduction, appropriate models are necessary for each of the three switching noise 

forms: switching current, supply/ground bounce, and substrate noise. In this section, an overview of 

the existing modeling approaches is presented. 

Simultaneous switching noise is a system-level phenomenon. Consequently, the models for 

SSN have to be system level models. However, they differ in the applied level of abstraction, which 

strongly depends on the intended usage of a model. Models used for system level verification are 

based on very detailed physical noise models at cell level, which are then combined at system level 

and used in complex, time consuming simulations. On the other hand, models used for system level 

analysis and for assistance in making design decisions are not as precise, and sometimes they even 

work with completely abstract representations. These models, however, aim to provide just a 

guideline which will be used in minimizing noise, and they don’t need to have a high precision. 

Moreover, in early phases of a design flow, a lot of data about the system being designed are still 

unknown, which also limits the achievable precision of these models. In this overview, a special 
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attention will be paid to this second class of system level models, since this is the kind of models 

needed for developing a system level methodology for noise reduction.

2.2.1. Modeling of Switching Current

The exact switching current waveform is dependent on several system characteristics. First of 

all, the types of gates composing the system and the current characteristics of each of those gates for 

different input combinations determine the possible contributions of each gate to the total switching 

current. Further, system input signals and the topology of the system determine which of those 

possible combinations will occure. And finally, due to parasitics in the power delivery network (PDN), 

switching current causes the oscillations on supply and ground lines, i.e. supply and ground bounce, 

which also impacts the switching current itself. However, even though there are many parameters 

which determine the switching current waveform, several simplified representations which can be 

successfully used in switching current analysis on system level have been developed.

It has been shown [29][30] that for a synchronous system two components of the switching 

current can be distinguished: a periodic current pulse, which represents the average current over one 

period, and a noise signal, which represents cycle-to-cycle variations. In frequency domain, the 

periodic current pulse corresponds to the discrete spectrum harmonic peaks, while the noise signal 

corresponds to the noise floor.

Figure 2.5 – A periodic triangular pulse as a 
switching current model

Figure 2.6 – The spectrum of a periodic triangular 
pulse

In [29], switching current waveform was modeled as a periodic triangular pulse, and this 

model was analyzed in detail. The time-domain waveform and the spectrum of such a signal are 

presented in Fig. 2.5 and Fig. 2.6, respectivelly. The deviations from the average waveforms in every 

cycle have been taken into account, and the impact of those deviations to the spectrum was 

evaluated. It was shown that, for the PSD of the current up to the first notch frequency of the 

spectrum envelope (i.e. for the spectrum peaks which fall inside the first lobe), the impact of the 

deviations can be neglected. The approach has been verified on a medium-scale circuit (40k gates).

In [30] the behavior of digital circuitry has been analyzed statistically, using Markov chain 

theory. It was shown that the envelope of spectral harmonic peaks stays high above the noise floor. 

Additionally, it was shown that harmonic peaks are quadratically proportional to the switching 

frequency, while the noise floor stays linearly proportional to the switching frequency. In other 
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words, as the switching frequency becomes higher, the discrete peaks become more dominant. After 

determining the switching current spectrum from this analysis, a fitting simplified waveform which 

should match this spectrum was determined. Two waveform models of the average current pulse 

have been taken into account: an exponential and a triangular model. In the exponential model, a 

good matching has been obtained for lower frequencies, while the triangular model showed a good 

matching at higher frequencies as well. In [31], the switching behavior in a combinational network is 

modeled as a stochastic process, and the periodic triangular pulse model has been used in deriving 

the expressions for power spectrum density. 

 In [32], it was proposed to use a triangular pulse if the peak current is more than twice bigger 

than the average current during one period, and a trapezoidal pulse if the peak current is less than 

two times the average current. The trapezoidal pulse might be a good model for large scale designs, 

since in these, the switching is more dense and more distributed during the clock period. 

In [16], an approach similar to the one from [29] was applied to analyze GALS architectures 

as well. The switching current of each LSM composing a GALS system was modeled as a periodic 

triangular pulse, and the switching current of the entire system was modeled as a sum of switching 

currents of individual LSMs. 

 

2.2.2. Modeling of Supply and Ground Bounce 

 

Ground bounce models consist of two main parts: a model of switching circuitry, i.e. a 

switching current model, and a model of power distribution network (PDN). Unlike switching current, 

which has been often modeled in frequency domain, ground bounce has historically mostly been 

modeled in time domain. The most important reason is that, as pointed out in [21] and  [22], the 

time domain metrics are important for characterizing the impact of noise on the supply and ground 

lines to the digital circuitry using those lines. Specifically, average noise in time domain impacts the 

delay variation, while peak noise in time domain lowers the noise margins in digital logic. Another 

reason is that most of the techniques for ground bounce reduction are physical design techniques, 

and such techniques are mostly analyzed in time domain. [22][33]  

In [22], power and ground lines have been modeled as a series RL circuit. A capacitance Cd 

between supply and ground lines has also been introduced into the model, representing the sum of 

the decoupling capacitance and the internal capacitance of non-switching gates. Switching circuitry 

has been represented by a current source with periodic triangular pulse waveform. 

In [34], switching current was modeled by a voltage-controlled current generator. The 

current source stretches the current waveform when the voltage drops, taking care that the 

consumption caused by the FF switching (both on rising and falling edge) is properly timed (while the 

consumption caused by the combinatorial logic is aligned to the consumption from the FF on rising 

edge). This way, the feedback from supply and ground oscillations on the switching current is also 

taken into account. For modeling a PDN, a lumped RLC circuit was used, including the capacitor 

representing the intentional decoupling capacitance. Additionally, an RC branch in parallel with the 

generator was included, modeling the capacitance of the switching circuitry. Errors compared to 
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SPICE are much smaller than in case when the current source is modeled as independent, while the 

simulation time is a bit faster.

In [17], power network was represented by the model shown in Fig. 2.7.a. Switching circuitry 

was modeled by inverters, with transistors described by short channel equations. Load capacitances 

were attached to the outputs of the inverters. This model was further modified to the one presented 

in Fig. 2.7.b. Here, the current 𝐼𝑔 represents the sum of the currents of all the switching inverters, 

while the capacitor 𝐶𝑑 models both decoupling capacitance and the load capacitance of the non-

switching inverters. The model was used for comparing GALS and synchronous designs in terms of 

ground bounce in time domain.

(a)

(b)

Figure 2.7 – Lumped model of a power delivery network (adapted from [17])

All the aforementioned models analyze ground bounce in time domain. In [29], ground 

bounce is analyzed in spectral domain. It's pointed out that ground bounce spectrum presents the 

product of switching current spectrum and power network transfer function. Supply and ground lines 

have been modeled as series RL circuits. Decoupling capacitor with its parasitic series resistance is 

also included in the model, connected in parallel with an additional capacitor representing the 

impedance of non- switching circuitry. Switching circuitry has been modeled by a current source with 

periodic triangular waveform. It has been shown that, due to resonance in PDN, dominant 

components of ground bounce spectrum are not at low, but on higher harmonics. Reference [30]

also uses a similar model of power network to the one used in [29].

In each of the aforementioned models, the PDN was modeled by a lumped RLC network. This 

is a good approximation in case that package parasitics are dominant to on-chip parasitics. 

Otherwise, the on-chip PDN has to be included as well, and it has to be modeled as a distributed RLC 

network. Examples of such models are given in [35][36].
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2.2.3. Modeling of Substrate Noise Coupling 

 

The process of substrate noise coupling can be separated in three stages: substrate noise 

generation on aggressor’s side  (i.e. noise injection in the substrate), substrate noise propagation 

from an aggressor to a victim, and substrate noise reception on victim’s side. A complete substrate 

noise coupling model would contain models for each of those three stages. Noise reception on the 

side of an analog victim is strongly dependent on the victim itself, and it’s usually analyzed and 

simulated separately, by using an analog simulator such as SPICE. This analysis is performed either by 

including the calculated values of noise once the level of noise in the substrate at victim’s position is 

known, or by sweeping the substrate noise level in order to determine the highest acceptable 

substrate noise level for the specific analog block. Thus, substrate noise coupling models generally 

deal with the first two stages – noise generation and noise propagation, which means that they 

include modeling the aggressor(s) and modeling the substrate. 

The complexity of an aggressor model depends on the purpose of substrate coupling 

modeling, i.e. on whether the model is intended for substrate noise analysis in an early stage of the 

design cycle, or it’s intended for substrate noise verification at the end of the design cycle, when the 

layout details are known. The complexity of the substrate model primarily depends on the type of the 

substrate – for lightly-doped substrates, the models are much more complicated than for epi-type 

substrates. 

In most of the substrate models, some general assumptions excluding the faulty behavior 

which should not occur during regular operation are taken [23]. It is assumed that there are no 

irregular states in substrate, such as latch-up or directly-biased well-substrate junctions. Specific 

semiconductor behavior, such as substrate inversion, is not modeled. It is also assumed that the 

inductive coupling can be neglected, which is generally correct if the wavelength of magnetic field is 

much bigger than the dimensions of the chip. Taking these assumptions contributes a lot to the 

simplification of the analysis [23]. 

There are two main cathegories of substrate models – numerical and analytical models, with 

numerical models being much more precise. 

Obtaining a closed-form analytical solution is possible only for some simple structures, and 

precise analytical models for complicated geometries do not generally exist [37]. Thus, all the existing 

analytical models are only approximate. Several such methods are described in [18]. However, they 

are all aimed either at epi-type substrates, or at circuits with very few elements in lightly-doped 

substrates. All of those models require some technology dependent fitting parameters. Additionally, 

they are mostly based on neglecting the interaction between the distant contacts, and focusing on 

coupling between the adjacent contacts instead, which makes them unsuitable for full-chip analysis. 

An interesting approximate analytical model for lightly doped substrates is presented in [38], 

and further elaborated in [39]. The interaction between a single aggressor (which can even be a large 

digital circuit) and a single victim is modeled by approximating the propagation path of the coupling 

current with a half-elipse, while the substrate itself is approximated to be purely resistive. The model 

achieves quite a high accuracy, but its applicability is limited, since it doesn’t provide the capability of 

modeling systems containing several independent digital aggressors. Models presented in [40] and 
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[28] use a similar approach, but they also only include a single aggressor and a single victim 

surrounded by a guard ring. 

Numerical models, on the other hand, can further be categorized in two main classes: those 

based on solving Poisson’s equation, and those based on obtaining Green’s function [18]. 

In order to apply methods based on Green’s function, such as Boundary Elements Method 

(BEM), two assumptions have to be satisfied. The first one is that the substrate must be homogenous 

in horizontal directions. In other words, substrate parameters, such as conductivity or dielectrical 

permitivity, can change only in vertical direction. In the surface region, for a couple of microns below 

the substrate, there is no horizontal homogenity due to the layout details. In full-chip analysis, 

however, inhomogenities in this small region can be neglected; since the substrate below this region 

is homogenous in horizontal direction, regardless of the substrate type, the first assumption is 

generally satisfied. The second assumption, on the other hand, is that the current density through 

each substrate port must be uniform. Ports are actually connections of the substrate to the outside 

world. This assumtion is not satisfied if whole contacts are considered as ports, because current 

density is not uniform over a contact. In order to overcome this, contacts need to be separated into 

several panels with uniform current density, which can then be considered as ports. [41][42][18]  

In methods based on solving Poisson’s equation, such as Finite Difference Method (FDM), 

substrate is first discretized into (usually cubic) domains, which are small enough for the electrical 

field inside a domain to be considered homogenous [18]. Then, for each of the domains, a Poisson’s 

equation can be writen, which can further be transformed into the following equation [37][18]: 

∑[
𝑉𝑖 − 𝑉𝑗

𝑅𝑖𝑗
+ 𝐶𝑖𝑗 (

𝜕𝑉𝑖
𝜕𝑡
−
𝜕𝑉𝑗

𝜕𝑡
)]

𝑗

= 0 (2.1) 

with 𝑅𝑖𝑗 = 𝜌 ∙ d𝑙/d𝐴, 𝐶𝑖𝑗 = 𝜌 ∙ d𝐴/d𝑙, where ρ is substrate resistivity, ε is substrate dielectric 

constant, d𝑙 is the distance between the adjacent nodes (centers of adjacent domains), and d𝐴 is the 

facing area between the adjacent domains. 

Equation (2.1) is actually the Kirchoff’s law for the circuit at the Fig. 2.8, with 𝑅𝑖𝑗 as resistive 

elements, and 𝐶𝑖𝑗  as capacitive elements [23][18]. 

This way, the substrate is represented as a large number of nodes connected with a mesh of 

impedances consisting of resistive and capacitive part (i.e. a large RC-mesh). For each of the 

branches, the resistive and the capacitive impedance parts are equal at the following frequency [23]: 

𝑓𝑇 =
1

2𝜋𝑅𝑖𝑗𝐶𝑖𝑗
=

1

2𝜋𝜌𝜀
 

(2.2) 

At frequencies much lower than this one, capacitive part can be neglected, and the substrate mesh 

can be approximated as purely resistive. 
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Figure 2.8 – Part of a substrate RC-mesh surrounding one node (adapted from [18])

By writing the Kirchoff’s law for all the nodes within the substrate, a huge matrix is obtained. 

It would require a lot of time to directly solve such a matrix. However, in addition to the symmetry 

(which is a property of every matrix describing some linear electrical circuit), this matrix is also 

sparse, since the nonzero elements exists only at the positions corresponding to branches between 

adjacent nodes. Thanks to the symmetry of the matrix and its sparsity, some faster iterative 

techniques can be applied [18].

Substrate discretizations steps in FDM don’t have to be equal in all substrate regions. In the 

regions where the magnitude and direction of electrical field change with a higher gradient (i.e. near 

the substrate ports), a more finely grained grid should be placed, while in the other parts of the 

substrate, a more coarse mesh density can be used in order to reduce the size of the mesh [43].

Each linear mesh with 𝑛 ports can be reduced to an equivalent network with 𝑛(𝑛 − 1)/2

impedances. As the internal nodes of the substrate mesh are not of interest in analyzing the 

substrate coupling, it would be ideal to reduce the mesh so that only the port nodes reamain. If 𝑛  is 

the number of substrate contacts, including the backplane (if present), the total number of

impedances in such a reduced mesh would be 𝑛(𝑛 − 1)/2. For large digital circuits with many 

substrate contacts, this number is still prohibitively large. Such a large network cannot be included 

into an analog SPICE-like simulator. Additionally, a matrix representing this impedance mesh would 

not be sparse anymore [44], which makes it much more difficult to solve. Thus, in order to be able to 

simulate larger systems, some further approximations have to be applied, to minimize the number of 

impedances needed in the model [23]. Which further approximations can be taken depends on the 

type of the substrate and on the purpose of the model.

In epi-type substrates, bulk layer can be considered as a single electrical node, which leads to 

greatly simplifying the substrate impedance network [45][46].

For lightly doped substrates, some other approximations have to be taken. As shown in [23]

and [47], dominant source of substrate noise strongly depends on parasitic inductance of package 

supply pins. Only for very small package inductances, MOSFET noise (consisting of capacitively 

coupled noise) is dominant; power supply noise coupling is dominant otherwise. Because of that, as 
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pointed out in [48], all the noise sources except direct coupling from substrate contacts can be 

neglected. On the other hand, if the parasitic impedance of the supply rails can be neglected 

compared to the impedance of the package (which is the case for most packages, especially at higher 

frequencies), it can be assumed that the ground bounce caused by switching is almost identical at 

every point on the ground line. Therefore, within one power domain, all of these substrate contacts 

can be shorted to a single node [48]. This greatly reduces the number of impedances needed to 

model the substrate. Similar approach is also used in [49]. 

Some papers go even further in the approximation, and consider the complete substrate 

underneath the digital aggressor as a single node, regardless of the type of the substrate [50][51]. 

A more precise approach in reducing the number of substrate contacts is given in [22]. In this 

paper, voltage domains in substrate, i.e. areas where the substrate is biased with approximately the 

same voltage, are detected. Substrate contacts belonging to a specific voltage domain are further 

replaced by a single equivalent contact.  

In [44] a placement algorithm taking into account substrate noise was proposed. In this 

approach, simulated annealing algorithm was used to find the optimum placement, which included 

evaluating substrate noise in each algorithm iteration. All the mesh nodes of the substrate surface 

were considered as ports, and substrate mesh was initially reduced to a mesh with 𝑛 nodes, where 𝑛 

was the number of substrate surface nodes of the mesh. The impedance matrix representing such a 

mesh is not sparse, and evaluating noise by using such a matrix in each iteration would take a 

prohibitively long time. Thus, the number of impedances in the mesh, i.e. the number of non-zero 

elements of the matrix, was reduced so that only impedances lower than a certain treshold are kept 

in the mesh. The treshold is initially low, and it gets higher as the algorithm advances, thus increasing 

precision. This combines well with the simultaneous annealing algorithm, which doesn’t require high 

precision in its initial phases. However, this method requires the layout of each component to be 

known, and surface elements from the layout (contacts, diffusion, nwells) are connected to the 

substrate grid. This can be somewhat simplified if noise frequency which is being analyzed is low 

enough so that the substrate can be considered purely resistive – in that case, only resistive 

connection to the substrate (i.e. only the positions of substrate contacts) have to be known. 

As already said, aggressor models can have different complexity, depending on the purpose 

of the model. In [37], substrate was modeled in order to develop a tool for synthesizing an optimal 

power-delivery network for analog noise-sensitive blocks. Thus, precise level of noise generated in 

digital circuitry was not of interest, and noise sources were modeled as independent current sources 

with various PWL waveforms (triangular, trapezoidal, etc.), which inject current into the substrate. 

Various aggressor models based on cell characterization were developed. In [50], each 

standard cell was characterized, and it’s „noise signature“ was determined, which was later 

combined with the swithcing events which were detected from an event-driven simulator. However, 

noise characterization in this paper was done by not taking into account the impact from the 

supply/ground noise, which is actually the dominant source of substrate noise in realistic systems. In 

[51], aggressor modeling is also based on cell characterization, but here the noise introduced from 

power-supply lines was taken into account as the dominant noise source. Similar approach is also 

taken in the SWAN tool [47][48]. 
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The most comprehensive approach regarding the aggressor modeling is proposed by 

[15][52]. It is also based on cell characterization, but offers different levels of it. So, macromodels for 

the cells can be obtained from gate-level simulation, SPICE netlist, or SPICE netlist extracted from cell 

layout. As the macromodel complexity increases, the accuracy increases as well, however at the cost 

of simulation speed. Also, different substrate models are possible – the most precise is extracted 

from the full layout, while the more simple one is extracted as a purely resistive network by having 

only the information about the positions of substrate contacts. Additionaly, the simplest substrate 

model, requiring no layout information, was proposed, but it stayed unclear whether it can be 

applicable to lightly-doped substrates at all. 

As a contrast to the aforementioned characterization-based aggressor models, in [49] a 

model based on power waveform estimation was applied. Knowing the power waveform 𝑃𝑣𝑑𝑑 , 

switching current waveform was calculated as  𝐼𝑠𝑤 = 𝑃𝑣𝑑𝑑/𝑉𝑑𝑑. This current was included as a 

independent current generator in the substrate coupling model, containing also of package parasitics 

and the substrate mesh. Substrate mesh was used by using an equal ground bounce approximation. 

The method was intended for early substrate noise estimation rather than for verification. However, 

connecting the aggressor to the substrate mesh was done by using the exact positions of contacts, 

obtained from the circuit layout. 

 

2.3. An Overview of Existing Substrate Noise Reduction 

Methodologies 
 

In order to counteract the issue of substrate noise coupling in MSICs, a variety of substrate 

noise reduction methodologies have been developed so far. In this chapter, an overview of these 

methodologies is given. 

There are several possible ways to classify the substrate noise reduction methodologies. A 

common classification, as proposed in [53], is based on a noise coupling stage which is targeted by a 

particular substrate noise methodology. Since there are three stages of noise coupling process, three 

classes of substrate noise reduction methodologies can be differentiated based on this classification: 

- Methodologies targeting noise generation 

These methodologies include e.g. using low-noise digital logic families or spreading of 

switching activity in digital aggressor. These methodologies are especially interesting, since 

they can also contribute to reducing the remaining two forms of SSN – ground bounce and 

EMI. 

- Methodologies targeting noise propagation from the aggressor to the victim 

These methodologies include increasing the distance in lightly-doped substrate, 

introducing various types of isolation structures such as guard rings, deep trenches or triple-

well structures, using SOI technologies, or using active noise reduction techniques. 

- Methodologies targeting noise reception by the victim 
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These methodologies include using noise-resistant analog circuit techniques such as 

differential topologies, or digital correction techniques similar to those used for elimination 

of conversion errors in A/D converters. 

Another possible classification of substrate noise reduction methodologies is based on the 

level of hierarchy in the MSIC at which the substrate noise coupling is counteracted. It includes the 

following classes: 

- Physical level techniques 

In physical level techniques, the elements or the properties of the technology are 

used in such a way that they help reducing substrate noise coupling. Examples are using p+ 

substrate contacts as guard rings, optimizing the floorplanning in technologies with high-

resistivity substrates, or generally applying a technology less prone to substrate noise 

coupling (such as SOI) for fabrication of the IC. 

- Circuit level techniques 

In circuit level techniques, circuits out of which the aggressor or the victim are 

comprised are designed in such a way that the noise coupling is minimized. This includes e.g. 

the usage of low-noise digital families for digital aggressor design, or the usage of the 

topologies resistant to the substrate noise for analog victim design. 

- System level techniques 

Finally, in system level techniques, digital aggressor design is optimized on system 

level, so that the noise generation is minimized. Thus, all system-level methodologies are at 

the same time also methodologies targeting noise generation. 

Of course, none of these two classifications is exclusive. A methodology can fall in more than 

one category of each of the two classifications - some methodologies can target more than one noise 

coupling stages, or they can combine techniques at different hierarchy levels. For example, the 

methodology which will be proposed in Chapter 5 of this thesis targets both noise generation and 

noise propagation, and it counteracts the noise both on system level and on physical level. 

An overview of existing physical and circuit-level methodologies is presented in Section 2.3.1, 

while an overview of existing system-level methodologies for substrate noise reduction is presented 

in Section 2.3.2.  Only the methodologies targeting noise generation and propagation are analyzed. 

The methodologies targeting substrate noise reception by applying substrate noise resistive 

topologies of analog circuits when designing the victim are out of scope of this thesis. 

 

2.3.1. Physical- and circuit-level methodologies for substrate noise reduction 

 

Physical-level methodologies are the most widely used type of substrate noise reduction 

methodologies. As proposed in [54], these methodologies can further be categorized in two main 

subgroups, based on the principle used for reducing the substrate noise flow from the aggressor to 

the victim: 
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- Methodologies using insulating or semi-insulating regions in the conducting silicon substrate 

in order to interrupt the noise propagation from the aggressor to the victim. Examples of this 

type include n+ type guard rings, deep trench isolation, triple-wells and silicon on insulator 

(SOI). Isolation by distance in lightly-doped substrates also falls into this category. 

- Methodologies applying signal grounding paths in order to redirect the noise flow from the 

victim. The most prominent example of this type are p+ type guard rings. 

Another classification, also proposed by [54], is into the methodologies with vertical shielding 

and the methodologies with horizontal shielding, based on the direction of substrate noise flow 

which is being inhibited. In this overview, however, physical methodologies were grouped based on 

the technological options used to implement them: 

- Using only the isolating property of lightly doped substrates 

- Using commonly available process options for shielding 

- Using advanced or additional process options for shielding (such as silicon post-processing or 

through-silicon vias) 

- Using the silicon on insulator (SOI) technology 

 Circuit-level methodologies, on the other hand, may be categorized into two main categories: 

- Circuit-level methodologies applied at aggressor’s side, reducing the noise injection. An 

example of this is applying low-noise logic families in aggressor design. 

- Circuit-level methodologies applied at victim’s side, reducing the noise at the point where it 

is received. An example of this is applying circuits for active noise reduction at victim’s side. 

This section provides an overview of related work regarding existing physical-level and circuit-level 

methodologies for substrate noise reduction. 

 

2.3.1.1. Using the isolating property of lightly-doped substrates for floorplanning 

 

Since the substrate noise propagation process strongly depends on the type of substrate 

used, the same is valid for the applicable substrate noise reduction methodologies targeting 

substrate noise propagation. As advised in [55], the substrate type, package and pin assignment have 

to be chosen as the first step, and only then it makes sense to consider the applicability of further 

measures. Generally, in MSICs it’s preferable to use lightly doped substrates as opposed to highly 

doped substrates, since lightly doped substrates provide noise attenuation by distance between the 

aggressor and the victim [55]. For example, in [56], two technologies (0.18μm and 0.35μm) with 

lightly-doped substrates were examined, and it was shown that increasing the distance between the 

aggressor and the victim from 50μm to 100μm contributes to 5dB reduction of substrate noise for 

both technologies. 

The isolating property of lightly doped substrate makes it possible to impact the substrate 

noise at the victim’s position by floorplanning, i.e. by choosing the relative position of the aggressors 

and the victim(s) such that the substrate noise coupling is minimized. Several noise-aware 

floorplanning methodologies based on this idea have been proposed so far. The reference [49] 

proposes extending the already existing module placement approaches in digital circuits with 

additional constraints concerning substrate noise. For this purpose, the substrate was modeled as an 
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impedance grid containing 𝑛 elements, with 𝑛 being the number of substrate contacts. 

Mathematically, this grid was initially represented by a 𝑛x𝑛 impedance matrix. This matrix can be 

rendered sparse by applying a threshold value for the matrix elements i.e. the gird impedances. A 

simulated annealing algorithm was applied for performing the placement optimization. During the 

execution of the algorithm the threshold increases – this way, the estimation in the initial phases of 

the algorithm is faster (since the matrix is sparser), while the results in the later phases of the 

algorithm are calculated more precisely.  

While reference [49] included substrate noise constraints directly in the existing placement 

algorithm, the reference [57] took another approach. It started from a mixed-signal design which had 

already been placed and routed in a standard manner, and for which the analog subsystem had 

already been implemented. A dynamic rail analysis was then performed on the entire digital circuitry 

in order to obtain the waveforms for supply and ground noise. These waveforms were used as 

piecewise linear (PWL) noise sources, connected to the substrate network through the substrate 

biasing contacts. The substrate network was obtained by extraction using a substrate noise analysis 

tool. The system was then simulated in SPICE, and noise results were obtained. If the results are 

unsatisfactory, the procedure has to be repeated in a loop. This procedure requires substrate 

extraction in every optimization step, which can cause long optimization runtimes. 

In the references [58][59][60][61][62] such procedure repetition was avoided by using the 

analytical estimations for substrate noise transfer function from digital aggressors to analog victims. 

Those analytical formulas were derived under an assumption that the digital block is much larger 

than the analog one. The optimization target of the procedure described in [58] is minimizing the 

substrate noise at the position of the victim, while [59][60][61] optimize both the noise and the 

occupied area. Additionally, the optimization algorithm in reference [62] takes care of the symmetry 

in the analog blocks, which contributes to the resilience of analog circuitry to noise. 

References [63][64] are not performing any analytical estimation of the substrate transfer 

function during the optimization procedure. For all aggressor-victim pairs in the design, noise 

coupling was estimated before starting the optimization procedure, for a predefined distance 

between them, and preference lists were formed. Optimization was then performed without using 

any noise model – just the topological relative positions of blocks were taken into account. The 

optimization algorithm tries to position the blocks so that they follow the preferred orders as much 

as possible. Reference [65] also used a similar approach, but in addition to the noise itself, it also 

aimed at reducing the gradient of the noise at the place of the victim. 

Note, however, that the analytical formulas in [58][59][60][61][62] have been derived for 

substrate noise coupling between one aggressor and one victim. This means that the impact of other 

blocks was not taken into account at all, which in general case is unjustified, knowing that the 

presence of other blocks changes the equivalent substrate impedance network, and thus also the 

noise transfer function from aggressor to the victim. 

Additionally, all of the references [58][59][60][61][62][63][64][65] applied an assumption 

that the noise generated by an aggressor stays unchanged regardless of the position of the 

aggressor. This assumption is also not applicable in general case. As already explained in the previous 

sections, the dominant source of substrate noise is usually the direct coupling of ground bounce from 

ground lines. Ground bounce itself depends on all digital circuits sharing the same power domain, 
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not just on the single digital circuit observed as an aggressor. Thus, the substrate noise injected by a 

digital circuit depends not only on that circuit alone, but also on the other circuits sharing the same 

power domain. In large chips, with significant on-chip parasitics, the noise generated by an aggressor 

will depend on the relative position of the observed aggressor and the remaining digital  circuits 

sharing the same common power domain. On the other hand, in smaller chips, where on-chip 

parasitics can be neglected compared to the package parasitics, the entire digital circuitry sharing the 

same power domain can be considered to have the same ground bounce, i.e. it can be approximately 

considered that noise is injected into the substrate uniformly across the entire power domain. [P6]

2.3.1.2. Shielding by applying the commonly available process options in lightly-doped and 
heavily-doped substrates

The most important types of shielding techniques by using commonly available process 

options in highly-doped or in lightly-doped substrates are presented in Fig. 2.9.

Figure 2.9 – Shielding methodologies (adapted based on [54] and [117])

A large number of papers dealing with shielding methodologies can be found in literature. In 

[66], several configurations have been examined, including single p+ guard ring, double guard ring 

containing an inner p+ ring and an outer NWell ring, and isolation bars (guard stripes) of various 

types (p+, NWell and both p+ and NWell together). The guard rings were placed around the 
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aggressor and/or the victim, while the isolation bars were placed between the aggressor and the 

victim. The configuration with double guard rings and NWell guard stripes turned out to be the most 

favorable combination. Additionally, it was concluded that having grounded p+ guard rings is 

beneficial compared to floating guard rings, and that both width and separation can contribute to a 

better isolation. 

In [67], substrate noise coupling from a single switching NMOS transistor to a NMOS 

transistor operating in linear region was examined. In order to reduce noise, five types of guard rings 

were applied: p+ type biased to ground, NWell type guard ring biased to ground, NWell type guard 

ring biased to supply voltage, a double guard ring consisting of an internal p+ guard ring and an 

external NWell guard ring, both connected to the ground, and double guard ring consisting of an 

internal p+ guard ring and an external NWell guard ring, with p+ guard ring connected to the ground 

and the NWell guard ring connected to the supply voltage. Interestingly, here the simple p+ guard 

ring connected to the ground resulted in the lowest noise, with the two double guard ring 

configurations narrowly following, and the NWell configurations resulting in the highest noise. 

Decreasing the distance between the guard ring and the victim also proved to be beneficial for noise 

reduction. In [68], on the other side, it was shown that keeping the ring close to the aggressor can 

somewhat improve the isolation, while modifying the guard ring width was of little influence. A p+ 

guard ring was also applied in [69], where about 15dB noise reduction was achieved. 

While a p+ guard ring reduces the substrate noise by providing an alternative low-impedance 

path and thus redirecting the noise flow, deep trench isolation (DTI) blocks the direct path between 

an aggressor and a victim with an isolating material, thus forcing the noise flow to deeper substrate 

regions where it has to traverse a longer path to the victim. In [70], substrate noise coupling between 

two inductors was examined, and deep trench isolation (DTI) was applied in order to reduce the 

coupling. An attenuation of about 20dB for frequencies higher than 3GHz was achieved. DTI has 

also been successfully applied in [71] in order to break a buried p-layer which may act as a low-

impedance path for the noise. 

Triple wells (also called deep NWells or n-isolation) offer a p/n junction isolation (i.e. a 

capacitive isolation) for the circuitry they enclose. A triple well consists of a PWell which is placed 

inside a larger NWell, which is placed inside the p-type substrate. 

The circuitry to be protected is placed in the PWell, while the aggressor has to be kept 

outside of it. In [72], the isolation by a p+ type guard ring and by an isolated PWell (i.e. by a triple 

well) were compared, both for a highly-doped substrate and for a lightly-doped substrate. In a highly-

doped substrate, a p+ guard ring did not contribute to reducing the substrate noise. A triple-well 

reduced substrate noise for around 20dB at low frequencies, however the isolation significantly 

deteriorated at higher frequencies. In lightly-doped substrates, both p+ guard ring and triple well 

achieved a significant attenuation, ranging from about 40dB at low frequencies to about 30dB at 

frequencies around 10GHz. Triple well has proven to be somewhat more efficient at frequencies 

lower than 10GHz, but at higher frequencies the two isolation methodologies achieved similar 

attenuation. 

Deep NWell isolation was also applied in [73]. A maximum attenuation of 35dB at 100MHz 

was achieved, without impacting the performance of the isolated transistor. In [74] and [75], not only 

the victim but also the aggressor was isolated by a so called “n+ pocket structure”, which is actually 
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an n+ layer which surrounds the circuit from all sides (basically a triple-well structure). An immense 

noise improvement of 37dB was achieved at 1GHz noise frequency. For comparison, a p+ guard 

ring applied in the same technology on the same circuits achieved a reduction of 5dB. However, as 

stated in [75] and [76], this noise improvement comes with an issue of a magnetic energy loss for an 

inductor which is close to the pocket (in other words, a Q-factor reduction for such an inductor). 

Thus, such n+ pockets should be kept away from inductors in layout. 

A deep NWell (i.e. triple well isolation) was compared to a p+ guard ring also in [Ishak04]. 

Here, the aggressor was shielded instead of the victim. The triple well exhibited a high isolation peak 

at about 1GHz, where its isolation outperformed a guard ring for 45dB. At all other frequencies, 

however, the difference was significantly smaller, and at frequencies above 2GHz it was relatively 

stable at somewhat less than 10dB. In [77], various shielding methodologies were compared for 

coupling between two contacts, with the victim being isolated. The compared structures include p+ 

and n+ guard rings, deep NWells and combinations of ground rings and deep NWells. The noise 

attenuations which were achieved varied between 8dB and 17dB for the 20μm distance between 

the aggressor and the victim at 2.4GHz. The attenuation for DNW was a couple of decibels better 

than the attenuation achieved by guard rings, while the best result was obtained by combining the 

DNW and the p+ guard ring. One more comparison between a p+ guard ring and a deep NWell was 

presented in [78]. Deep NWell turned out to perform better at low and middle frequencies, up to 

about 3GHz. Above that limit, the performance is comparable to that of a p+ guard ring. A 

comparison to the previously published data for SOI showed that the performance of DNW is similar 

to that of SOI. In [79], substrate noise isolation by somewhat more than 15dB was achieved at low 

frequencies (lower hundreds of MHz) by applying a deep NWell. With the increase in noise 

frequency, the isolation provided by a deep NWell gradually degraded. 

Various isolation structures applying wells were used to improve isolation between two p+ 

contacts acting as an aggressor and a victim in [80]. Placing the contacts in the same substrate 

instead of placing them in a common PWell already contributed to 12dB isolation. Additional 5dB 

were achieved by putting a victim in a separate isolated PWell. Surrounding this well by an NWell ring 

further added 5dB of isolation. Applying a deep NWell, however, turned out to be the most effective 

methodology, especially at lower frequencies, with about 30dB more attenuation at 1GHz and 

10dB more attenuation at 10GHz. 

Three isolation structures were examined in [81] at the frequencies up to 20GHz. The first 

structure included a DTI and a p+ guard ring around the aggressor. The second structure had an 

additional 40μm wide and 16μm long p+ guard stripe between the aggressor and the victim. Finally, 

in the third structure, the p+ guard stripe was 30μm wide and 50μm, and the victim was isolated in 

a triple well. The second structure was more than 8dB better than the first in the range from 1GHz 

to 20GHz. While the first two structures exhibited little frequency dependence, the third one 

(containing a triple well) was strongly frequency dependent, with isolation deteriorating as the 

frequency increases. At frequencies below 2GHz, the third structure outperformed the second for 

more than 15dB, but at 10GHz this advantage was only about 3dB. At frequencies above about 

12GHz, the third structure provides less isolation than the second one, and at 20GHz, it is barely 

batter than the first one. It was discussed that the frequency dependence of the isolation provided 

by triple wells is strongly dependent on the technology applied, i.e. on doping levels of the substrate 

and the well, since that determines the parasitic capacitance of the well. 
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In [56], various shielding methodologies were compared for two technologies (0.18μm and 

0.35μm) with lightly-doped substrate. A p+ guard ring improves isolation by 30dB at low 

frequencies for both technologies. Above 1GHz, however, the isolation diminishes, initially at about 

10dB/dec, and then even more abruptly. While the effectivity of a p+ guard ring was almost the 

same in both technologies, the effectivity of the n+ guard ring strongly depends on its 

implementation, which is different in two technologies which were examined. In 0.35μm 

technology, the n+ guard ring was implemented as a shallow diffusion, and it didn’t contribute to 

additional noise reduction. In 0.18μm technology, the n+ guard ring was implemented as an NWell, 

and it improved noise reduction for additional 5dB. Similar to [81], the performance of the triple 

well was strongly dependent on frequency – while it can be significant at low frequencies (e.g. 

around 10dB noise reduction at 100MHz), at about 10GHz the improvement by the triple well was 

completely lost. Adding a guard ring inside the well significantly improved the isolation – additional 

20dB of noise reduction were achieved. 

As already mentioned, the most important paths of substrate noise injection to the victim are 

either through substrate contacts or via body effect. However, if inductors with big area are used, 

the capacitive coupling from the substrate to the metal layers of the inductor may become 

significant. In [82], two techniques for reduction of substrate noise coupling to the inductors of a LC 

VCO were examined: a deep NWell underneath the inductor, and a patterned ground shield 

consisting of metal stripes underneath the inductor. Metal stripes were used instead of a continuous 

metal plate in order to improve the Q-factor of the inductor. As a reference, an inductor surrounded 

by a p+ guard ring was used. All the shielding structures were biased to the VCO ground. The 

intermodulation spur of third order (IM3) at the output of the VCO, caused by the substrate noise 

coupling, was reduced for 6 to 8dB with the deep NWell and by 10 to 15dB with the patterned 

ground shield. 

In [83], the impact of substrate noise isolation methodologies on the output of a reference 

voltage bandgap was examined. Applying a deep NWell (called n-isolation in the paper) contributed 

to about 10% reduction in root mean square (rms) noise voltage at the bandgap output. On the 

other hand, applying a PWell ring even worsened the noise. However, a combination of these two 

brought up the best result, with about 25% reduction in rms noise voltage at the bandgap output. 

Package impact was also examined, and it was concluded that packaging solutions with lower 

parasitics are beneficial for substrate noise isolation. 

A deep NWell guard ring (DNW-GR) was introduced in [84]. As compared to a common deep 

NWell (DNW, also called triple-well), where the victim is inside the well, here there’s no well beneath 

the victim. Instead, the deep NWell surrounds the victim like a guard ring. The DNW-GR implemented 

on a substrate with resistivity of 1kΩcm was compared to a standard p+ guard ring implemented on 

a 10Ωcm substrate, and showed a 20dB lower noise level. However, it has to be noticed that the 

improvement comes partially from a higher substrate resistivity, not only from the superiority of the 

shielding technique. 

A p+ guard ring was compared to a NWell guard ring in [85]. The p+ guard ring provided a 

substantially better isolation than the NWell guard ring at low frequencies, with more than 15dB 

difference at about 250MHz. However, at higher frequencies, the isolation provided by an NWell 

becomes better and above 2GHz it’s only about 2dB worse than the isolation provided by the p+ 
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guard ring. A guard ring surrounding the victim from three sides only provides an attenuation which 

is only slightly smaller than the attenuation provided by a guard ring surrounding the victim from all 

sides, which is a bit lower than 20dB. The attenuation provided by a single guard stripe between the 

aggressor and the victim is almost 7dB worse than the attenuation provided by a complete ring, but 

with 13dB still significant. 

A deep NWell trench combined with a p+ guard ring was used for shielding in [86]. As 

opposed to a triple well or a deep NWell pocket (as it was called in this paper), a deep NWell trench 

doesn’t enclose the victim from below, but only surrounds it as a ring. While a deep NWell pocket 

(i.e. a triple well) provides a considerably better isolation at lower frequencies, at about 10GHz the 

isolation provided by a deep NWell trench becomes comparable, and they both provide an isolation 

of roughly 15dB. 

The effectivity of most of the shielding methodologies depends strongly on biasing. The 

results of a comparison of a guard ring and a triple well were presented in [87][88], with regards to 

the quality of biasing. For perfect biasing (without any parasitics), the attenuation achieved by a 

triple well is 13dB better than the one achieved by a guard ring. However, with only 500pH 

inductance in the biasing, the attenuation achieved by a guard ring outperforms that of a triple well 

by a couple of dB. The efficiency of the well depends also on the noise frequency; at high frequencies 

and with large inductive parasitics, it’s possible for a guard ring even to increase the noise, by making 

the path to the ground high-impedance, and the path from one point on the chip to another through 

the ring a low-impedance path [87]. The effectiveness of a ring is also dependent on the ring width. 

As stated in [87], larger guard rings provide better isolation at lower frequencies but lose their 

advantage at higher frequencies. 

The impact of substrate noise at the output of an LC VCO was observed in [89]. In order to 

reduce the noise, a p+ guard ring was applied. The dependence of the isolation on the width and 

biasing of the guard ring was examined. The isolation improves with the width of the ring, but not 

linearly – instead, it reaches saturation at some point. Increasing the impedance of the ground 

connection used for the biasing worsens the isolation. 

In [90], the triple well isolation was examined in a broad range of frequencies, all the way up 

to 50GHz. The dependence of isolation effectiveness on the parasitic bias resistance of the well was 

explored. Similar to other papers, this one states that better results regarding noise isolation are 

achieved for smaller parasitic bias resistance. However, it was also shown that the triple well impacts 

the performance of the isolated NMOS transistor. Floating bias (i.e. bias with a high resistance to 

ground) turns out to be preferable for the NMOS parameters – it results in a higher voltage gain and 

a higher output impedance. So, the biasing conditions preferable for better noise isolation are not at 

the same time preferable for NMOS parameters. 

Substrate noise isolation by p+ guard rings and by a triple well, and its dependence on ring 

and well parameters, respectively, was investigated in [91]. Here, the application of a p+ guard ring 

didn’t result in any noise improvement. The reason was that the biasing parasitics were too high. For 

a triple well, it was confirmed that the achieved isolation is dependent on the well area. Larger area 

results in a larger well capacitance, which results in a lower impedance (which especially comes into 

effect at higher frequencies) – thus, increasing the area of a triple well worsens the isolation. 
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Substrate noise suppression by a p+ guard ring, with victim ground and the ground ring being 

biased by the same ground lines, was analyzed in [92]. It was shown that the noise injection here 

dominantly consists of two mechanisms – coupling through the body effect from the bulk, which is 

dominant for lower ground resistances, and coupling from the substrate to the ground through the 

substrate contacts, which is dominant for higher ground resistances. The optimum reduction was 

achieved for ground resistance of 0.5Ω. 

In [27], substrate noise coupling between two p+ contacts and between two n+ contacts was 

investigated. For reduction of noise coupling from p+ contact to p+ contact, two shielding techniques 

were examined: a p+ guard ring and a deep NWell. On the other hand, for reduction of noise 

coupling from n+ contact to n+ contact, a n+ guard ring was used. The two guard ring techniques (p+ 

and n+) performed similarly at almost entire frequency range. The noise reduction in both cases was 

about 30dB at low frequencies and it decreased to about 10dB at 40GHz. At lower frequencies 

(below 1GHz) the n+ guard ring performed slightly better than the p+ guard ring. This was explained 

by the fact that at low frequencies almost the entire noise flow is limited to the NWell in which the 

both contacts are (i.e. almost no noise reaches the substrate underneath the well); since the noise 

flows closer to the surface, it gets collected by the ring more easily. The deep NWell provided the 

best isolation at lower frequencies (about 10 dB better than the guard rings at the lowest frequencies 

measured, and about 5dB better than the guard rings at 2GHz), but the advantage gradually 

decreases at higher frequencies. For the frequencies above 25GHz the isolation provided by the 

deep NWell falls below the isolation provided by the guard rings. The reason for this is the large 

coupling through the well capacitance at higher frequencies. 

As it can be seen from the references listed so far, the isolation performance of the shielding 

techniques such as guard rings and especially triple wells can have some dependence on frequency. 

This dependence is determined by the technology parameters (such as doping profiles), by layout 

parameters (such as well areas or guard ring widths) and by parasitic impedances of the biasing 

structures. Thus, it’s possible to use this frequency dependence to optimize the noise reduction. 

In [93] and [94], forward-biased n+ guard-ring diodes were used to generate variable 

capacitance, which was resonated with the inductance of substrate biasing in order to form a low-

impedance path to the ground. This way, noise reduction by an order of magnitude was reached. The 

principle from [93] and [94] was used as a basis for the work presented in [95]. Similar to [93] and 

[94], in [95] the p-n junction cap in the guard ring resonated with the inductive interconnect to the 

ground, forming a very low impedance path for the substrate noise current – thus additionally 

enhancing the isolation of the GR. The position of resonance can be controlled in several ways: by 

PWell conductivity, by separation distance between the contacts and by GR width. This way, a guard 

ring can be designed for a specific target frequency. The attenuation achieved at the resonant 

frequency was about 30dB better than the one achieved by a conventional structure. Note, 

however, that the frequency range which can be targeted by this methodology is not deliberate – 

there are limitations due to technology parameters and feasible layout structures dimensions.  
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2.3.1.3. Silicon post-processing in order to enhance isolation 

 

In the previous section, some existing shielding techniques using process steps which are 

usually available in serial production were presented. It is, however, also possible to enhance 

isolation by introducing additional process steps (such as forming porous silicon) or by silicon post-

processing after the common process steps are finished. 

In [96] and [97], a gap between analog and digital circuitry in heavily-doped substrate was 

etched from the backside. The achieved substrate attenuation was large – a 30dB interference 

signal was completely removed. This, however, came at a large area cost – the gap was about 14μm 

wide at the bottom of the epi-layer, and the total loss of space for the active circuitry was about 

20μm wide. 

In [98] and [99], by introducing additional process steps, porous silicon was locally formed in 

a heavily-doped substrate between the analog and digital circuitry. The silicon was formed from the 

upper side, and further the wafer was thinned, in order to make the porous region as deep as the 

substrate. Porous silicon has an extremely high resistivity, even above 1MΩ, and the noise reduction 

which was achieved this way is immense: at 2GHz, a reduction of 70dB was achieved, while at 

8GHz a reduction of 45dB was achieved. The width of porous silicon region used to achieve these 

huge numbers, however, was 180μm, which represents a huge loss of active area. Also, since the 

methodology was applied in a heavily doped substrate, its effectiveness falls drastically if there’s 

residual silicon left below the porous silicon region because that would represent a low resistance 

path for noise propagation. In [100], the methodology was also applied in a lightly-doped substrate. 

The contribution of the porous silicon to isolation in a lightly-doped substrate, however, was not as 

high as in heavily-doped substrate: 14dB at 2GHz and 5dB at 20GHz. In combination with two p+ 

ground stripes, the achieved noise reduction was 34dB at 2GHz and 16dB at 20GHz. In [101], 

porous silicon trenches were selectively grown from the backside of the wafer. This selectively-grown 

porous silicon trench was surrounded from both sides with an NWell and the residual silicon above it 

was biased from upper side of the die. The application of this trench contributed to 42.8dB 

substrate noise isolation at 2GHz, however once more at a large cost in area, since the width of the 

trench was about 85μm. 

In [102] and [12], after finishing the silicon process and prior to packaging, a beam of 

penetrating protons was applied at selected locations on the substrate, thus removing free carriers 

and degrading carrier mobility in irradiated areas. This way, a 25 to 30dB substrate noise reduction 

was achieved. There were however a lot of practical implementation issues which would make 

applying of this method difficult in practice: achieving mask alignment in commercial operation, 

possibility of radiation damage to active devices, nuclear activation cooling time and sulfur 

generation as a byproduct of a nuclear reaction. In [103], a region between an aggressor and a victim 

was irradiated by a Helium-3 beam from a cyclotron, which created a local semi-insulated region with 

a resistivity of over 1kΩcm in an otherwise low-resistivity (i.e. heavily-doped) silicon. After applying 

the technique on a structure already having a guard ring, an additional attenuation (compared to the 

measurement prior to irradiation) was about 10dB at 2GHz. The improvement came at a cost of 

increased area – the irradiated region was 50μm wide, and an additional 15μm margine from active 

area was needed in order to avoid radiation damage. 
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2.3.1.4. Shielding by applying through-silicon vias (TSVs) or through-silicon trenches 

 

Backside etching, porous silicon and introduction of irradiated areas improve substrate noise 

isolation by increasing resistance on the noise path through the substrate. Another approach would 

be to shield the victim by a ground-biased Faraday-cage-like structure. A readily available way to 

form such structures is to use through-silicon vias (TSVs). 

In [104], a Faraday-cage was formed by 10μm wide through-wafer vias, and substrate noise 

attenuation of 20dB at 1GHz was achieved for 10μm space between the vias. In [105], the vias 

were also 10μm wide with a 10μm space between them; the achieved substrate noise suppression 

was 40dB at 1GHz and 36dB at 5GHz. In [106], a 30dB noise reduction at 10GHz and 16dB at 

50GHz were demonstrated for 100μm distance between the aggressor and the victim. It was 

shown that the attenuation achieved doesn’t depend on spacing between the vias up to a 40μm 

spacing. A double cage was also applied in this paper; however, despite of a significantly larger area 

penalty, it contributed with only 3dB additional noise suppression. 

In [107], two isolation structures were demonstrated in a heavily-doped substrate: a Faraday 

cage formed by TSVs, and a porous silicon formed from the backside of the wafer. Both 

methodologies showed a similar performance: with TSV-based Faraday cage, noise reduction of 5 to 

18dB was achieved up to 35GHz, while with porous silicon, the noise reduction of 5 to 20dB up to 

35GHz was achieved. 

In [108] and [109] a method which can be used for forming a grounded trench-like Faraday 

cage named “self-aligned wafer level integration technology – SAWLIT” was presented. In this 

method, separate chips were integrated on a common silicon interposer. The interposer was first 

etched with cavities slightly bigger than chips. Further, the interposer was metalized both from the 

sides and from the backside to create metal walls which form a continuous Faraday cage. As the next 

steps, the chips were inserted in these cavities. Finally, the handling substrate underneath the 

cavities was separated, and metallization and passive components were added to the interposer, 

thus providing communication between the chips now lying in cavities. Compared to a high-resistivity 

(lightly-doped) substrate, the improvement in noise separation of 20dB for frequencies above 2GHz 

and up to 25GHz was achieved. For lower frequencies, however, the improvement becomes much 

smaller. On the other hand, compared to a low-resistivity (heavily-doped) substrate, the 

improvement was more than 20dB for frequencies above 5GHz and up to 25GHz, while for lower 

frequencies the improvement was even larger than 30dB. 

In [110] an H-shaped trench-shaped grounded TSV, enclosing both the aggressor and the 

victim from three sides, was used to reduce substrate coupling. The attenuation of 30dB at 

100MHz and 30dB at 1GHz was achieved. 

 

2.3.1.5. Silicon on insulator (SOI) 

 

Silicon on insulator (SOI) technologies have a buried oxide layer separating the silicon 

substrate beneath it from the shallow silicon layer above. The active devices are integrated in the 
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shallow layer above the oxide, which usually has depths in the order of magnitude from 0.1 μm to 

above 1 μm, depending on the type of the SOI technology applied [111]. Regarding the substrate 

noise propagation, the oxide acts as vertical shielding, which prevents the noise from flowing 

through the depth of the substrate and limits its flow to the surface region. Adding a trench isolation 

into the surface region can then completely isolate the victim and further improve substrate noise 

reduction. A example profile of a SOI technology is shown in Fig. 2.10.

Figure 2.10 – A profile of an SOI technology (adapted based on [117])

The application of SOI technologies in order to mitigate substrate noise in mixed-signal 

integrated circuits has been investigated for a long time. One disadvantage of lightly-doped 

substrates compared to heavily-doped (i.e. epi-type) substrates is that they are much more prone to 

the latch-up effect. In [112], epi-substrates with various epi-thicknesses, a lightly-doped substrate 

and a SOI technology were compared both in terms of latch-up and noise. Additionally, junction 

isolation via PWell with a buried n-layer beneath it was analyzed. While epi-substrates are generally 

less prone to latch-up (the thinner the epi-layer, the less the possibility of latch-up), they have a poor 

noise performance. Bulk substrates are quite the opposite – while they provide a good noise 

performance due to their inherent ability to attenuate noise with distance, they are the most prone 

to latch-up. SOI technologies, as well as a PWell with a buried layer beneath, have both good noise 

performance and low susceptibility to latch-up.

Substrate noise levels in SOI and bulk substrates without any additional isolating measures 

were  also compared in [113]. It turned out that the noise in SOI was about 10 dB lower than in bulk 

substrate in a frequency range from 100 MHz to 1 GHz. At higher frequencies, however, there was 

little difference, due to the increased capacitive coupling through the oxide. Also in [114] it was 

shown that SOI technology provides 5 dB improvement at 1 GHz compared to a bulk substrate when 

no additional isolating measures were taken. In [115], [116] and [117], some typical isolation 

techniques in the bulk substrates, including p+ guard rings, NWell rings and deep trench isolation, 

were compared to SOI. While SOI was superior to all the examined structures at lower frequencies, 

at higher frequencies (above 1 GHz) a p+ guard ring provided the best results. Additionally, in [118], 

[116] and [117], SOI was also compared to a p/n junction isolation, i.e. to the application of a triple 

well. Here, the triple well was combined with a p+ guard ring inside the well, surrounding the victim. 

The noise reduction achieved by junction isolation was 2 to 11 dB better than the one achieved by 

SOI in the frequency range up to 1 GHz. They were, however, both outperformed by a simple p+ 

guard ring at higher frequencies (about 1 GHz and above) [116].

So, while SOI performs better than bulk substrates at lower frequency, the advantage is lost 

at higher frequencies, around and above 1 GHz. In order to counteract this issue, [119] suggests 

using a special type of SOI where the substrate underneath the oxide layer has a high resistivity. This 

way, a significant crosstalk reduction can be achieved for frequencies up to 10 GHz. The idea was 
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further analyzed in [120] which also showed that, by increasing the substrate resistivity from 20Ωcm 

to 200Ωcm, the substrate noise reduction improves in the frequency range up to 10GHz. While the 

improvement was small for very low frequencies, at about 1GHz it reached its highest value of about 

15dB, and for higher frequencies it decreased, until at around 10GHz the difference between the 

SOI version with higher and lower substrate resistivity completely diminished. Numerical simulations 

in [120] showed that by increasing the substrate resistivity beneath the oxide, the frequency region 

in which the noise reduction performance is better than in a bulk substrate extends towards higher 

frequencies. One more advantage compared to bulk substrates is that in SOI much lower doping 

rates (and thus higher substrate resistivities) are possible without affecting the performance of active 

devices, since they are in the surface silicon region with higher doping rate. Besides, the isolation by 

the oxide makes the lower doping rates more feasible by preventing the doping impurities from the 

process steps to propagate into the substrate [120]. A very high-resistivity SOI, with substrate 

resistivity above 1kΩcm was also applied in [121], and compared to a common SOI with substrate 

resistivity of 30-40Ωcm. At frequencies from 100MHz to several hundred MHz, the improvement 

was between 5 and 10dB. 

High-resistivity SOI technologies, however, may suffer from a surface conduction effect 

beneath the surface which degrades the resistivity of the underlying region of substrate [122]. The 

effect is caused by the transversal electrical field through the SiO2/Si interface, which induces a 

conductive surface carrier channel in the substrate [122]. As a solution for this issue, the introduction 

of a trap-rich layer beneath the oxide was proposed in [122]. The SOI version using this solution was 

called eSI HR-SOI, which stands for enhanced signal integrity high-resistivity SOI. This solution was 

compared to a common HR-SOI by measurements in the frequency range between 10MHz and 

25GHz. At frequencies above a couple of GHz, no difference was observed. However, while at lower 

frequencies the noise level measured in HR-SOI gradually flattened, in eSI HR-SOI it continued 

reducing at a 20dB/dec rate. At 100MHz, eSI HR-SOI provided a 15dB reduction in substrate noise 

compared to a common HR-SOI. Additionally, the noise induced from the substrate to the drain of a 

victim transistor was measured and compared for the two HR-SOI versions. The largest measured 

peak in the noise spectrum, which was at 500kHz, was 25dB lower in eSI HR-SOI. 

While using SOI with a higher substrate resistivity is based on the principle of reducing noise 

by increasing isolation, a ground-plane SOI (GPSOI) is based on providing an additional low-

impedance path to the ground. In GPSOI, a conductive buried plane, locally biased to the ground, is 

placed between the oxide layer and the substrate beneath it. In [123], a metal-silicide with 2Ω/sq 

was used as the ground-plane, and the substrate noise attenuation was improved for 20dB 

compared to the one from SOI with high-resistivity substrate from [120]. In [124], by applying a 

locally grounded GPSOI, a factor of ten improvement was achieved compared to standard SOI. In 

[125][126] and [127], GPSOI was combined with a Faraday cage structure formed by the vertical 

trenches filled with metal. The bottom of the Faraday cage was comprised of a buried metal tungsten 

silicide ground plane beneath the buried oxide layer, while the cage walls were formed by vertical 

metal-lined n+ polysilicon-filled trenches in the active silicon layer [126]. The trenches formed this 

way were quite narrow (only 2μm), so the area penalty was kept low. By comparing this 

configuration to a standard SOI and a GPSOI without a Faraday cage, an immense improvement was 

demonstrated – while GPSOI offered about 30dB additional noise suppression compared to a 

standard SOI, combining it with a Faraday cage structure increased the noise suppression for further 

30dB, resulting in a total 60dB improvement compared to a standard SOI in the frequency range up 



 
37 

to 10GHz. Interestingly, however, when metal walls were replaced by a 0.5μm deep diffused n+ 

guard ring biased to ground, the achieved noise suppression was even a couple of dB larger. 

Two different versions of guard rings in SOI were examined in [128] – a guard ring in the 

surface region, and a supporting substrate guard ring (SSGR), reaching the substrate beneath the 

oxide. The SSGR showed the best performance at 10GHz frequency, achieving an improvement of 

11dB compared to SOI without a guard ring and 7.5dB compared to SOI with a surface guard ring. 

However, around 1GHz frequency, the SOI with a surface guard ring performed substantially better, 

and SSGR barely offered any improvement compared to SOI without a guard ring. The general impact 

of the biasing of the substrate beneath the oxide and of the silicon above the oxide to the noise 

suppression achieved by SOI was analyzed by simulations in [129]. It was shown that the optimal 

biasing configuration is having both substrate beneath the oxide and silicon above the oxide biased – 

the advantage to the case when they are both floating was as high as 50dB. The simulations, 

however, assumed ideal biasing. Also, in order to avoid a low-impedance path between the two sides 

of the oxide, two separate biasing lines should be used for regions below and above the oxide. 

In common thin SOI technologies, the depth of the surface silicon region is around 0.1μm, 

which impacts the forming of the process layers of the components integrated in such technologies 

and consequently also influences the parameters of those components [111]. This is not the case 

with thick SOI substrates, which have depths of more than 1μm [111]. In [111], the noise reduction 

performance of thick SOI substrates with deep trench isolation (DTI) was analyzed. When thick SOI 

was used without DTI, increasing the distance between the aggressor and the victim from 10μm to 

100μm contributed to substrate noise reduction of around 20dB for frequencies up to a couple of 

GHz. Regardless of the distance, it was observed that the substrate noise isolation starts to diminish 

with frequency at a rate of about 20dB/dec at frequencies above 5GHz. The reason for this is that 

buried oxide becomes transparent at high frequencies. The same happens with the oxide used for 

DTI; thus, at such high frequencies, it also doesn’t make a difference whether DTI is applied or not. 

For lower frequencies, substrate noise suppression improves when the DTI is applied, and the 

improvement becomes larger as the frequency decreases. Below 100MHz this improvement rate 

even reaches around 40dB/dec, and the distance between the aggressor and the victim doesn’t 

impact the noise attenuation anymore. The application of double trenches was also analyzed, but it 

was found that it doesn’t make a difference whether a single DTI or a double DTI is applied. 

All of the articles mentioned so far in this subsection analyzed substrate noise coupling on 

test structures, mostly consisting of a substrate contact where the noise is injected (acting as an 

aggressor) and a substrate contact where the noise is detected (acting as a victim), and the additional 

shielding mechanisms were applied on such test structures. In [130], real circuits were used for a 

comparison between a 0.18μm SiGe BiCMOS process with a bulk substrate and an SOI technology. 

As an aggressor, a stepped buffer was used, while a fully-differential wide-band sense amplifier with 

low gain was used as a victim. At the same separation between the aggressor and the victim, SOI 

suppressed the noise more efficiently than the bulk substrate, with some 50% to 70% lower time-

domain noise peaks at the output of the sense amplifier. However, the aggressor used a relatively 

slow 1MHz clock, which means that the dominant spectral noise peaks could be expected at low 

frequencies, at which, as reported in earlier papers, SOI performs better than bulk substrates. 
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In [131], an in-die through back end of the line (BEOL) metal wall structure was applied in SOI 

in order to reduce substrate noise coupling. This metal wall goes through the oxide and reaches the 

silicon substrate beneath it. It was formed in the following manner: first the trench ring around the 

victim was etched by a focused ion beam (FIB), and then this trench was filled with silver nano-

powder in a post-CMOS process step. A common source amplifier at 1 GHz was used as a victim, and 

the impact of the substrate noise at the output of this amplifier was measured. By applying this 

methodology, a 9 dB reduction in the 3rd order intermodulation (IM3) side spurs at the output of the 

amplifier was achieved.

2.3.1.6. Applying low-noise logic families in digital aggressor design

As explained in Section 2.1, the substrate noise originating from digital circuitry is caused by 

simultaneous switching currents in digital logic. In CMOS logic, idle current is theoretically equal to 

zero, and switching, i.e. loading output and internal capacitances of logic gates, causes huge current 

peaks. These current peaks further cause ground bounce, which gets injected into the substrate 

through substrate contacts in digital circuitry. If these current peaks in digital logic could be avoided, 

substrate noise injection from the digital circuitry would be greatly reduced. Based on this idea of 

reducing current peaks, several low-noise logic families were developed.

In [132], a fully-differential source-coupled logic (SCL) and folded source-coupled logic (FSCL) 

families were introduced. In these logic families, MOS differential pairs are used to steer current 

from constant current sources. The idea is to keep the total current approximately constant, and thus 

avoid current peaks. The SCL and FSCL inverters are shown in Fig 2.11; as it can be seen, the 

technique is very similar to bipolar emitter-coupled logic (ECL). Compared to conventional static 

CMOS logic, switching current spikes in SCL and FSCL families were reduced by about two orders of 

magnitude [132].

(a) (b)

Figure 2.11 – An invertor in SCL (a) and FSCL (b) logic family (adapted from [132])

In [133], a detailed comparison between FSCL and CMOS logic families in terms of switching 

noise, power, delay and area was presented. The improvement in terms of switching noise was huge: 

noise peaks in FSCL were 30-300 times smaller than in CMOS. While FSCL had better power-delay 

product at maximum frequency, the average power at maximum frequency was about two times 
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larger than for CMOS. This is due to the fact that CMOS consumes power only when switching, while 

FSCL has a constant current all the time, thus also consuming power all the time. Area of FSCL was 

also substantially bigger than for CMOS.

While SCL and FSCL logic gates are fully-differential, contain a lot of transistors and occupy a 

large area, a simpler current steering logic (CSL) family, based on single-ended gates, was proposed in 

[134]. The version proposed in [134] was a current-mode circuit, which has a drawback that a 

separate branch is needed for each fanout [135]. Thus, in [135], a voltage-mode CLS logic family was 

proposed. Inverters in current-mode and voltage-mode CSL logic families are shown in Fig. 2.12. 

Regarding switching noise, performance of both CSL types was very similar to SCL and FSCL – the 

switching current spikes were reduced by about two orders of magnitude. As an additional 

advantage compared to CMOS, it was stated in [133] that CSL logic maintains maximum frequency 

with reduced supply voltage, which is not the case with CMOS.

(a) (b)

Figure 2.12 – A current-mode CSL inverter and a voltage-mode CSL inverter (adapted from [135])

In [136], FSCL and CSL families were analyzed and compared to each other. As long as the 

power consumption of both was kept the same, CSL showed a smaller propagation delay. Also, it was 

concluded that CSL is more robust to process fluctuations, is more capable to work at lower supply 

voltages and with lower bias currents and it also has a lower transistor count and thus smaller area. 

However, FSCL performed better in terms of noise: while CSL offered a factor of 10 reduction of 

switching noise peaks compared to CMOS, the reduction achieved by FSCL was by two orders of 

magnitude compared to CMOS, and thus one order of magnitude better than CSL.

Another logic family, named current-balanced logic (CBL) was proposed in [137] and [138]. A 

CBL gate is shown in Fig. 2.13.b. In this logic family, an NMOS pull-down network is used to generate 

a logic ‘0’. For a logic ‘0’ at the output, the M2 transistor from Fig 2.13.b is conducting current. This 

transistor also acts as a pull-up, generating logic ‘1’ when the NMOS network is not conducting. In 

case of a logic ‘1’ at the output, the M3 transistor from Fig 2.13.b is conducting current. The purpose 

of this transistor is to keep the current consumption constant, which happens if M2 and M3 are 

properly matched. This way, switching current peaks can be avoided. The CBL logic family was 

reported to have similar degree of noise reduction compared to CSL, while the performance (noise 

margin, delay) was better and the area was lower for the same supply voltage and consumption 

current. A further version of CBL, called complementary CBL (C-CBL) was proposed in [139], 

containing an additional PMOS transistor in the balancing branch, as can be seen in Fig. 2.13.c.
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(a) (b) (c)

Figure 2.13 – A CSL logic gate (a), a CBL logic gate (b) and a C-CBL logic gate (c) (adapted from [138]
and [140])

In [140] and [141], substrate noise generated by different logic families was evaluated by 

simulation and measurements. For small cells, the advantage offered by CSL and CBL compared to 

CMOS with regards to substrate noise was only marginal. This was because for a single small cell, 

other mechanisms of substrate noise injection become dominant instead of direct ground bounce 

coupling through substrate contacts. The same conclusion was applicable for larger cells in case of 

very low supply inductivity. However, for medium and high inductance levels, larger cells were able 

to cause larger ground bounce, which consequently became a dominant substrate noise source. 

Thus, in this case, CBL cells were effective in reducing substrate noise, while CSL cells were less 

effective.

Generally, despite providing substrate noise reduction, low-noise logic families have never 

gotten widespread acceptance, although there are still new modifications and improvements being 

made, like for example D-PFSCL, proposed in [142]. The reason is that CMOS still maintains the two 

key advantages – low power and low area, which made it the logic family of choice for the 

overwhelming majority of digital circuits designed and produced today.

2.3.1.7. Active noise reduction

As already mentioned in the Subsection 2.3.1.3, noise isolation via p+ guard rings is based on 

providing a low-impedance path in order to divert noise flow. In other words, a p+ guard ring ties the 

surrounding region of the substrate to a quiet ground voltage, thus keeping substrate noise voltage 

at zero. However, the efficiency of a p+ guard ring strongly depends on the parasitic impedance of its 

biasing. Due to that parasitic impedance, substrate voltage under the ring will not be zero. If the 

parasitic impedance is too large, it can even have an opposite effect and contribute to the increase of 

the substrate noise.

Active substrate noise reduction, also called active guarding, alleviates this problem by 

actively regulating the guard ring voltage. The principle of active guarding is shown in Fig 2.14.a. As it 

can be seen, the amplifier is applied to sense the substrate noise, and after amplification insert the 

noise of the opposite sign into the substrate.
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Figure 2.14 – Active substrate noise reduction: (a) active guarding (adapted based on [143]) and (b) 
active decoupling (adapted based on [148])

In [143], the technique was demonstrated on a CMOS test chip in 0.8 μm technology. The 

noise cancelation circuit, however, was implemented by using an external operational amplifier. By 

applying the methodology, the amplitude of the substrate noise (injected as a sinusoidal signal) was 

suppressed to less than 1% of its original value (from the case when no isolating measure was 

applied). The suppression was achieved for frequency up to the frequency of 1 MHz – this limit is due 

to the finite bandwidth of the amplifier. Since the substrate noise is a low level voltage signal close to 

ground, it is difficult to implement an amplifier for sensing it. An AC coupling configuration, with 

capacitors between the feedback input of the amplifier and the substrate, as well as between the 

output of the amplifier and the substrate, was applied in [144]. Substrate noise suppression to less 

than 5% for frequencies between 100 Hz and 2 MHz was demonstrated in a 0.35 μm technology. 

Here, the amplifier was integrated on-chip; however, external components were used for the input 

and output capacitors.

In [145], an active substrate noise reduction circuit was fully integrated in a 0.8 μm SiGe HBT 

technology. In order to evaluate the methodology, the output spectrum of a ring-oscillator sensor 

was measured. Due to the substrate noise, sideband spurs can be observed in the spectrum. By 

applying the methodology, these spurs were reduced for around 20 dB at lower frequencies (around 

and below 10 MHz) and for 3 dB at around 400 MHz. The price that has to be paid was the 

additional area which had to be reserved for the active substrate noise reduction circuit, as well as 

the additional current consumption spent by this circuit.
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Active substrate noise reduction based on switched-capacitor amplifiers was applied in [146] 

and [147] to improve the Signal to Noise plus Distortion Ratio (SNDR) of a delta-sigma modulator. 

The test circuit was implemented in a 0.25μm CMOS process with a low-resistivity substrate. It has 

been shown that the presence of the substrate noise from a switching digital circuit worsens i.e. 

reduces the SNDR for 20dB. The application of the active substrate noise shaping improved the 

SNDR for 10dB in the frequency range up to 10kHz, at a cost of a relatively small power 

consumption increase (additional 3mW of power, where total consumption of two victim delta-

sigma modulators was 2 × 18mW ). 

 All of the active noise reduction circuits mentioned in this subsection needed two points for 

connection to the substrate – a sensing point at their input and injection point at their output. For 

the circuits presented in [148] and [149], only a single connection point was needed. Instead of 

sensing the substrate noise and then generating the compensation signal with the opposite phase, 

this circuit connects the guard ring which is to be regulated to the negative input of an operating 

amplifier with negative feedback, while the positive input is connected to a quiescent ground. This 

way, the substrate noise voltage at the position of the guard ring is regulated to the level of a 

quiescent ground. This technique was called “active decoupling”, and is shown in Fig. 2.14.b. A test 

chip was implemented in a 0.13μm CMOS technology, and the noise levels were compared to a case 

where guard ring is capacitively coupled to a quiescent ground. The improvement ranged from 21dB 

at 40MHz to 13dB at 1GHz. 

 In [150], the active decoupling was applied in a stacked 3D integrated system with through-

silicon vias (TSVs). The goal was not only to reduce the noise caused by the aggressors on the same 

stacked die, but also the noise coupled from the TSVs and originating from other stacked dies. The 

system used for demonstration contained four layers, three of them digital and one mixed-signal 

layer. It was shown that the best results are obtained if the analog substrate decouplers are placed in 

the mixed-signal layer, close to the analog victim circuitry. In case that there’s a purely analog layer 

instead of a mixed-signal layer, it was concluded that the best combination is to have the analog 

layer as the bottom layer, and that the analog substrate decouplers should be placed as close as 

possible to the digital power TSVs in each layer. 

 

2.3.2. System-level methodologies for substrate noise reduction 

 

While most of the physical- and circuit-level methodologies for substrate noise reduction 

were developed specifically for reduction of substrate noise in mixed-signal circuits, the system-level 

methodologies were initially developed for reduction of other simultaneous switching noise forms – 

EMI caused by switching current, and ground/substrate bounce. Later they were also applied for 

substrate noise reduction. However, the capability to simultaneously reduce various forms of SSN 

remains one of their advantages over other methodologies. 

All of the system-level methodologies are based on the same basic principle: The switching 

activity of the digital aggressor is distributed in time by modifying its system-level parameters such as 

clocking scheme and clock distribution. That way, switching current surges are also distributed in 
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time. This further causes the reduction of switching current spectrum peaks, ground bounce, and 

consequently also the substrate noise.

The system-level methodologies for substrate noise reduction can generally be categorized in 

two groups:

- Modifications of the synchronous system clock. This includes:

o Modifications of clock distribution network while maintaining a constant clock 

frequency (i.e. a set of methodologies known under a common name as “switching 

current shaping”)

o Modifications of clock frequency over time (i.e. clock modulation)

- Applying an asynchronous design approach instead of a synchronous design approach

2.3.2.1. Switching current shaping

As said in the introductory paragraphs of this section, switching current shaping represents a 

set of system-level SSN reduction methodologies where the clock frequency is kept constant, while 

the distribution of switching within the clock cycle is modified. The purpose of this modification is to 

spread the clocking activity as even as possible within the clock cycle, thus minimizing switching 

current peaks and consequently reducing all other forms of SSN. Several ways to achieve this were 

proposed so far: using modified clock signal with smooth edges, assigning different clock skews to 

different parts of the digital design, and clocking parts of digital design with opposite clock edges. 

The effect of switching current shaping on the switching current in time domain, as well as on the 

switching current spectrum, is shown in Fig. 2.15.

(a)

(b)

Figure 2.15 – The effect of switching current shaping (a) on the time-domain waveform of the 
switching current and (b) on the switching current spectrum (adapted from [29])
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Historically, this noise reduction principle was first used on output drivers. For example, in 

[151] the output drivers were skewed in order to reduce the peak-to-peak ground bounce voltage. 

Later, with digital integrated circuitry growing in size, its contribution to the switching current 

surpassed that of the output buffers, and the first applications of this principle to the design of digital 

cores were proposed in [152] and [153]. 

In [152], clock skew adaptation was applied with a goal of reducing the peak-to-peak ground 

bounce voltage originating from a digital core. This was achieved by an algorithm which assigns a 

specific clock arrival time to each flip-flop in the core, such that the resulting current peaks are 

minimized, while timing constraints remain respected. In order to simplify the problem, only the 

current originating from clock lines and sequential elements was considered. The algorithm was a 

genetic algorithm, and as an input it required current waveforms for each sequential element. These 

waveforms were modeled by two triangular pulses – one for the rising and another for the falling 

clock edge; their parameters were fitted by a comparison with an analog simulation. The 

methodology was verified by simulations in a gate-level power simulator. On average, around 30% 

reduction in peak current was achieved. 

In [153], the synchronous system was divided into multiple sub-clock domains with relative 

skew. In other words, the sequential elements were grouped into several time bins. An optimizing 

algorithm based on linear programming was presented. The optimization was meant to be applied 

after placement and global routing, but prior to detailed routing, so that delay estimations from 

global routing can be used in the algorithm. Sequential elements were clustered in such a way that 

those with similar skew phases are grouped together and driven by the same clock buffer. The time-

domain waveform of switching current was observed, and its first derivative (proportional to ground 

bounce if ground parasitics are considered to be purely inductive) is minimized. The methodology 

was verified by SPICE simulations both for digital aggressors in ECL logic and for digital aggressors in 

CMOS logic. Of course, in order to be able to simulate the aggressor in SPICE, it had to be relatively 

small. A factor of two noise reduction was achieved for an ECL aggressor, as well as for RCA module 

as a CMOS aggressor. For a 16-bit shift register applied as a CMOS aggressor, the achieved reduction 

was even larger – for about one order of magnitude. 

While these references dealt with the other SSN forms, the reference [154] explicitly 

targeted the reduction of substrate noise by shaping the switching current. Here, however, a 

different approach was used – instead of optimizing the skew of a common rectangular-shaped clock, 

the clock shape itself was modified, and a clock with smooth edges was used. This way, both the high 

frequency components of the clock signals (the source of capacitive coupling) as well as the current 

peaks in the PDN (the source of ground bounce and thus of direct coupling) were reduced. Since the 

system couldn’t operate with such a clock if common sequential elements were used, a special kind 

of D flip-flops was developed for this purpose. It was shown by a theoretical analysis and by 

numerical simulations that the root mean square (rms) of the noise voltage coupled from the 

substrate to the analog ground is approximately reciprocal to the rise and fall time of the clock signal. 

However, only the contribution from switching of the clock net (i.e. the one clock buffer) was 

considered. If switching logic was taken into account as well, the dependency on the rise and fall 

time of the clock signal wouldn’t have been so large. The theoretical and numerical evaluation from 

[154] was applied to fabricate a test chip, and the experimental results were presented in [155] and 

[156]. In [155] the substrate noise itself was measured, and the reduction achieved by applying the 
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methodology was between 20% and 54%. In [156], the noise coupled to the output of an analog 

filter as a consequence of the substrate noise was measured, and the achieved reduction was 

between 30% and 50%. No data on power and area overheads were provided. However, it was 

discussed that on one hand the application of a clock with smooth edges and the corresponding kind 

of DFFs would contribute to increasing the power consumption, while on the other hand the clock 

buffers can be made smaller, what would contribute to decreasing the power consumption. 

The optimization of clock skew with a goal of reducing the substrate noise was applied in 

[157]. The optimization was done for a heavily-doped substrate. As a cost function of the optimizing 

algorithm, a product of the peak value of the supply current and its time-domain slope was used. The 

algorithm distributes the instances of the system into a predetermined number of clock domains. For 

verification, a 4-bit pseudo random noise generator was used as the digital aggressor which had to be 

optimized, and the methodology was verified by simulations in SPICE and a custom-made tool named 

SWAN. The attenuation of the first five substrate noise harmonics was evaluated for the case when 

the switching current corner frequency (i.e. the width of the main lobe of the switching current 

spectrum) is below the resonant frequency of the transfer function. The achieved harmonic 

attenuations were 8.5dB, 20dB, 18dB, 14dB and 13dB, from the 1st to the 5th harmonic 

respectively. The total spectral power was reduced for 6dB. 

This work was further extended in [45]. Here, numerical analysis predicted 34dB substrate 

noise attenuation at the resonant frequency, when the initial digital design was partitioned into 5 

clock regions. A simulation without timing constraints predicted the attenuation at the resonant 

frequency of 6.2dB, 15.3dB, 23.7dB and 24.5dB, in case of partitioning the initial design into 2 to 

5 regions, respectively. With latencies also taken into account, the attenuation in case of four regions 

dropped from 23.7dB to 6dB. Finally, a test chip in 0.35μm CMOS technology was fabricated and 

the optimized design was compared to the original synchronous design. The digital circuit used in this 

test chip was an IQ demodulator with a nominal frequency of 42MHz. The reduction in rms of 

substrate noise by a factor of two was achieved. While the dominant substrate noise harmonic peak 

in the original synchronous design was the 3rd harmonic with 19dBm, the dominant peak in the 

optimized design was the 2nd harmonic with 13dBm, which is 6dBm lower. This was achieved at a 

cost of 3% area overhead and 4% power overheads. Additionally, a second low-noise-optimized 

design, which used separate substrate biasing, on-chip decoupling and a dual supply, was also 

fabricated. While it achieved a slightly better attenuation than the one where clock skew was 

optimized (with the 1st harmonics at 11dBm as the dominant one) and even provided a 5% decrease 

in power consumption (thanks to applying the dual supply), it had a huge area overhead of 70%. The 

methodology partitioning the digital design into clock regions and assigning different clocks skews to 

these regions was further formalized in [158]. 

 In [159] clock latencies were manipulated in order to target substrate noise harmonic peaks 

in a specific frequency band. Firstly, spectral peak reduction by SCS was theoretically analyzed by 

using a periodic triangular switching current model. It was shown that, for the lower harmonics, 

satisfying the equation 

𝑛𝑓0 < min (
1

𝜋𝑡𝑟𝑚
,
1

𝜋𝑡𝑓𝑚
) (2.3) 
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spectral peak attenuation by SCS is negligible. On the other hand, for higher switching current 

harmonics, satisfying the equation: 

𝑛𝑓0 > max (
1

𝜋𝑡𝑟𝑚
,
1

𝜋𝑡𝑓𝑚
) (2.4) 

the switching current magnitude is proportional to 1/𝜆2, with 𝜆 being the relative width of the 

switching current pulse. In [160] it was additionally shown that the optimum attenuation is reached 

for maximum spreading of this relative width, i.e. if the relative current pulse width of the optimized 

system reaches 𝜆 = 1. In this case, the optimum attenuation which can be achieved is: 

𝑆𝑃𝐴𝑛 = 40 log (
1

𝜆0
) (2.5) 

with 𝜆0 being the relative current pulse width of the initial system to be optimized. 

Further in [159], the two-phased clocking was introduced and theoretically analyzed. In two-

phased clocking, the design is partitioned into two clock domains, one clocked by the rising clock 

edge, and another clocked by the falling clock edge. For such a design, switching current had to be 

represented by two periodic triangular pulse waveforms (each starting at its respective clock edge). 

By using such a model, it was mathematically shown that for low switching current harmonics, for 

which: 

𝑛𝑓0 < min (𝑚𝑖𝑛 (
1

𝜋𝑡𝑟1
,
1

𝜋𝑡𝑓1
) ,𝑚𝑖𝑛 (

1

𝜋𝑡𝑟2
,
1

𝜋𝑡𝑓2
)) (2.6) 

with 𝑡𝑟1 and 𝑡𝑟2 being the rising switching current edges of the two clock domains and 𝑡𝑓1 and 𝑡𝑓2 

being the falling switching current edges of the two clock domains, the spectral peak attenuation can 

be expressed as:  

𝑆𝑃𝐴𝑛 = 20 log |
𝑄1 + 𝑄2
𝑄1 − 𝑄2

| (2.7) 

if 𝑛 is odd, while it becomes negligible if 𝑛 is even. 𝑄1 and 𝑄2 in the equation (2.7) represent the 

areas below the single triangular pulse in the periodic triangular pulse model (i.e. the electric charge 

transported in one switching cycle) in the first and the second clock domain, respectively. 

 In order to demonstrate both switching current shaping and two-phase clocking, a test ASIC 

named SCREAMER was implemented in a 130nm CMOS technology and presented in [159]. It 

consists of four wireless baseband processors, each with a different clocking strategy: a standard 

synchronous design, two designs with optimized latencies (the second one with more flexibility in 

timing constraints, i.e. with a more aggressive optimization), and a manually partitioned design with 

two clock domains and two-phase clocking. The frequency band between 790MHz and 910MHz 

was targeted for optimization. The optimization was performed by using a dedicated FloorDirectorTM 

tool by Teklatech [161]. The four macros were symmetrically placed, with a ptap substrate contact in 

the center of each macro, in order to sense substrate noise. The area overhead for all the three 

optimized macros was small: 1.45%, 3.46% and 4.78% for the less aggressively optimized SCS, 

more aggressively optimized SCS and two-phase clocking, respectively. Power overheads were 

moderate for the two SCS designs, 6.52% and 11.23% for the less and more aggressively optimized 

design, respectively. For the two-phase clocking design, however, the power overheads were 

significantly larger, with 26.98%. Substrate noise measurements at the fundamental frequency have 

shown only marginal noise reduction by the two SCS desings, while the two-phase clocked design 
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provided an attenuation of 9.6 dB. On the other hand, within the targeted frequency band, the two 

macros with SCS achieved a substrate noise reduction of the dominant in-band harmonic (at 

850 MHz) by 5.9 dB and 11.1 dB for the less and more aggressively optimized design, respectively. 

The two-phase clocked design provided only 3.7 dB spectral peak reduction in this frequency band, 

although the dominant harmonic was odd. The reason was probably that the order of this harmonic 

is too high for the approximation (2.7) to be valid.

2.3.2.2. Clock modulation

The basic principle of substrate noise reduction by a clock modulation is to spread the 

switching activity of a digital circuit by frequency-modulating the synchronous clock which is fed to 

that digital circuit. This way, the spectral power of each switching current harmonic is spread over a 

wider bandwidth, resulting in a reduced spectral peak amplitude. The effect of clock modulation on 

the time-domain switching current waveform, as well as on the switching current spectrum, is shown 

in Fig. 2.16. Another term often used for this methodology is spread spectrum clock generation 

(SSCG), analogous to spread spectrum techniques used in communications. Sometimes, the term 

clock dithering is also used.

(a)

(b)

Figure 2.16 – The effect of clock frequency modulation (a) on the time-domain waveform of the 
switching current and (b) on the switching current spectrum (adapted from [29])

This idea was first used for reducing the EMI of the switching current at switch-mode power 

supply regulators (i.e. DCDC regulators), as for example in [162], [163] and [164]. The first application 

of clock modulation for digital integrated systems was proposed by [165]. The initially 20 MHz clock 
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was modulated by a unique modulating waveform, which was generated by a waveform generator. 

The modulating waveform had a nonlinear shape which somewhat resembled a modified (slightly 

curved) triangular shape. The goal was to reduce the EMI of the switching current generated by the 

digital core. Lower switching current harmonics were marginally attenuated (e.g. about 2dB 

attenuation at the 3rd harmonic), while the attenuation as high as 13dB was achieved when 

approaching 1GHz. 

A large number of further papers regarding the application of various forms of clock 

modulation for reducing the EMI radiation caused by the switching current of digital cores have been 

published so far. Various different modulation waveforms were investigated: chaotic or pseudo-

random FM clock [166][167][168][169][170], triangular [171] and piecewise linear [172]. In [173], it 

was mathematically analyzed which continuous modulating waveform would provide a theoretically 

optimal attenuation – it turned out to be a waveform with a modified (curved) triangular shape. In 

[174], the analysis showed that discontinuous modulation waveforms can achieve an attenuation a 

couple of dB higher than for continuous clock modulations. 

In [175], clock frequency modulation was used for reducing the ground bounce, first on its 

own, and then also combined with switching current shaping. A triangular shaped modulating 

waveform was used. The clock frequency modulation alone was tested by SPICE simulations on a 

pseudo-random binary sequencer (PRBS) implemented in a 0.18μm CMOS process. The PBRS was 

initially clocked with a a 100MHz clock, and the resonance frequency of a transfer function from the 

switching current to the ground bounce was at 1.15GHz. The largest sideband harmonic in the 

ground bounce spectrum, at 1GHz, was attenuated by 8dB. Further, the clock frequency 

modulation was combined with switching current shaping (by skew optimization) in order to reduce 

the ground bounce. The switching current shaping was performed as described in [45], with 

partitioning of the initial design into four clock regions with different skews assigned. This combined 

methodology was tested on a 40 kGate IC, also implemented in a 0.18μm CMOS process, by 

simulations in a custom tool named SWAN (since the circuit was way too large for SPICE simulations 

to be feasible). The resonance frequency of a transfer function from the switching current to the 

ground bounce was at 421MHz. At the most dominant part of the ground bounce spectrum, around 

the resonance frequency, a spectral peak reduction of about 16dB was achieved. 

The work from [175] was further extended in [29]. Here, a theoretical analysis of maximum 

achievable attenuation at the 𝑝𝑡ℎ clock harmonic achievable by clock frequency modulation was 

given, resulting in an attenuation of: 

𝐴dB(𝑝) ≈ 10 log(2𝛽) (2.8) 

where 𝛽 is a modulation index of the 𝑝𝑡ℎ clock harmonic: 

𝛽 =
∆𝐹

2𝑓𝑚
 (2.9) 

with 𝑓𝑚 being the modulation frequency and ∆𝐹 being the maximum deviation of the frequency of 

the 𝑝𝑡ℎ clock harmonic from the master clock frequency 𝐹𝑐𝑙𝑘 (i.e. the absolute amount of clock 

spreading). ∆𝐹 can further be expressed as ∆𝐹 = 𝑝𝛼𝐹𝑐𝑙𝑘, with 𝛼 being a relative amount of clock 

spreading (relative to master clock frequency 𝐹𝑐𝑙𝑘). Note that Eq. (2.8) is actually an approximation 

which can be derived from the Carson’s law [176]. In order to achieve the maximum attenuation, 𝛽 

should be maximized. By adapting the optimum value of 𝛽, the methodology from [175] was applied 
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on the same test circuits again (this time, with slightly different resonance frequencies of the transfer 

functions - 1GHz for the PRBS circuit and 475MHz for a 40 kGate telecommunication circuit). By 

applying only clock frequency modulation on the PRBS circuit, the dominant ground bounce 

harmonic at 1GHz was attenuated for 14.5dB. By applying a combined clock frequency modulation 

and switching current shaping on the  40 kGate telecommunication circuit, 26dB attenuation of the 

dominant ground bounce harmonic (around the resonant frequency) was achieved. 

While the references mentioned so far used the clock frequency modulation for reduction of 

the EMI produced by the switching current or for reduction of the ground bounce, in [177] using of 

clock frequency modulation for substrate noise reduction was examined. Here, a pseudo-random 

sequence of ones and zeros was generated and used to modulate a fixed frequency clock. The clock 

remains unchanged if a zero is generated, and it becomes inverted if a one is generated. With this 

kind of clock modulation, the setup- and hold-time constraints from the original circuit remain 

fulfilled. As a result, however, the digital circuit driven by the pseudo-random clock has a 25% lower 

throughput. The methodology was verified by Spectre simulations on a 4-bit 2-stage pipelined Kogge-

Stone adder, with supply and ground parasitic inductances included. A 6dB attenuation at the 

fundamental frequency (which was 25MHz) was achieved. Interestingly, in this paper, a possibility to 

use GALS architecture, with different locally synchronous modules clocked by different pseudo-

random clocks was mentioned, but no further analysis of this idea was provided. 

In [178], the methodology from [177] was further updated by adjusting the probability 

distribution of pseudo-random clock generator in order to reduce the throughput penalty. Here, a 

pseudo-random number generator is driving a counter within a probability adjustment block. This 

probability adjustment block then drives a pseudo-random clock generator. The average clock 

frequency at the output (and thus the throughput) is dependent on the length of the counter. For a 

counter with the length of 5, the throughput reduction was lower than 4%, while for a counter with 

the length of 2, the throughput reduction was 25%, like in [177]. A noise generating network 

containing four chains of cascaded buffers was used as a test circuit, driven by a 1GHz clock signal. 

The circuit was implemented in a 90nm CMOS technology with a bulk-type substrate. The dominant 

harmonic in the substrate noise spectrum was the second one, at 2GHz. The attenuation was 

dependent on the length of the counter in the probability adjustment block. With a counter length of 

2, the dominant peak was attenuated for 7.9dB, while with a counter length of 5, the attenuation 

was 3.8dB. 

 

2.3.2.3. Asynchronous design approach 

 

In asynchronous design approach, no clock is needed to synchronize the data flow. Instead of 

a clock, an asynchronous handshake with request and acknowledge signals is used to trigger 

sequential elements. There are various possible realizations of such handshakes, and consequently 

various families of asynchronous circuits. According to [179], asynchronous circuits can be classified 

into following four main categories, based on the timing assumptions which need to be fulfilled for 

the circuit to operate correctly: 

- Speed-independent (SI) 
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o SI circuits operate correctly assuming positive (but unknown) delays in gates and 

ideal zero-delay wires. Since any realistic wire would have some delay, this category 

can be considered as only theoretical. 

- Delay-insensitive (DI) 

o DI circuits operate correctly assuming positive (but unknown) delays in both gates 

and wires. This is a small class of circuits – it contains only circuits composed of 

Muller C-elements and inverters. A Muller C-element is a sequential circuit often 

used in asynchronous design. Its function can be described as “if a=b then y<=a”, 

with a and b being its inputs, and y its output. 

- Quasi-delay-insensitive (QDI) 

o QDI circuits are delay insensitive with an exception of some carefully identified 

isochronic wire forks. A wire fork is a branching of a single original signal into two 

branches. A wire fork is isochronic if both branches have matched latencies. 

- Self-timed (ST) 

o The correct operation of ST circuits relies on more elaborate timing assumption. A 

very important example of ST circuits are data paths based on bundled-data 

protocols. A bundled-data protocol relies on delay matching, which makes sure that 

the order of events at sender’s end is maintained at the receiver’s end as well. 

A vast majority of asynchronous circuits fall into the latest two categories. 

 Asynchronous digital circuits exhibit various advantages over synchronous digital circuits. In 

synchronous digital design, the speed is determined by the clock frequency, which is limited by the 

slowest combinatorial path between two sequential elements driven by that clock. In asynchronous 

circuits, on the other hand, the speed of data propagation between two sequential elements is 

dependent only on the delay of the combinatorial circuitry between these elements, which means 

that asynchronous designs can theoretically work at a higher speed. Besides, as there are no clock 

buffers, no power is lost in the clock delivery network. 

Finally, since there’s no clock in asynchronous circuits, the switching events are not 

simultaneous and concentrated after clock edges. Instead, they are naturally spread in time. Thanks 

to this property, the switching noise generated by asynchronous digital circuits can be much lower 

compared to their synchronous counterparts. Several ASICs demonstrating this low-noise property of 

the asynchronous digital circuits had been presented in literature. 

A configurable self-timed digital signal processor (DSP) was presented in [180]. Together with 

its synchronous version, it was fabricated in a 0.6μm technology. In the switching current spectrum, 

the magnitude of the dominant peak in the self-timed DSP was 1.8 times lower than in the 

synchronous system. The remaining peaks were much more reduced. In [181], an asynchronous 

embedded controller (containing, among other blocks, a 32-bit ARM-compatible asynchronous 

processor core) was presented. The field strength spectrum generated by its evaluation board was 

compared to the spectrum from a synchronous ARM board. The number of detected harmonics 

peaks, as well as their magnitude, were significantly lower in the asynchronous design, with the 

difference in the magnitude of the highest peak being over 10dB. An asynchronous version of a low-

power 80C51 microcontroller was presented in [182], and the results of the supply current spectrum 

measurements for both synchronous and asynchronous version were shown in [183]. The spectrum 
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of the asynchronous version exhibited almost no peaks, with its highest region being at a level more 

than 25dB lower the highest peak of the switching current spectrum of the synchronous version. 

 Two simple 4-bit counters, an asynchronous and a synchronous one, were compared for peak 

switching current in [184]. Due to the periodicity of the input signal, the switching current spectrum 

of the asynchronous version also had peaks at “clock” harmonics; however, these peaks were 

between 4dB and 11dB lower than the switching current harmonic peaks of the synchronous 

system.  In [185], a digital core of an analog-digital converter (ADC) was implemented in two versions 

– a synchronous and an asynchronous (self-timed) one. The maximum switching current peak 

produced by the asynchronous version was about 50% lower compared to the synchronous version. 

In [186], a 4-taps FIR filter was implemented in 0.18μm CMOS technology as an asynchronous circuit 

and compared to its synchronous counterpart in terms of switching current spectrum. The largest 

spectral peak in the asynchronous version was 20% lower than in the synchronous version. A 

further improvement was made in [187], with the largest peak in the switching current spectrum of 

the asynchronous version being 9dB lower than in the synchronous version. 

 A register file (which could be used e.g. as a part of a central processing unit) was used as a 

test circuit to compare asynchronous and synchronous design approaches in [188]. Here, the two 

versions weren’t implemented as an ASIC, but in a Xilinx FPGA of the Spartan-3A family. A probe of a 

spectral analyzer was attached to the FPGA’s surface, and the spectrum of the electromagnetic 

radiation was observed. The highest spectral peak generated by the asynchronous version was 7dB 

lower than the highest spectral peak generated by the synchronous version. 

 The references mentioned so far in this subsection used the asynchronous design approach 

for reduction of switching current and the electromagnetic radiation originating from it. In [189], 

synchronous and asynchronous designs were compared specifically in terms of generated substrate 

noise. As test circuits, a pseudo-random number generator (PRNG) and a 8051 processor were used. 

The circuits were implemented in a heavily-doped 0.25μm process. The asynchronous circuit 

versions were realized as null convention logic (NCL). Substrate noise was probed by a wideband 

amplifier (with unity gain bandwidth of about 1GHz) and measured at its output. For the PRNG, 

14dB substrate noise reduction was achieved, at a cost of almost doubling the area. For the 8051 

processor, substrate noise reduction was 9.5dB, with the area increasing from 0.5mm2 to 

0.62mm2. Additionally, for the 8051 processor, the impact of substrate noise on a delta-sigma 

modulator integrated on the same substrate was examined. The measurements have shown that in 

the presence of the operating synchronous 8051 processor on the same substrate, the signal to noise 

ratio (SNR) of the delta-sigma modulator was degraded for 15dB. On the other hand, in the 

presence of the operating asynchronous 8051 processor, no SNR degradation was observed. The 

work from [190] was further extended in [190]. Here, a 23dB improvement in the case of the PRNG 

and a nearly 10dB improvement in case of the 8051 processor were reported. 
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2.3.2.4. GALS design approach 

 

To the best of the author’s knowledge, no specific GALS-based methodology for substrate 

noise reduction has been developed prior to this work. However, GALS design approach was used for 

reduction of the remaining two forms of simultaneous switching noise – EMI and ground bounce. As 

these methodologies are closely related to the methodologies developed in this thesis, they are 

presented in this section. 

GALS design approach was introduced for the first time in [191]. As already mentioned in the 

introductory Chapter 1, GALS architectures can be understood as a compromise between 

synchronous and asynchronous design styles. A GALS system consists of several locally synchronous 

modules (LSMs), each of them representing a separate clock domain. LSM clocks are generated 

independently from each other, which means that they are naturally desynchronized. In order for 

desynchronized LSMs to communicate between each other, they have to be connected by an 

asynchronous interface, as shown in the example in Fig. 1.1 in Chapter 1. 

GALS systems can be classified in several ways, and several taxonomies were proposed 

[160][192][193]. One way to classify GALS systems is based on the clocking scheme, i.e. on the 

frequency and phase relation between the LSM clocks. As suggested in [160], based on this criterion 

there are four categories of GALS designs: 

- Mesochronous clocking scheme 

o LSMs have exactly the same clock frequency and a stable relative phase difference 

- Plesiochronous clocking scheme 

o LSMs have very close clock frequencies, with a difference up to a couple of percents 

- Ratiochronous clocking scheme 

o LSMs have different clock frequencies, but they are rationally related to each other 

(i.e. their ratio is a rational number) 

- Asynchronous clocking scheme (sometimes also named “heterochronous clocking scheme”) 

o LSMs have nominally different clocks, without any relation in frequency or phase 

assumed between them 

Note that, strictly speaking, the mesochronous clocking scheme would actually represent a 

synchronous design with different skew inserted for different LSMs, since in order to have exactly the 

same clock frequency, the clock has to be generated at a common source and then skewed for 

different LSMs. However, the term “mesochronous clocking” is often used also if the clocks of the 

LSMs have only nominally the same frequency. In reality, due to process and supply voltage 

variations, these frequencies would have a slight offset from each other. 

Another classification of GALS designs is based on the principle of synchronization used at 

the interface between the LSMs, i.e. on the type of wrappers used to provide the data transfer 

between the LSMs. As suggested in [160] and [193], based on this criterion, there are three 

categories of GALS designs: 

- GALS systems with pausible-clock generators 

o The clocking of LSMs is adaptive (pausible, stretchable of data-driven), so that a clock 

pulse is generated only when data is transferred, thus avoiding metastability. 
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- GALS systems with asynchronous FIFO buffers 

o Data are being written in a circular FIFO buffer at the transmitting LSM’s clock edge 

and read from it at the receiving LSM’s clock edge. Write and read pointers address 

the cells to be written or read. By comparing the pointers, full or empty FIFO can be 

detected and signaled, thus preventing FIFO overflow or underflow. In order to 

properly compare the pointers originating from different clock domains, they should 

be represented by a code with Hamming distance of one. 

- GALS systems with boundary synchronization 

o The synchronization is done by sampling the input signal by two or more cascaded 

flip-flops. 

Each of these three synchronization interfaces has its advantages and drawbacks. While 

boundary synchronizers are simple to realize and have a low area overhead, they also have a low 

throughput. Asynchronous FIFOs provide high throughput, but at a cost of a large area overhead. 

Pausible clocking may provide a good throughput at a cost of a moderate area overhead, but the 

design effort needed to implement it is comparably the highest. [160] 

In each GALS-based switching noise reduction methodology, an initially synchronous system 

is converted into an equivalent GALS system. In other words, the initially synchronous system is being 

„galsified“. The process of galsification consists of three main steps: 

- Partitioning of an initially synchronous system into LSMs, i.e. assigning the modules 

of an initially synchronous system to LSMs of an equivalent GALS system 

- Choosing the clocking scheme, i.e. assigning the phases and frequencies of the local 

clocks of the LSMs 

- Adding asynchronous wrappers, i.e. clock domain crossing (CDC) circuitry, in order to 

enable communication between the LSMs 

These three steps don’t necessarilly have to be performed in the order mentioned above (e.g. 

partitioning can be performed after choosing the clocking scheme). 

 In narrower sense, the term „galsification“ is also used just for the step of adding the 

asynchronous interface to a design which has already been partitioned, and for which the clocking 

scheme has already been chosen. If not explicitely stated otherwise, in this work the term 

„galsification“ will be used in broader sense, to describe the entire process, including partitioning, 

clock assignment and galsification in narrower sense. 

 GALS design approach was applied in [194] in order to reduce spectral peaks in the switching 

current spectrum. A pausible clocking scheme was applied, with four-phase bundled-data handshake 

protocol for data transfer between the LSMs. Each LSM had its locally generated clock which could be 

paused or stretched. Also, each clock could be frequency modulated by a triangular frequency 

modulator. Additionally, an intentional skew could also be introduced via a programmable delay line 

within the clock. Note that, while this wouldn’t make much sense for independently generated 

clocks, it would contribute to reducing SSN if LSM clocks were generated from the same synchronous 

clock, as explained in Subsection 2.3.2.1. Even if the LSM clocks were generated by from the same 

synchronous clock, asynchronous data transfer would have a couple of advantages. On one side, it 

would allow for a larger skew than in a synchronous system; also, due to smaller local clock trees, 

larger frequency deviation would feasible with less overhead. The approach was verified on a 64-
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point pipelined FFT processor with the Radix-23 single-delay-feedback (SDF) architecture, 

implemented in a 130nm technology. The nominal clock frequency of the initial synchronous design 

was 80MHz. The initially synchronous design was partitioned into four LSMs with roughly the same 

average current (i.e. the same average power). The power was estimated by using Synopsys Prime 

Time. All the LSMs were configured to run at the same frequency, but with a skew of a quarter of a 

period introduced between them. Additionally, a triangular frequency modulation was applied at 

each clock, however with a relatively small modulation index of only 𝛽 = 4. In order to compare the 

GALS test design with the original synchronous design, the chip could be set to work either in GALS 

mode, or in synchronous mode with an externally provided clock. In case of synchronous mode, 

asynchronous wrappers were bypassed. The measurements have shown that at the fundamental 

clock frequency (which is usually the dominant component in the switching current spectrum), 

harmonic peak generated by the GALS system was 13dB lower than the corresponding peak 

generated by the synchronous system. For higher harmonics, even larger attenuation was reported.  

 In [17] the test design from [194] was presented again, but this time with a thorough 

theoretical analysis of applying GALS with a target of reduction ground bounce. An analytical 

expression for the time-domain magnitude of ground bounce depending on the switching activity 

(i.e. the ratio of switching gates to the total number of gates) was presented. It was theoretically 

shown that lowering the switching activity contributes to ground bounce reduction by two effects. 

Firstly, with fewer simultaneously switching gates, the switching current peaks in time domain will be 

lower. Additionally, by decreasing the number of simultaneously switching gates, the number of non-

switching gates at the observed time point increases. This consequently leads to the increase of an 

on-chip equivalent decoupling capacitance, which is also beneficial for reducing the ground bounce 

peaks. According to this analysis, the optimum partitioning would require distributing the switching 

activity equally over the LSMs. This would be equivalent to the equally distributed average switching 

current, i.e. the average power consumption, which would correspond to the same partitioning as 

presented in [194]. A scheme to enable a robust clock phase modulation was additionally presented. 

This scheme makes sure that after each clock synchronization the four GALS local clocks remain 

evenly distributed over the clock period (i.e. with a quarter of a clock delay between them). Ground 

bounce measurements demonstrated a 40% reduction in peak-to-peak ground bounce in time-

domain. A reduction of harmonic peaks of ground bounce was also observed. The fundamental 

harmonic, which was the most dominant one in the spectrum, was reduced for about 11dB by 

applying the GALS design approach. 

 A GALS demonstrator ASIC named Moonrake was presented in [195] and [196]. This test ASIC 

represented an OFDM baseband transmitter, including a 256-point FFT module, 6 interleaver units 

and various other blocks. This multi-million gate design was implemented in a 40nm CMOS process. 

Two separate versions were integrated on the same die – an original synchronous version, and a 

galsified version. The GALS version was partitioned into 6 LSMs, with pausible clocking interfaces 

between them. The interface was configurable for several possible frequency schemes, including 

nominally mesochronous and heterochronous clocking, and enabling clock frequency sweep from 

25MHz to 265MHz. Introducing a clock phase shift, i.e. skew, was also enabled. Local clocks were 

generated by using ring oscillators, which generally display an increased jitter in presence of voltage 

variations. This, however, is actually helpful for switching noise reduction, since jitter actually 

represents a parasitic clock modulation which additionally reduces the noise. The partitioning itself 

was done so that the power and area of the LSMs is balanced as much as possible. Additionally, it 
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was taken care that the number of communication links between the LSMs is as reduced as possible. 

The measurements of the supply voltage noise spectrum were first done on a dedicated pad. The 

dominant spectral peak at the fundamental clock frequency was reduced for 26dB by applying the 

GALS design approach. However, it was discussed that this result was most probably somewhat 

overly optimistic, since the sensing point on the chip is much closer to the synchronous design 

version. Thus, an additional measurement at another measurement point was performed, showing 

still a very high 19dB spectral peak reduction in favor of GALS. 

 In [16] and [160], a very important theoretical analysis of an optimal GALS partitioning for 

spectral peak attenuation of switching current was presented. A plesiochronous clocking scheme was 

used. It was shown that, for partitioning of an initially synchronous design into 𝑀 LSMs with 

plesiochronous clocking, each switching current spectral peak of the initial synchronous system was 

replaced by 𝑀 lower switching current spectral peaks. In order to theoretically determine the 

optimal GALS partitioning, a triangular periodic pulse model for switching current was used. It was 

shown that the optimum result can be achieved by the power-balanced plesiochronous GALS 

partitioning methodology,  i.e. by selecting the LSMs so that they all have equal average power: 

(∀𝑚) (𝑃𝑚 =
𝑃𝑠𝑦𝑛𝑐

𝑀
=
∑ 𝑃𝑚
𝑀
𝑚=1

𝑀
) (2.10) 

where 𝑃𝑚 is the average power of the 𝑚th LSM, 𝑃𝑠𝑦𝑛𝑐  the total power of the initial synchronous 

system, and 𝑀 the number of LSMs. Note that an approximation has been made that the power 

overhead of GALS asynchronous wrappers is negligible. It was mathematically proven that for the low 

order switching current harmonics, which satisfy the following condition: 

𝑛𝑓0 < min (
1

𝜋𝑡𝑟𝑚
,
1

𝜋𝑡𝑓𝑚
) (2.11) 

where 𝑓0 is the initial synchronous frequency, 𝑛 the order of the harmonic, 𝑡𝑟𝑚 the rise time of the 

triangular switching current waveform for the 𝑚th LSM and 𝑡𝑓𝑚 the fall time of the triangular 

switching current waveform for the 𝑚th LSM, the achieved spectral peak attenuation 𝑆𝑃𝐴𝑛 can be 

represented by the following equation: 

𝑆𝑃𝐴𝑛 = 20 log𝑀 + 𝑂(Λ) (2.12) 
where 𝑂(Λ) is a factor dependent on current profile. For 𝑀 ≫ 1, it was proven that this factor is 

negligible. Consequently, the spectral peak attenuation achieved by power-balanced plesiochronous 

GALS partitioning can be approximated as: 

𝑆𝑃𝐴𝑛 ≈ 20 log𝑀 (2.13) 
 The applicability of this approximation was confirmed by numerical evaluation in MATLAB. 

The power-balanced plesiochronous GALS partitioning methodology was then applied for 

implementing a test chip named Lighthouse. The design to be tested was an FMCW-RADAR 

processor, containing a 4096-point FFT module, and it was implemented in a 130nm CMOS process. 

Two version were separately integrated on the same die – the original synchronous design, and a 

plesiochronous power-balanced GALS design with 5 LSMs. Each LSM was clocked by a separate ring-

oscillator clock generator, and pausible clocking was used for data transfer between the LSMs. The 

overheads for the GALS design were small: 6.61% in power and 4.35% in area. The measurements 

of supply noise have shown that at the fundamental clock harmonic, which was the dominant 

component in the spectrum, an attenuation of 12.29dB was achieved. 



 
56 

Note that, although the power-balanced plesiochronous GALS partitioning wasn’t aimed at 

substrate noise reduction, it can be used for that purpose in the special case when all the analog 

victim modules sharing the same substrate with the digital aggressor circuitry are sensitive at low 

frequencies (e.g. VCOs). However, this methodology can’t be used for protecting analog modules 

which are sensitive at higher frequencies, such as LNAs. More details on the applicability of the 

power-balanced plesiochronous GALS partitioning to substrate noise reduction are presented in 

Chapter 4. In general case, with several different analog modules sensitive in several different 

frequency bands, it is necessary to be able to simultaneously target substrate noise reduction at 

different frequency bands. The goal of the methodology presented in Chapter 4 of this thesis is to 

provide a GALS based approach for switching noise reduction which is capable for targeting higher 

frequency bands, as well as targeting several frequency bands simultaneously, thus being applicable 

for substrate noise reduction in general case. 

 

2.4. Summary 
 

In this chapter, the basics principles of simultaneous switching noise and of substrate noise 

coupling, as well as an overview of related work (both in modeling the substrate noise coupling and 

in substrate noise reduction) have been presented. 

 Firstly, the origin of the simultaneous switching noise, as well as its three main forms – 

switching current, ground bounce and substrate noise – have been presented. The sources of 

substrate noise have been shown, and the direct coupling of ground bounce through the substrate 

contacts has been identified as the dominant substrate noise source. The three phases of substrate 

noise coupling – injection, propagation and reception – have also been explained. 

 Then, the existing modeling approaches which can be used in simultaneous switching noise 

analysis have been presented for each of the three forms of the simultaneous switching noise. The 

attention has especially been paid to the simplified models which are suitable for high abstraction 

level analysis, such as periodic triangular pulse model used for the switching current and lumped 

elements model used for ground bounce. For substrate noise, it has been shown that the existing 

models fall into two categories – the analytical models and the numerical models. The analytical 

models can be useful approximations for analysis, but their applicability is limited to simple 

structures, mostly consisting of a single aggressor and a single victim. The numerical models, on the 

other hand, are precise, but too complex to be used in a simplified analysis at a high level of 

abstraction. Additionally, in order to apply them, some layout details should be known, which further 

limits their applicability to later design phases. For the analysis of substrate noise methodologies 

which are to be presented in this thesis, a model simple enough to be used for theoretical analysis, 

yet suitable to handle configurations with several deliberately placed aggressors, is needed. 

 Further, a detailed overview of the existing substrate noise reduction methodologies has 

been presented, with special attention being given to system-level methodologies. It has been stated 

that the most widely used substrate noise methodologies nowadays are the “standard” shielding 

methodologies, such as using p+ guard rings, deep trenches or triple wells. These methodologies, 

however, do have their drawbacks. The attenuation achieved by p+ guard rings is highly dependent 
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on the ring biasing, while the triple wells are effective only at lower frequencies. Silicon on insulator 

(SOI) technologies use a buried oxide for isolation, but similar to triple wells, they also lose their 

effectiveness at higher frequencies. Using some more sophisticated technology options, such as 

porous silicon, silicon post-processing by ion beams, or using through-silicon vias to form a Faraday-

Cage-like isolation structures can provide immense noise isolation, but it usually comes at a large 

area penalty. Additionally, they significantly increase the complexity of the technological process, 

thus increasing the cost. Applying low-noise logic families instead of CMOS in order to reduce the 

noise significantly increases current consumption. Active noise reduction introduces additional area 

penalty in analog design, and its efficiency is limited by the bandwidth of the active circuit used. 

 System level methodologies are all based on spreading of the switching activity in a digital 

circuit. They generally have the advantage that, besides reducing the substrate noise, they also 

simultaneously reduce the remaining two forms of the simultaneous switching noise – switching 

current and ground bounce. Another advantage is that they can easily be combined with any 

physical-level substrate noise reduction methodology. Two synchronous system-level methodologies, 

switching current shaping (including also two-phased clocking) and clock modulation, as well as 

asynchronous design approach, have been used for substrate noise reduction so far. An overview of 

literature dealing with these methodologies has been presented. For the two synchronous system-

level methodologies, the results of the theoretical analysis of their effectivity in switching noise 

reduction have been presented. While asynchronous designs can provide a significant substrate 

noise attenuation, there’s no general design guideline for optimizing them for noise reduction, which 

makes every design a separate case-study. Additionally, they usually require large area and power 

penalties, as well as a huge increase in design process complexity. 

GALS design approach, as a compromise between synchronous and asynchronous design 

styles, has also been presented. It has been used for reduction of switching current and ground 

bounce, where it has shown promising results. However, to the best of author’s knowledge, no 

specific GALS-based methodology for substrate noise reduction has been developed so far. The 

results achieved in reducing the remaining two SSN forms by using GALS are a good incentive to 

investigate the possibility of substrate noise reduction by applying a GALS design approach, which 

has been done within this thesis. 
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3. The modeling approach for theoretical analysis of system level 

methodologies for substrate noise suppression 
 

In order to be able to theoretically analyze system level methodologies for substrate noise 

suppression in lightly doped substrates, a corresponding substrate noise coupling model at high 

abstraction level has to be available. 

As shown in the previous chapter, the substrate noise generation (i.e. ground bounce as its 

main source) was so far mostly analyzed in time-domain. The analysis in frequency domain was made 

for synchronous systems, but not for GALS systems. Substrate noise sensitivity of analog modules 

depends on noise frequency. Thus, substrate noise analysis in frequency domain is required, and 

consequently, a frequency domain analysis of ground bounce (as the main source of substrate noise) 

for GALS systems is necessary. 

On the other hand, the existing models for substrate noise propagation can be categorized in 

analytical and numerical models. As shown in the previous chapter, the applicability of the analytical 

models is limited to simple structures, mostly consisting of a single aggressor and a single victim. The 

numerical models are too complex to be used in a simplified analysis at a high level of abstraction. 

They also require the knowledge of some layout details, which further limits their applicability to 

later design phases. For the analysis of substrate noise methodologies which are to be presented in 

this thesis, a model simple enough to be used for theoretical analysis, yet suitable to handle 

configurations with several deliberately placed aggressors, is needed. 

Thus, as an auxiliary task of this work, the models for the first two substrate noise coupling 

stages – substrate noise generation and substrate noise propagation (visualized in Fig. 3.1) – are 

developed. The resulting models are presented and their properties are discussed within this 

chapter. 

As a first step, a coarse numerical model of substrate noise propagation in lightly doped 

substrates is developed [P1]. It represents the substrate as a simple impedance network, which can 

consist of capacitive and resistive parts, or be purely resistive, depending on the approximation level 

applied. The primary goal of this model is to enable analysis and comparison of different aggressor 

floorplanning schemes in terms of substrate noise propagation. The model is presented in Section 

3.1.  

As explained in Chapter 2, for medium and large scale digital aggressors and for most of the 

packages, direct ground bounce coupling through substrate contacts is the dominant mechanism of 

noise injection into the substrate. Thus, substrate noise itself can be viewed as a consequence of 

supply/ground bounce, and indirectly as a consequence of the switching noise as well. In other 

words, substrate noise can be viewed as a consequence of the remaining two forms of the SSN. In 

order to analyze substrate noise generation, these two SSN forms have to be modeled in a suitable 

way as well. For representing the switching current, the model from [16] is used, which is a system 

level model applicable for the analysis of GALS systems as well. For representing the ground bounce, 

a frequency-domain ground bounce model is developed [P2] by using the model from [16] as an 

initial point. This frequency-domain ground bounce model is presented in Section 3.2. 
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Finally, based on the ground bounce model which will be presented in Section 3.2, the 

applicability of resistive substrate approximation from Section 3.1 was analyzed [P2] and discussed in 

Section 3.3.

Figure 3.1 – Substrate noise generation from ground bounce and substrate noise propagation

3.1. A coarse model for simultaneous switching noise propagation in 

lightly doped substrates

Prior to developing the model for SSN propagation in lightly doped substrate, the 

requirements which this model should satisfy have to be defined. These requirements are derived 

from the purpose of the model, i.e. from its intended usage as a means for the analysis of 

methodologies for substrate noise coupling reduction at system level:

- Since the analysis of system level methodologies is targeted, the model should be simple 

enough to provide analysis at the corresponding abstraction level, and it should enable the 

full chip analysis.

- System level methodologies are comprised of system-level decisions such as GALS 

partitioning and floorplanning strategy, which have to be made in an early phase of a design 

flow, before any exact details of the layout are known. Thus, the model should be applicable 

for use in an early phase of a design flow, and it may not include the exact layout data.

- The model is intended for analysis of the methodologies and as a guideline for system level 

decisions, not for the verification afterwards. Thus, high accuracy is not of utmost 

importance – speed and simplicity are more important.

The requirements for model speed and simplicity, as well as the absence of the need for high 

accuracy, imply that either an analytical model or a simplified numerical model (with an extraction 

time which is not too long) is needed. As it has been stated in Chapter 2, analytical models that can 

be found in literature are either aimed at epi-type substrates or at circuits with very few elements in 

lightly doped substrates. Besides, due to the neglecting the coupling between the distant contacts, 

they’re not suitable for full-chip analysis. Full-chip analytical models for more complex systems in 

lightly doped substrates would be possible only for a very limited set of special cases, and thus would 

not be suitable for usage in comparing various floorplanning solutions and finding the optimal one.
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Thus, a simplified numerical extraction model is developed. A finite difference method 

(FDM), a technique based on solving the Poisson’s equation, has been chosen as an initial point. The 

substrate is discretized into small cubic domains, and a Poisson’s equation is written for each of 

them. Then, the Poisson’s equation is translated into Kirchoff’s laws, and a mesh of impedances is 

obtained, with each discretization domain being replaced by a mesh node. Mesh impedances consist 

of a resistive and a capacitive component connected in parallel, as shown in the Fig. 2.8. The values 

of mesh elements are extracted from the specification of the IHP’s SiGe:C BiCMOS technologies, 

which are well-suited for MSICs [25]. These technologies use a lightly-doped substrate, with 50 Ωcm 

resistivity. The impedances of resistive and capacitive elements in each of the mesh branches will 

have an equal value at a frequency of 3 GHz; which means that the resistive approximation (i.e. 

approximating all the mesh branches as being purely resistive) can safely hold up to at least 

approximately 300 MHz (where the impedance of the capacitive element is an order of magnitude 

higher than the impedance of the resistive element). In general, for higher frequencies, the RC-mesh 

approach has to be used. Note that the model obtained in this case is valid only for the specific 

extraction frequency (and approximately valid for the narrow band around that frequency). If there 

are more frequencies of interest, the procedure would have to be repeated for each of them. 

However, as it will be shown in Section 3.3, if the spectrum of ground bounce is taken into 

consideration, it is possible to use the resistive approximation also for frequencies which are 

somewhat higher than the border frequency mention above. 

 

 
 

Figure 3.2 – Contacts between elements of different size – adding a node (adapted from [P1]) 
 

In order to appropriately take into account the size of substrate contacts, the discretization 

step on the substrate surface is equal to minimum substrate contact size. For the IHP’s 250 nm 

SiGe:C BiCMOS technology [25], that step is 780 nm, which means that more than 1.6 million nodes 

are needed to discretize a substrate surface of one square millimeter [P1]. Maintaining such a 

discretization step throughout the internal structure of the substrate would result in an excessively 

large number of nodes needed to represent an entire substrate. Thus, in order to reduce the number 

of nodes in an initial mesh, a variable discretization step has been applied. The discretization is 

getting coarser for layers further away from the surface, which is justified by the fact that currents 

flowing away from the surface generally make larger distances, so the discretization error will have a 

lower impact. In order to properly interface adjacent substrate layers discretized with a different 

step size, additional nodes are introduced at contact surfaces between cubes of different 

dimensions, as shown in the example in Fig. 3.2. 
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Since the direct coupling through substrate contacts is the dominant substrate noise source, 

all the noise sources other than direct coupling through substrate contacts are neglected. Thus, the 

only ports of the substrate mesh to the outside world are the substrate contacts. In case that the 

chip has a conductive backplane, it is also connected to the substrate mesh as an additional contact. 

In lightly doped substrate, especially for the coupling at longer distances, equivalent substrate 

impedances between the substrate contacts are much larger than the impedances of substrate 

contacts themselves. Thanks to this, the impedances of substrate contacts (ptaps) can also be 

neglected. 

The exact positions of substrate contacts are usually not known before the back-end design 

phase, in which the exact chip layout is determined. In order to be able to make noise estimations 

prior to this phase, an assumption about the positions of substrate contacts has to be taken, such 

that the extracted model doesn’t differ much from the model extracted by taking into account the 

actual contact positions. The assumption can be made by making use of the regular structure of 

digital cells in an IC. All the digital cells have the same height, which is equal to the distance between 

the adjacent supply and ground stripes in the on-chip PDN. After placement, adjacent cell rows share 

the same supply/ground stripe. Substrate biasing is done by connecting the substrate contacts to 

ground stripes. Note that, in general case, substrate contacts don’t have to be at the same distance 

from the cell bottom for different cells. One of the most important placement goals in modern digital 

circuits is the minimization of the area – thus, digital cells are usually placed with little free space 

between them (and if there is free space left in between, it is filled with filler cells). Thanks to this, it 

can be assumed that there is some regularity in horizontal positioning of substrate contacts as well. 

 
 

Figure 3.3 – Assumed contact positions  (adapted from [P1]) 
 

Based on the assumptions mentioned above, the distribution of substrate contacts as shown 

in Fig. 3.3 is assumed. It is approximated that the contacts form a rectangular net. In vertical 

direction, each contact is positioned at a distance equal to 0.25 the cell height from the nearest 

ground stripe, i.e. at a distance equal to 0.75 cell heights from the nearest power stripe. This means 

that the vertical distance between adjacent contacts of cells sharing the common ground stripe is 

equal to half of the cell height, while the vertical distance between adjacent contacts of cells sharing 

the common power stripe is equal to 1.5 cell heights. The average horizontal distance between the 

substrate contacts can be determined from the area reserved for the digital module, the average cell 

length, and the number of substrate contacts per cell. Let the standard cell height be 𝑎, the length of 
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the area reserved for the digital module 𝑏, the number of cell rows reserved 𝑛ℎ, and the total 

number of cells to be placed in the module 𝑛𝑐. This means that the total area of the digital module is 

𝑛ℎ ∙ 𝑎 ∙ 𝑏, where 𝑛ℎ ∙ 𝑎 is a vertical dimension. From this, the average number of cells in one row can 

be calculated as 𝑛𝑠 = 𝑛𝑐/(𝑛ℎ ∙ 𝑎). In the simplest case of one substrate contact per cell, the average 

horizontal distance between the adjacent contacts can be calculated as 𝑏/𝑛𝑠. In case of a different 

average number of contacts per cell, this value should be correspondingly modified. Note that by 

“average number per cell”, the average over the cells used in the module is meant, not the average 

over the cell library. 

Of course, the assumed distribution of substrate contacts will in general not match the actual 

distribution. While this may introduce a significant error in estimating the local fluctuations of 

substrate voltage within the aggressor, it shouldn’t significantly impact the estimation of noise 

coupling to the analog victims outside the digital block (which is the actual goal of this model). The 

analysis of an error introduced by this assumption is presented later in this chapter. 

Applying the above approximation has enabled creating the substrate mesh with its ports to 

the outside world defined before the exact layout details are known. The number of these ports can 

further be significantly reduced if an equal ground bounce approximation is applied – if ground 

bounce can be considered to be approximately equal for the entire digital block (which is the case if 

the package parasitics are dominant compared to on-chip parasitics), all the substrate contacts inside 

the block can be shorted. 

This approximation basically reduces every digital aggressor to a single port. If a conductive 

backplane is present, it remains represented as a single port as well. The remaining ports belong to 

the analog victim, which can be assumed to have a separate biasing, in order to avoid direct noise 

coupling via the PDN. Note that, while the actual amount of coupling depends on the number of 

substrate contacts within the victim, the ratio between the amounts of coupling for different 

aggressor floorplans remains almost unchanged regardless the number of contacts. Since the main 

purpose of the model is the comparison of different aggressor floorplanning strategies, it’s enough to 

keep just the minimum number of contacts needed to represent the victim. For the purpose of 

developing a general substrate noise reduction methodology, independent on the victim type and on 

its layout, the representation of the victim should be symmetric. Thus, as the simplest possible 

solution, the victim is represented by a single contact. 

Of course, in case that more information on the type of the victim is available, i.e. if a 

methodology adjusted to a specific victim type should be developed, some more complex 

representation of the victim can be used. If the victim is modeled to contain more substrate contacts, 

and if the on-chip parasitics in the substrate biasing line of the victim are negligible to package 

parasitics, an equal ground bounce approximation can be applied for them as well, i.e. they can be 

shorted to a single node, thus reducing the victim to a single port in this case as well. 

The number of ports is now reduced to one per each aggressor, one for the victim, and one 

for the conductive backplane (if present). However, the total number of nodes in this initial 

impedance network remains huge. Since nodes in the interior of the substrate are not of interest, 

this network should be reduced so that all the nodes except the ports are eliminated. 
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As a preparation for this reduction process, a modified nodal analysis (MNA) system of 

equations is formed, describing the initial impedance matrix of all the nodes obtained by substrate 

discretization. The numeration of nodes starts from one of the edges of the top layer, and the 

numbers increase as shown in Fig. 3.4.a. The resulting matrix is symmetric and very sparse, with 

sparsity pattern as shown in an example in Fig. 3.4.b. 

 
 

Figure 3.4 – Node numeration and sparsity pattern for the initial impedance matrix 
 (adapted from [P1]) 

 

After forming the initial matrix, the reduction can be performed in a way similar to the one 

described in [18]. Let the substrate matrix have 𝑛𝑝 ports 𝑃1, 𝑃2, …, 𝑃𝑛𝑝 , let the port 𝑃𝑘  be connected 

to a unit voltage generator, while the remaining ports are connected to the ground. In this case, the 

current flowing through the port 𝑃𝑖, 𝑖 ≠ 𝑘, will be equal to the equivalent admittance between the 

port 𝑃𝑘  and the port 𝑃𝑖. This way, the admittances 𝑌𝑘𝑖, 𝑖 ≠ 𝑘, i.e. the impedances 𝑍𝑘𝑖, 𝑖 ≠ 𝑘 can be 

calculated. By repeating the procedure (connecting the unit generator to a port while the remaining 

ports are connected to the ground and calculating the currents through the remaining ports) for 

every port, all the impedances of the reduced substrate network, containing only the ports as its 

nodes, are determined. 

In each of the iterations of the reduction process, the system of equations to be solved has 

the form: 

𝐌𝐕 = 𝐈 (3.1) 
where 𝐌 is the admittance matrix, 𝐕 is the array of node voltages, and 𝐈 is the array of currents 

flowing from the nodes. The entry in the voltage array 𝐕 corresponding to the port to which the unit 

generator is connected has a value of 1, the entries corresponding to the remaining ports have a 

value of 0, while the remaining entries of this array are unknowns. The elements of the current array 

𝐈 corresponding to the port nodes have unknown values, while the elements corresponding to the 

remaining nodes are equal to zero. The admittance matrix 𝐌 can be represented as following: 

 

(3.2) 
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where 𝐌0 is a square submatrix corresponding to surface nodes and their mutual connections, and 

𝐌𝑊1𝐿1  and 𝐌𝑊1𝐿1
𝐓  are the submatrices corresponding to connections between surface nodes and the 

first layer beneath. Each of the surface nodes is connected only to one of the nodes in the layer 

beneath, so consequently each of the nonzero elements of the submatrices 𝐌𝑊1𝐿1  and 𝐌𝑊1𝐿1
𝐓  is 

equal to the admittance between a node in the surface layer and a node in the layer beneath. 

Let all the columns of the matrix 𝐌 which are multiplied by zeroes from 𝐕 in (3.1) be 

removed, and let all the zero elemets of 𝐕 be removed as well. Further on, let the columns of the 

matrix 𝐌 which are multiplied by ones from 𝐕 in (3.1) be moved to the right side of the equation, 

thus turning the array 𝐈 into a new array 𝐁𝑡𝑒𝑚𝑝, and let the elements of 𝐕 equal to one be removed 

as well. As a result, the initial matrix 𝐌 will be turned into a new matrix 𝐌𝑟𝑒𝑑,𝑡𝑒𝑚𝑝, the initial voltage 

array 𝐕 will be turned into a new voltage array 𝐕𝑟𝑒𝑑, and the equation (3.1) will be turned into (3.3), 

which will still hold: 

𝐌𝑟𝑒𝑑,𝑡𝑒𝑚𝑝𝐕𝑟𝑒𝑑 = 𝐁𝑡𝑒𝑚𝑝 (3.3) 

Note that the array 𝐕𝑟𝑒𝑑  contains only the unknown variables. Further on, let all the rows in 

the system (3.3) corresponding to the port nodes (i.e. to unknown elements in 𝐈, now in 𝐁𝑡𝑒𝑚𝑝) be 

removed. This way, the matrix 𝐌𝑟𝑒𝑑,𝑡𝑒𝑚𝑝 is reduced to a new matrix 𝐌𝑟𝑒𝑑, and the array 𝐁𝑡𝑒𝑚𝑝 is 

reduced to a new array 𝐁. The resulting equation is: 

𝐌𝑟𝑒𝑑𝐕𝑟𝑒𝑑 = 𝐁 (3.4) 
with all the elements of 𝐌𝑟𝑒𝑑  and 𝐁 known, and all the elements of 𝐕𝑟𝑒𝑑  being unknown variables. 

Note that the array 𝐁 could have been obtained also directly from (3.1), by moving the products of 𝐕 

array with the elements of 𝐌𝑊1𝐿1
𝐓  to the right side of the equation and by removing the elements of 𝐈 

containing unknown variables. 

Just like the initial matrix 𝐌, the matrix 𝐌𝑟𝑒𝑑  is also symmetric and sparse. This enables 

solving (3.4) by some of the iterative methods for solving sparse systems of linear equations, readily 

available as built-in functions in MATLAB. An example of such functions is bicg for biconjugate 

gradients method [197]. 

After solving (3.4) for 𝐕𝑟𝑒𝑑, all the elements of the initial voltage array 𝐕 are known. Let 𝐌𝐓 

be a matrix consisting of the rows of 𝐌 corresponding to the unknown elements of the initial current 

array 𝐈, and let 𝐈𝐓 be an array consisting of the unknown elements of 𝐈. The unknown currents can 

now be directly calculated as: 

𝐈𝐓 = 𝐌𝐓𝐕 (3.5) 
Finally, as already explained, from the currents corresponding to the ports connected to the 

ground, the admittances of the equivalent reduced substrate network are determined. The 

procedure is repeated until all the necessary impedances are determined. For 𝑛𝑝 ports, the 

procedure should be repeated 𝑛𝑝 − 1 times. In other words, for a system with 𝑛𝐴 aggressors, one 

victim and a conductive backplane, the procedure has to be repeated 𝑛𝐴 + 1 times. 

As an exemplary structure to demonstrate the properties of the substrate mesh reduction 

procedure, a 1mm x 1mm x 300μm die is taken. The substrate is discretized as shown in Table 3-I, 

with the resulting mesh containing 2184400 nodes. The first example analyzed contains two digital 

aggressors and one victim. Each of the aggressors consists of 100 inverters, with each of the inverters 
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having one substrate contact. The initial network was formed and reduced both as a purely resistive 

mesh and as an RC mesh at the frequency of 100 MHz; the execution times of the reduction 

algorithm with MATLAB on a personal computer was 1 h 19 min and 2 h 46 min, respectively. The 

impedance network resulting from the reduction in each of those two cases is shown in Table 3-II. By 

adding the voltage generators modeling the ground bounce (as it will be shown in the next section) 

and the package parasitics, the final model is obtained, as shown in Fig. 3.5. 

The validity limit of the model obtained from the R-extraction is analyzed in Section 3.3. Note 

that the model obtained from the RC-extraction also has its validity limit – at very high frequencies, 

NWell impedance becomes comparable to bulk impedance, so the assumption about direct coupling 

being the only significant noise source would not be valid anymore. In this case, additional 

capacitances modeling the NWells have to be introduced into the model as well. 

Table 3-I – Substrate discretization [P1] 

Step (μm) 0.78 1.56 3.12 6.24 12.48 24.96 49.92 
Number of layers 1 1 1 3 6 4 2 
Nodes per layer 1280x1280 640x640 320x320 160x160 80x80 40x40 20x20 

 

Table 3-II – Extraction results for the exemplary structure [P1] 

 
Impedance (MΩ) 

Extraction from R-mesh Extraction from RC-mesh 
𝒁𝟏𝟏 0.7875 0.7866 – j∙0.0260 
𝒁𝟏𝟐 7.6649 7.6566 – j∙0.2533 
𝒁𝟏𝟑 2.7826 2.7796 – j∙0.0920 
𝒁𝟐𝟐 0.3354 0.3350 – j∙0.0111 
𝒁𝟐𝟑 0.5218 0.5212 – j∙0.0172 
𝒁𝟑𝟑 0.2133 0.2131 – j∙0.0071 

 

 
 

Figure 3.5 – A schematic of substrate coupling model  (adapted from [P1]) 
 

The error introduced by the assumption of regularly positioned contacts is analyzed by 

comparing the extraction results obtained with the assumed and with modified contact distribution. 

Two cases of modified contact distribution are generated – case 1 (shown in Fig. 3.6.a), with contacts 

randomly displaced from the assumed positions, at the distance up to half the distance between the 

contacts, and case 2 (shown in Fig. 3.6.b), with each contact being moved for a distance equal to the 

maximum range from case 1, in the opposite direction for the two aggressors. Case 1 should model 

the realistic contact distribution, while case 2 should model the worst case error in assumption of 

contact positions. In both cases, the extraction is performed from the R-mesh. 
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Figure 3.6 – Assumed (in black) and modified (in red) contact positions for case 1 (a) and case 2 (b) 
 

 The substrate impedances resulting from the extractions in both cases are shown in Table 3-

III, together with the corresponding errors introduced by approximating the modified contact 

positions with the assumed regular contact distribution. As it can be seen, the maximum error 

introduced by this approximation was 1.5 %, which makes the approximation of regular contact 

positions valid for a pre-layout estimation. 

Table 3-III – Results of extraction with modified contact distributions [P1] 

 Case 1 Case 2 
Resistance (MΩ) Relative Error Resistance (MΩ) Relative Error 

𝒁𝟏𝟏 0.7873 0.03 % 0.7882 0.09 % 
𝒁𝟏𝟐 7.6424 0.3 % 7.7165 0.7 % 
𝒁𝟏𝟑 2.7882 0.2 % 2.7655 0.6 % 
𝒁𝟐𝟐 0.3347 0.2 % 0.3368 0.4 % 
𝒁𝟐𝟑 0.5240 0.4 % 0.5298 1.5 % 
𝒁𝟑𝟑 0.2138 0.2 % 0.2126 0.3 % 

 

Finally, the dependence of extraction time on the parameters of the structure for which the 

substrate model is being extracted is examined. 

 
 

Figure 3.7 – Extraction time as a function of die area (extraction from R-mesh) (adapted from [P1]) 
 

An extraction of a system with one aggressor of constant size and one victim is repeated for 

various chip sizes, in order to determine the dependence of extraction time on the chip area. This 

dependence is shown in Fig. 3.7. Extraction time increases approximately linearly with the chip area, 

and for larger chips, it can become impractically long. Note that the chip area for which the model 
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can be extracted is also limited by the available memory resources – extracting for larger areas would 

require more resources. Improving the discretization strategy by applying a variable discretization 

step also in the horizontal direction (e.g. discretizing with a coarser step in the surface areas which 

are not in vicinity of contacts) might help avoiding this problem to some extent. 

In order to determine the dependence of extraction time on the size of an aggressor block, 

the extraction has also been repeated for various aggressor sizes, for a system with one aggressor 

and one victim, and with a fixed die area of 0.5 mm x 0.5 mm. From the resulting graph, shown in Fig. 

3.8.a, it can be seen that the dependence of the extraction time on the size of the aggressor is quite 

weak. Slight decrease in the extraction time with an increased size of an aggressor is due to a smaller 

size of the 𝐌𝐫𝐞𝐝 matrix for bigger aggressors. The dependence of extraction time on the number of 

aggressors has also been examined, by repeating the procedure for 2 to 10 equally sized aggressors, 

on a fixed die area of 0.5 mm x 0.5 mm. As shown in Fig. 3.8.b, the extraction time increases with the 

number of aggressors as expected, since for each new aggressor the extraction procedure has to be 

repeated once more. Note that, if the equal ground bounce approximation wasn’t applied, each of 

the substrate contacts would have to be treated as an independent aggressor, which would result in 

an extremely long extraction time. 

  
 

Figure 3.8 – Extraction time as a function of (a) aggressor size, and (b) number of aggressors 
(extraction from R-mesh) (adapted from [P1]) 

 

The output of this extraction procedure is a reduced substrate mesh, as shown in an example 

in Fig. 3.5. The final model is completed by adding the biasing parasitics for victim and backplane 

contacts, as well as the voltage generators modeling the ground bounce for digital aggressors. In the 

next section, modeling of ground bounce in frequency domain is explained. 

 

3.2. A frequency domain model for ground bounce in synchronous 

and GALS systems 
 

The analysis in this work is mostly limited to systems which are small enough so that 

package-parasitics are dominant compared to on-chip parasitics, i.e. to systems for which the equal 

ground bounce approximation can be applied. For such systems, there’s no need for modeling the 

PDN as a distributed parasitics network – a lumped model of package parasitics, such as the one used 

in [17] for time-domain analysis of ground bounce, is sufficient. Such a lumped model is shown in the 
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Fig. 3.9, with 𝑅𝑝, 𝐿𝑝 and 𝐶𝑝 modeling the PDN (i.e. mostly package) parasitics, 𝐶𝑑  representing the 

decoupling capacitance (including both the intentional decoupling capacitors and the capacitance of 

non-switching circuitry), 𝐼 representing the switching current, and 𝑉𝑑𝑑  representing the steady off-

chip supply voltage. 

 
 

Figure 3.9 – A lumped PDN model  (adapted from [P2]) 
 

The dependence of ground bounce voltage 𝑉𝑔𝑏 on switching current 𝐼 can be directly 

determined from the schematic in Fig. 3.9: 

𝐻(𝑠) =
𝑉𝑔𝑏(𝑠)

𝐼(𝑠)
=

𝑅𝑝 + 𝑠𝐿𝑝

1 + 𝑠𝑅𝑃(𝐶𝑝 + 2𝐶𝑑) + 𝑠
2𝐿𝑝(𝐶𝑝 + 2𝐶𝑑)

 (3.6) 

The shape of the transfer function depends on the polynomial in the denominator. In case that this 

polynomial has two conjugate-complex zeros, i.e. in case that: 

𝑅𝑝
2(𝐶𝑝 + 2𝐶𝑑) (4𝐿𝑝) < 1⁄  (3.7) 

the transfer function is underdumped, with the resonant frequency: 

𝜔𝑟 =
1

√𝐿𝑝(𝐶𝑝 + 2𝐶𝑑)

 
(3.8) 

and the resonant peak magnitude: 

|𝐻(𝑗𝜔𝑟)| = √
𝐿𝑝

𝐶𝑝 + 2𝐶𝑑
(1 +

𝐿𝑝

𝑅𝑝
2(𝐶𝑝 + 2𝐶𝑑)

) (3.9) 

For any given package, the values 𝑅𝑝, 𝐶𝑝 and 𝐿𝑝 are fixed. Thus, whether or not the condition 

(3.7) is fulfilled, depends on the only remaining parameter – the decoupling capacitance 𝐶𝑑. Common 

order of magnitude ranges of package parasitics, according to specifications of some large IC 

producers [198][199], are 0.01 ÷ 1Ω for 𝑅𝑝, 0.1 ÷ 10nH for 𝐿𝑝 and 0.01 ÷ 0.1pF for 𝐶𝑝. Based on 

that, the boundary value of 𝐶𝑝 + 2𝐶𝑑 below which the transfer function is underdumped (i.e. for 

which there’s a resonant peak) is somewhere within the order of magnitude range of 100pF ÷

1mF. Note that this value is much larger than the expected value for 𝐶𝑝, so the sum 𝐶𝑝 + 2𝐶𝑑 can be 

approximated as 2𝐶𝑑. Even in the most optimistic case, the value of 𝐶𝑑  has to be at least 100pF in 

order to completely dump the resonant peak, which would require a rather large area. For example, 

a MIM capacitor of this size in IHP’s 250nm BiCMOS SiGe:C technology [25] would occupy 0.1mm2, 

which can already be too big for the applications where the available area is small. Due to this, it is 

assumed in this work that the PDN transfer function is underdumped, i.e. that it exhibits a resonant 

peak. An example of such a transfer function is shown in Fig. 3.10. 
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Figure 3.10 – The magnitude of an underdumped PDN transfer function 
 

In this simple lumped model, the ground bounce spectrum is a product of the switching 

current spectrum and the PDN transfer function. As already mentioned in the introduction of this 

chapter, for modeling the switching current, the model described in [16] was used, where the 

average switching current of a synchronous system is represented as a periodic triangular pulse 

waveform. An example of one period of such a waveform is shown in Fig. 3.11. 

 
 

Figure 3.11 – Switching current modeled as a periodic triangular pulse  (adapted from [P2]) 
 

The frequency domain representation of this signal is also provided in [16] – the 𝑛𝑡ℎ 

component of its Fourier series, modeling the 𝑛𝑡ℎ switching current harmonic (at the frequency 𝑛𝑓0), 

is: 

𝐹𝑛 =
𝐼𝑝

𝑗2𝜋𝑛
(sinc(𝜋𝑛𝑓0𝑡𝑟) − sinc(𝜋𝑛𝑓0𝑡𝑓)𝑒

−𝑗𝜋𝑛𝑓0(𝑡𝑟+𝑡𝑓)) 𝑒−𝑗𝜋𝑛𝑓0𝑡𝑟  (3.10) 

where 

sinc(𝑥) = sin(𝑥) 𝑥⁄  (3.11) 

From (3.6) and (3.10), the 𝑛𝑡ℎ harmonic of the ground bounce spectrum can be determined 

as: 

𝐹𝑛 =
𝑅𝑝 + 𝑗𝜔𝐿𝑝

1 + 𝑗𝜔𝑅𝑝(𝐶𝑝 + 2𝐶𝑑) − 𝜔
2𝐿𝑝(𝐶𝑝 + 2𝐶𝑑)


𝐼𝑝

𝑗2𝜋𝑛
∙ 

∙ (sinc(𝜋𝑛𝑓0𝑡𝑟) − sinc(𝜋𝑛𝑓0𝑡𝑓)𝑒
−𝑗𝜋𝑛𝑓0(𝑡𝑟+𝑡𝑓)) 𝑒−𝑗𝜋𝑛𝑓0𝑡𝑟  

(3.12) 
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Note that (3.10) and (3.12) represent the switching current spectrum and the ground bounce 

spectrum of a synchronous system, having spectral peaks at clock frequency harmonics. This can also 

be used for representing the switching current spectrum and the ground bounce spectrum of a single 

LSM within a GALS system. The switching current spectrum for an entire GALS system can then be 

determined as the sum of switching current spectra of all the LSMs within the system [16]. 

Consequently, if an initially synchronous system is galsified, so that the new GALS system 

consists of 𝑀 LSMs, each of the switching current spectral peaks of at clock harmonics of the initial 

synchronous system is replaced by 𝑀 spectral peaks, one per each LSM. If the LSMs are 

plesiochronously clocked, the new spectral peaks will be at frequencies close to the initial 

synchronous clock harmonic 𝑛𝑓0. [16] 

In a system for which the equal ground bounce approximation can be applied, the above 

statements are valid for the ground bounce spectrum of a GALS system as well. The simple model 

from Fig. 3.9 has to be modified accordingly – the current generator 𝐼 has to be replaced with 𝑀 

current generators, each of them representing one of the LSMs of the new GALS system. The ground 

bounce spectrum of a GALS system is equal to the sum of ground bounce spectra of its separate 

LSMs; and each ground bounce spectral peak of an initial synchronous system (at the frequency 𝑛𝑓0, 

where 𝑓0 is the synchronous clock frequency, and 𝑛 is the order of the harmonic) will turn into 𝑀 

ground bounce spectral peaks (at the frequencies 𝑛𝑓𝑚, where 𝑓𝑚, 𝑚 = 1,… ,𝑀, are the LSM clock 

frequencies, and 𝑛 is the order of the harmonic) when this system is partitioned into 𝑀 LSMs and 

galsified. 

However, there’s an important difference between the spectrum of ground bounce and the 

spectrum of switching current – while in case of switching current the dominant spectral components 

are the fundamental and the low harmonics, in case of ground bounce the dominant spectral 

components are determined by the PDN transfer function. In case of an underdumped transfer 

function, the dominant components of ground bounce spectrum are grouped around the resonant 

peak. 
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Figure 3.12 – An example of the ground bounce voltage spectrum (a) PDN transfer function (b) 
spectrum envelope for a spectrum of switching current (red) and ground bounce (green) for a GALS 

system with 5 LSMs (with envelopes drawn separately for separate LSMs) (c) spectrum envelope for a 
spectrum of switching current (red) and ground bounce (green) for a synchronous system (d) ground 

bounce spectrum for a synchronous system (e) ground bounce spectrum for a GALS system 
  (adapted from [P2]) 

 

This is shown in an example in Fig. 3.12, both for the case of a synchronous system and for 

the case of a GALS system. The values of package parasitics chosen for this example are:𝑅𝑝 = 1Ω, 

𝐿𝑝 = 1nH and 𝐶𝑝 = 0.1pF, while the value of the total decoupling capacitance is 𝐶𝑑 = 5pF. The 

synchronous system in this example has a clock frequency of 100MHz, while the GALS system 

consists of five plesiochronously clocked LSMs, with clock frequencies close to the original 

synchronous clock frequency. 

For the synchronous example system described above, the dominant components of the 

ground bounce spectrum (defined as the part of the spectrum containing 95 % of the entire spectral 

power) are shown  in Fig. 3.13 (marked in red), for several values of clock frequency and decoupling 

capacitance. In all the cases, the dominant part of the spectrum can be found around and below the 

resonant frequency. For a larger value of 𝐶𝑑, the resonant frequency gets shifted toward the lower 

frequencies according to (3.8). Consequently, as it can be seen in Fig. 3.13, the dominant part of the 

spectrum also gets shifted towards the lower frequencies for a larger value of 𝐶𝑑. 
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Figure 3.13 – Dominant components for the synchronous system (i.e. the part of the spectrum 
containing 95 % of total power) are marked in red  (adapted from [P2]) 

 

In the following section, by taking into account the spectrum of ground bounce as modeled in 

this section, the resistive approximation in substrate noise propagation model from the previous 

section (i.e. approximation of the initial substrate mesh as purely resistive) is analyzed. 

 

3.3. An analysis of applicability of resistive approximation in 

substrate noise propagation model 
 

In order to estimate the error introduced by a purely resistive approximation of the 

substrate, a structure consisting of one aggressor and one victim is used. Also, in order to keep the 

analysis as simple as possible, a die without a backplane has been considered. Under these 

assumptions, the model from Section 3.1 reduces to a schematic shown in Fig. 3.14. Since there are 

only two ports, the substrate is represented by the extracted impedance 𝑍𝑠𝑢𝑏 between the aggressor 

(A) and the victim (V). The substrate biasing network at the victim side is represented by the 

impedance 𝑍𝑝, which can be modeled as a lumped RLC network. 
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Figure 3.14 – Substrate coupling from aggressor to the victim, simplified (no conductive backside) 
(adapted from [P2]) 

 

From this simple model, the transfer function from aggressor to victim point can be 

determined, representing the dependence of the substrate noise at victim’s side on the ground 

bounce in the ground network of the aggressor: 

𝐻𝐴𝑉(𝜔) =
𝑉𝑉(𝜔)

𝑉𝐴(𝜔)
=

1

1 +
𝑍𝑠𝑢𝑏(𝜔)
𝑍𝑝(𝜔)

𝑒𝑗𝜑𝑠𝑢𝑏(𝜔)
 

(3.13) 

where 𝑍𝑠𝑢𝑏(𝜔) is the magnitude of extracted substrate impedance, while 𝜑𝑠𝑢𝑏(𝜔) is its phase. 

 By applying the resistive substrate approximation, the expression (3.13) turns into: 

�̂�𝐴𝑉(𝜔) =
1

1 +
𝑅𝑠𝑢𝑏
𝑍𝑝(𝜔)


 

(3.14) 

 The relative error introduced by replacing the transfer function 𝐻𝐴𝑉 with its resistive 

approximation �̂�𝐴𝑉 at frequency 𝜔 is: 

Δ𝐻𝐴𝑉(𝜔) = |
�̂�𝐴𝑉(𝜔) − 𝐻𝐴𝑉(𝜔)

𝐻𝐴𝑉(𝜔)
| (3.15) 

which can further be expressed as: 

Δ𝐻𝐴𝑉(𝜔) = |
| 1

1 +
𝑍𝑝(𝜔)

𝑅𝑠𝑢𝑏

|
| |𝑧𝑠𝑢𝑏(𝜔)𝑒

𝑗𝜑𝑠𝑢𝑏(𝜔) − 1| (3.16) 

with 𝑧𝑠𝑢𝑏(𝜔) being the scaled magnitude of substrate impedance: 

𝑧𝑠𝑢𝑏(𝜔) =
𝑍𝑠𝑢𝑏(𝜔)

𝑅𝑠𝑢𝑏
 (3.17) 

 As already mentioned in Chapter 2, lightly doped substrates are mostly homogenous [23]. 

Due to the homogeneity of resistivity and dielectric permittivity throughout the substrate, all the RC 

branches in the initial substrate mesh (as shown in Fig. 2.8) have a proportional impedance: 

𝑍𝑖𝑗(𝜔) =
𝑅𝑖𝑗

1 + 𝑗𝜔𝑅𝑖𝑗𝐿𝑖𝑗
=

𝑅𝑖𝑗

1 + 𝑗𝜔𝜌𝜀
 (3.18) 

In other words, the impedances of all the RC branches have the same phase: 

𝜑𝑖𝑗(𝜔) = 𝜋 − arctan(𝜔𝜌𝜀) (3.19) 

while the magnitude depends on the discretization step for the specific branch. The scaled 

magnitude, however, remains the same for each of the branches: 
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𝑧𝑖𝑗(𝜔) =
𝑍𝑖𝑗(𝜔)

𝑅𝑖𝑗
=

1

1 + 𝜔2𝜌2𝜀2
 (3.20) 

 As a consequence, the impedance 𝑍𝑠𝑢𝑏 resulting from the reduction of the initial RC mesh 

also has the same phases and the same scaled magnitude as the initial branches: 

𝑍𝑠𝑢𝑏(𝜔) =
𝑅𝑠𝑢𝑏

1 + 𝑗𝜔𝜌𝜀
 (3.21) 

𝑧𝑠𝑢𝑏(𝜔) =
1

1 + 𝜔2𝜌2𝜀2
 (3.22) 

𝜑𝑠𝑢𝑏(𝜔) = 𝜋 − arctan(𝜔𝜌𝜀) (3.23) 

 From (3.22) and (3.23) it can be seen that the phase and the scaled magnitude of the 

equivalent substrate impedance 𝑍𝑠𝑢𝑏  depend only on substrate parameters 𝜌 and 𝜀 (in other words, 

only on technology), not on the parameters of the aggressor or the victim, such as their size and 

mutual position. Consequently, the second factor from (3.16), |𝑧𝑠𝑢𝑏(𝜔)𝑒
𝑗𝜑𝑠𝑢𝑏(𝜔) − 1|, is also 

dependent only on technology. For IHP’s 250nm and 130nm BiCMOS SiGe:C technologies with 50 

Ωcm resistivity substrate [25], this factor is shown in Fig. 3.15.  

 
Figure 3.15 – The second factor of (3.16) for the IHP’s BiCMOS SiGe:C technologies 

 (adapted from [P2]) 
 

 It can be seen from Fig. 3.15 that the second factor of (3.16) always has a value lower than 1, 

which means that it contributes to the reduction of error introduced by the resistive substrate 

approximation. The factor has a lower value at lower frequencies, which means that the suppression 

of error is more pronounced at lower frequencies. Specifically for the IHP’s technology, the factor has 

a value lower than 0.1 for frequencies below 300MHz, while its value is higher than 0.9 for 

frequencies above 6.24GHz. 
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 On the other hand, the first factor of (3.16), |1/(1 + 𝑍𝑝(𝜔)/𝑅𝑠𝑢𝑏)|, is dependent on the 

parasitic impedance of the PDN for biasing the substrate at the victim side, 𝑍𝑝(𝜔), and on the 

extracted substrate resistance 𝑅𝑠𝑢𝑏, which is dependent on the properties of the aggressor and the 

victim. The impedance 𝑍𝑝(𝜔), its resonant frequency and its magnitude are expressed by equations 

(3.24), (3.25) and (3.26), respectively:  

𝑍𝑝(𝜔) =
𝑅𝑝 + 𝑗𝜔𝐿𝑝

1 + 𝑗𝜔𝑅𝑝𝐶𝑝 − 𝜔
2𝐿𝑝𝐶𝑝

 (3.24) 

𝜔𝑟𝑝 =
1

√𝐿𝑝𝐶𝑝
 (3.25) 

|𝑍𝑝(𝑗𝜔𝑟𝑝)| = √
𝐿𝑝

𝐶𝑝
(1 +

𝐿𝑝

𝑅𝑝
2𝐶𝑝

) (3.26) 

From (3.26), and according to the ranges for the values of the package parasitics from [198] 

and [199], the expected order of magnitude of the resonant peak of 𝑍𝑝(𝜔) is within the range 

1kΩ ÷ 100MΩ. By comparing (3.25) to (3.8), and knowing that (as previously stated) 𝐶𝑑 ≫ 𝐶𝑝, it 

can be concluded that the resonant frequency 𝜔𝑟𝑝 is much higher than the resonant frequency of 

the PDN at the aggressor’s side, 𝜔𝑟.  Since the dominant part of the ground bounce spectrum is 

around and below the resonant frequency 𝜔𝑟, the important components of substrate noise 

spectrum stay far below the resonance of 𝑍𝑝(𝜔). At these frequencies the magnitude of 𝑍𝑝(𝜔) is 

much lower than its resonant peak. For example, according to the ranges from [198] and [199], the 

expected value for the order of magnitude of |𝑍𝑝(𝜔)| is within the range 10Ω ÷ 10kΩ at the 

frequency 𝜔 = 0.1𝜔𝑟𝑝, and within the range 0.1Ω ÷ 100Ω at the frequency 𝜔 = 0.01𝜔𝑟𝑝. 

The value of 𝑅𝑠𝑢𝑏, on the other hand, depends strongly on the parameters of the aggressor 

and the victim, primarily on their size and mutual position. According to the extractions from the 

model described in Section 3.1, for a lightly doped substrate with 50Ωcm substrate resistivity, this 

value is usually within an order of magnitude range from kΩ to tens of MΩ. Thus, at the frequencies 

of the dominant part of the spectrum, the first factor of the expression (3.16), 1/(1 + 𝑍𝑝(𝜔)/𝑅𝑠𝑢𝑏), 

has a value close to 1. Consequently, the expression (3.16) can be approximated with its second 

factor, which is only technology-dependent: 

Δ𝐻𝐴𝑉(𝜔) ≈ |𝑧𝑠𝑢𝑏(𝜔)𝑒
𝑗𝜑𝑠𝑢𝑏(𝜔) − 1| (3.26) 

Based on this, it can be concluded that the validity of the resistive substrate approximation 

depends on the relation between the frequencies of the dominant part of the ground bounce 

spectrum, and the technology-dependent error function (3.26), an example of which is shown in Fig. 

3.15. If at the frequencies of the dominant part of the spectrum function (3.26) has a low value, the 

approximation is justified. 

As already shown in the end of the previous section (see Fig. 3.13), the frequency range of 

the dominant part of the spectrum is determined by the decoupling capacitance. Thus, an error in 

total substrate noise power caused by the resistive substrate approximation will also be dependent 

on the decoupling capacitance, and not on the value of the extracted substrate resistance. In order to 

demonstrate this, substrate noise power was calculated according to the model from Fig. 3.14 for the 

same example synchronous system for which the ground bounce spectrum is presented in Fig. 3.13. 



 
76 

The assumed clock frequency is 100MHz. The substrate noise spectrum was calculated for two 

values of the decoupling capacitance, 𝐶𝑑 = 5pF and 𝐶𝑑 = 25pF, and for three different values of 

𝑅𝑠𝑢𝑏. The substrate noise spectrum envelope, obtained both with applying the resistive substrate 

approximation (red) and without applying the resistive substrate approximation (blue), is shown in 

Fig. 3.16 and Fig. 3.17, and the relative error caused by the resistive substrate approximation for all 

the six cases is presented in Table 3-IV. 

 
 

Figure 3.16 – Power spectrum of substrate noise for 𝐶𝑑 = 5𝑝𝐹 and substrate resistivities 𝑅𝑠𝑢𝑏 =
100𝛺 (a), 𝑅𝑠𝑢𝑏 = 10𝑘𝛺 (b) and 𝑅𝑠𝑢𝑏 = 1𝑀𝛺 (c) (adapted from [P2]) 

 

 
 

Figure 3.17 – Power spectrum of substrate noise for 𝐶𝑑 = 25𝑝𝐹 and substrate resistivities 𝑅𝑠𝑢𝑏 =
100𝛺 (a), 𝑅𝑠𝑢𝑏 = 10𝑘𝛺 (b) and 𝑅𝑠𝑢𝑏 = 1𝑀𝛺 (c) (adapted from [P2]) 

 

 

Table 3-IV – Relative error in total power of substrate noise introduced by applying resistive 
approximation [P2] 

 𝑹𝒔𝒖𝒃 = 𝟏𝟎𝟎𝛀 𝑹𝒔𝒖𝒃 = 𝟏𝟎𝐤𝛀 𝑹𝒔𝒖𝒃 = 𝟏𝐌𝛀 
𝑪𝒅 = 𝟓𝐩𝐅 24.46 % 17.54 % 17.40 % 
𝑪𝒅 = 𝟐𝟓𝐩𝐅 7.16 % 5.22 % 5.20 % 
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As expected, the error is almost independent on the value of 𝑅𝑠𝑢𝑏 – only for the 

unrealistically low value of 𝑅𝑠𝑢𝑏 = 100Ω the error becomes slightly larger. On the other hand, the 

decoupling capacitance strongly impacts the error. For the larger value of 𝐶𝑑, the resonant frequency 

is at around 700MHz and the dominant part of the ground bounce spectrum is below 1GHz, i.e. in 

the frequency region where the function (3.26) from Fig. 3.15 has a value much lower than 1. 

Consequently, the error of the resistive substrate approximation in this case is low (below 10%). For 

the lower value of 𝐶𝑑, the resonant frequency and consequently the dominant part of the ground 

bounce spectrum are above 1GHz, i.e. in the frequency range where the the function (3.26) from 

Fig. 3.15 already has a nonnegligible value. Thus, the approximation error gets notably higher. 

However, even in this case, the error is small enough for the approximation to be used for the 

purpose of a coarse estimation and analysis. 

 

3.4. Summary  
 

In this chapter, the models developed for the purpose of theoretical analysis of system level 

methodologies for substrate noise suppression are presented, and some of their characteristics are 

analyzed. 

First, a coarse model for SSN propagation through lightly doped substrates is presented. 

Since the analytical models are not applicable for the kind of analysis needed in this work, a coarse 

numerical model is developed. The model is based on the finite difference method, with variable 

discretization step in order to lower the size of the mesh. Noise sources other than the dominant one 

– the direct coupling of ground bounce through the substrate contacts – are neglected. An equal 

ground bounce approximation is applied, which is valid if package parasitics are dominant compared 

to the on-chip parasitics. In order to be able to make estimations without knowing the layout details, 

an assumption about regular positions of substrate contacts is made, which is the main novelty of the 

model. By comparing the results of the extraction with the assumed regular positions of substrate 

contacts and the results of the extraction with modified positions of substrate contacts, it was shown 

that this assumption introduces a very small additional error to the model, at the order of magnitude 

of only ~1 %. The model can be extracted both from an RC-mesh and from an R-mesh. 

Then, a frequency-domain model for ground bounce is presented. This model is an extention 

of a model for switching current from [16]. Thanks to the equal ground bounce approximation, the 

PDN parasitics are reduced to the package parasitics, which are represented by a lumped RLC model. 

The decoupling capacitance is also included as a lumped element. The switching current was 

represented as a periodic triangular pulse current generator, similar to [16]. In case of a GALS system 

with 𝑀 LSMs, a single current generator was replaced by 𝑀 current generators, with each of them 

representing one LSM. It is shown that the dominant part of the ground bounce spectrum is 

concentrated around and under the resonant frequency of the PDN at the aggressor’s side, which is 

strongly dependent on the decoupling capacitance. 

Finally, following the conclusions about the dominant part of the ground bounce spectrum, 

the effects of the resistive substare approximation in the SSN propagation model through lightly 

doped substrates, i.e. the effects of approximating the substrate mesh as being purely resistive, are 

analyzed. It was shown that the error introduced by this approximation depends on the technology 
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parameters and on the frequency range of the dominant part of the ground bounce spectrum, which 

is (for a fixed package) primarily defined by the decoupling capacitance. The technology parameters 

(substrate resistivity and dielectric permeability) set a frequency limit; if the dominant part of the 

spectrum is above this limit, the additional error introduced by the resistive substrate approximation 

is shown to be below  10 %. However, even for the dominant components above this limit, the error 

of the resistive substrate approximation can be satisfactory for the purpose of a coarse estimation. 

By combining the coarse model for the SSN propagation through lightly doped substrates and 

the frequency domain model for ground bounce, the model for substrate noise coupling is formed. 

This model is further used for the theoretical analysis of substrate noise coupling during the 

developement of GALS-based substrate noise reduction methodologies throughout this work. 
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4. Harmonic-balanced plesiochronous GALS partitioning 

methodology for substrate noise reduction 
 

As stated in Chapter 2, no GALS-based methodology specifically targeting substrate noise 

reduction has been presented prior to this thesis. The power-balanced plesiochronous GALS 

partitioning [16], although not specifically aiming at substrate noise reduction, can be used for that 

purpose in the special case when all the analog victim modules sharing the same substrate with the 

digital aggressor circuitry are sensitive at low frequencies. However, if analog modules which are 

sensitive at higher frequencies are among the victims, this methodology can’t be used. As it will be 

explained in Section 4.1 of this chapter, in general case, with several different analog modules 

sensitive in several different frequency bands, it is necessary to be able to simultaneously target 

substrate noise reduction at different frequency bands. In order to fulfill this requirement, a GALS 

methodology for substrate noise reduction called “harmonic-balanced plesiochronous GALS 

partitioning” [P5] has been developed and is presented in this chapter. 

This methodology is developed without any assumptions about the substrate type, which 

makes it applicable both to MSICs on epi-type substrates and to MSICs on lightly doped substrates. 

However, an assumption is made that the digital subsystem (i.e. the aggressor) is small enough so 

that the package parasitics are dominant compared to the on-chip parasitics, i.e. that the equal 

ground bounce approximation can be applied. The specific properties of lightly doped substrates are 

taken into account for developing another methodology which will be presented in Chapter 5.  

In Section 4.1, some general requirements, which a substrate noise reduction methodology 

should fulfill, are defined, by taking into account the substrate noise spectrum and the sensitivity of 

analog modules to the substrate noise. Based on these requirements, the theoretical foundations of 

a GALS-based substrate noise reduction methodology are set, including the choice of the clocking 

scheme and the mathematical analysis of the optimum partitioning. This is presented in Section 4.2. 

The methodology has an important property that, although developed for substrate noise reduction, 

it can also be applicable for reduction of the remaining two forms of SSN – switching current and 

ground bounce. 

An algorithm for application of the theoretically derived partitioning scheme to a real system 

was further developed and numerically evaluated, as presented in Section 4.3. Further, as described 

in Section 4.4, the algorithm is incorporated into a GALS design flow, and applied on a real design 

example. 

In Section 4.5, the methodology has been compared to other system-level methodologies for 

substrate noise reduction, and its advantages and drawbacks have been analyzed. 
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4.1. General requirements for a substrate noise reduction 

methodology in MSICs

As already mentioned, the methodology presented in this chapter is developed under an 

assumption that the equal ground bounce approximation can be applied for the digital subsystem. 

Consequently, the entire digital subsystem can be represented as a single aggressor. For the sake of 

simplicity, let’s initially assume a system with a single victim as well. According to the model from 

Chapter 3 [P1], the assumed system can be represented with one of the equivalent schematics 

presented in Fig. 4.1, depending on the type of the substrate.

In both cases, such a system can be represented with the following equation in frequency 

domain:

𝑉𝑠𝑢𝑏(𝑓) = 𝐻𝑠𝑢𝑏(𝑓) 𝑉𝑔𝑏(𝑓) = 𝐻𝑠𝑢𝑏(𝑓) 𝐻𝑃𝐷𝑁(𝑓) 𝐼𝑠𝑤(𝑓) = 𝐻(𝑓)𝐼𝑠𝑤(𝑓) (4.1)

where 𝑉𝑠𝑢𝑏 is the substrate voltage at the position of the victim, 𝑉𝑔𝑏 the ground bounce in the 

aggressor, 𝐼𝑠𝑤 the switching current in the aggressor, 𝐻𝑠𝑢𝑏 the substrate transfer function (from the 

ground bounce to the substrate voltage) and 𝐻𝑃𝐷𝑁 the power delivery network transfer function 

(from the switching current to the ground bounce). Note that if an initially synchronous aggressor is 

galsified, and if the galsification overheads can be neglected, transfer functions 𝐻𝑠𝑢𝑏, 𝐻𝑃𝐷𝑁 and 𝐻

stay constant regardless of the applied frequency scheme.

(a) (b)

Figure 4.1 – Equivalent representation of substrate noise coupling for a system with one aggressor 
where the equal ground bounce approximation can be applied, in epi-type substrates (a) and in 

lightly doped substrates (b)

As already explained in Chapter 2, the switching current spectrum for a synchronous digital 

system consists of discrete peaks, corresponding to the averaged switching current waveform, and of 

a continuous noise floor, far below the level of the peaks, which represents the waveform 

fluctuations from cycle to cycle [29][30].

In a synchronous digital system there’s one spectral peak per each clock harmonic. When this 

synchronous system is converted into a GALS system with 𝑀 LSMs, each of those peaks is replaced 

by 𝑀 lower peaks, one per each LSM [16]. As a figure of merit for switching noise reduction, a 

spectral peak attenuation (SPA) can be used, which is defined as the ratio between the synchronous 

noise peak and the highest GALS noise peak, usually expressed on the logarithmic scale [16]. For the 

provided switching current, SPA can be expressed as:
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𝑆𝑃𝐴𝑖𝑠𝑤,𝑛 = 20 log (
|𝐼𝑠𝑤,𝑠𝑦𝑛𝑐(𝑛𝑓0)|

max{|𝐼𝑠𝑤,𝐿𝑆𝑀𝑚(𝑛𝑓𝑚)|}
) (4.2)

where 𝑓0 is the clock frequency of the initial synchronous system, 𝑓𝑚 is the clock frequency of the 

𝑚𝑡ℎ LSM, 𝐼𝑠𝑤,𝑠𝑦𝑛𝑐(𝑛𝑓0) is the 𝑛𝑡ℎ harmonic of switching current of the synchronous system, and 

𝐼𝑠𝑤,𝐿𝑆𝑀𝑚(𝑛𝑓𝑚) is the 𝑛𝑡ℎ harmonics of the switching current of the 𝑚𝑡ℎ LSM of the GALS system.

Since the transfer functions 𝐻𝑠𝑢𝑏 and 𝐻𝑃𝐷𝑁 are continuous, the peaks from the switching 

current spectrum propagate to the ground bounce spectrum and the substrate noise spectrum, 

where they appear at the same frequencies as in the switching current spectrum. Consequently, just 

like the switching current spectrum, the ground bounce spectrum and the substrate noise spectrum 

also consist of discrete peaks and a continuous noise floor. However, the magnitudes of these 

spectral peaks are determined by the transfer functions, as shown on a simplified example of a 

single-resonance transfer function in Fig. 4.2, and the frequency bands containing their dominant 

parts will be different compared to the switching current.

In the switching current spectrum, the dominant component carrying the most power is the 

fundamental one. Thus, if the goal of the SSN reduction methodology is the reduction of the first 

form of the SSN – the switching current – the noise reduction methodology should be focused on 

suppressing the peak at the fundamental clock frequency. This was the case with the methodology 

presented in [16].

Figure 4.2 – Switching current and substrate noise have harmonic peaks at the same frequencies, but 
the dominant part of the spectrum is different due to PDN and substrate transfer function 𝐻. Note 

that this is a simplified example – 𝐻 normally has several resonant peaks.

For the ground bounce spectrum, however, the dominant part of the spectrum is 

concentrated around the resonant frequency, as explained in Chapter 2. It is a consequence of the 
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transfer function 𝐻𝑃𝐷𝑁 = 𝑉𝑔𝑏/𝐼 being underdumped, i.e. having a resonant peak. Thus, when 

reducing the ground bounce spectrum, the frequency band around the resonant frequency should be 

targeted for reduction. 

Similarly, the transfer function from the switching current to the substrate noise, 𝐻 =

𝐻𝑠𝑢𝑏𝐻𝑃𝐷𝑁 = 𝑉𝑠𝑢𝑏/𝐼 is usually a passband function, often containing several resonant frequencies, as 

discussed in [30]. The poles and zeros of this function are defined by the package parasitics and by 

the equivalent substrate impedances, as shown in the schematics in Fig. 4.1. As a consequence, 

similar to the ground bounce spectrum, the dominant part of the substrate noise spectrum can be 

concentrated around the resonant frequencies of the transfer function 𝐻. 

It can be concluded that substrate noise spectrum can have a different dominant frequency 

compared to the switching current spectrum. But that’s not the only difference relevant for defining 

the noise reduction methodology. Additionally, and more importantly, the frequency band, which 

has to be targeted for spectral peak attenuation of substrate noise, will depend on the type of analog 

modules which are to be integrated on the chip. 

For low noise amplifiers, which are linear modules, only the substrate noise falling into the 

operation frequency band can propagate from the substrate to the output, as explained in detail in 

Chapter 1. As LNAs which are applied in RF receivers operate at high frequencies, the substrate noise 

harmonics of higher order are the ones dominantly impacting their operation. In case of a 

narrowband LNA, the issue with the substrate noise can be avoided relatively easily by frequency 

planning, i.e. by taking care during the system specification that the spectral peaks of switching 

current (and consequently, of substrate noise) don’t fall into the operational frequency band of the 

LNA. In other words, if the impact of substrate noise is to be avoided, the operational band of the 

LNA should not contain any of the clock harmonics. However, the wider the operating frequency 

band of the LNA, the more difficult it becomes to apply this approach, and in case of wideband 

amplifiers, avoiding substrate noise problems by frequency planning becomes infeasible. 

On the other hand, for voltage controlled oscillators, which are nonlinear modules, low 

frequency noise components can propagate to the output through nonlinear intermodulation with 

the VCO oscillating frequency, and appear at the output of the VCO as nonlinear intermodulation 

spur tones, as explained in Chapter 1. As a result, the part of the substrate noise spectrum critically 

impacting the operation of VCOs is at lower frequencies. The most critical spectrum component in 

this case is at the fundamental clock frequency. 

MSICs often contain various different types of analog modules, which can be sensitive to 

substrate noise in different (and sometimes separate) frequency bands. In such cases, different 

frequency bands of switching current spectrum have to be targeted for spectral peak reduction. If 

the critical frequency band is wide, so that it contains more substrate noise harmonic peaks, the 

targeted substrate noise harmonic peaks should be those being the dominant ones within the critical 

frequency band. 

Consequently, in order to be able to effectively reduce the substrate noise in MSICs, a 

possibility to target several different frequency bands of substrate noise spectrum (including higher 

frequencies as well) is usually required. This is an important difference compared to the case where 

the reduction of switching current is targeted. In that case, the spectrum peak reduction of the 
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fundamental and low frequency harmonics were the most important. Note that this band-targeting 

doesn’t mean that noise may only be reduced in the targeted frequency band (or bands), but rather 

that noise reduction should be optimized within the targeted frequency band (or bands), while in the 

remaining part of the spectrum noise reduction isn’t required, and if it happens it doesn’t need to be 

optimal. Depending on the specific MSIC, i.e. on the type of analog victims which it contains, the 

actual part of the switching current spectrum, which has to be reduced, may contain one or more 

frequency bands. On the other hand, sometimes the targeted part of the spectrum can simply be just 

the fundamental. Examples of this case are if the chip only contains a VCO, or if the only victims 

besides a VCO are LNAs with operating frequency bands narrow enough so that frequency planning is 

possible. 

In the following section, a GALS-based methodology for SSN reduction is presented, 

providing a band-targeting option and thus also the possibility to be optimized for substrate noise 

reduction. This includes the choice of the most suitable clocking scheme, defining the optimal 

partitioning strategy through a mathematical analysis, and discussing the impact of some 

approximations taken during the process of formulating the methodology. As already mentioned, no 

assumptions about substrate type are taken, but it is assumed that package parasitics are dominant 

to on-chip parasitics, which makes the methodology applicable for small systems. 

 

4.2. The theoretical foundations of a GALS-based methodology for 

substrate noise reduction 
 

4.2.1. The choice of a GALS clocking scheme 

 

Prior to determining the optimal GALS partitioning scheme, a suitable GALS clocking scheme 

has to be chosen, such that the substrate noise reduction methodology based on it is reliable and 

generally applicable. Among the various possible GALS clocking schemes, plesiochronous clocking is 

chosen; the main reasons for this choice are explained in this section. 

Since the starting point for galsification is a synchronous system with one clock frequency, 

the frequencies of the LSMs generally can’t be significantly increased compared to the initial 

synchronous frequency. Besides the critical path, in digital logic there are usually more paths with 

nearly critical lengths, which are distributed among the different modules of the system, and 

consequently also among the different LSMs once the design is galsified. Due to such path length 

distribution, the LSMs can usually have only a slightly higher clock frequency compared to the 

synchronous system. Assigning a significantly higher frequency is possible only if the LSM has much 

shorter critical paths compared to the critical path of the entire system, but that would be a specific 

case study rather than a generally applicable solution. 

On the other hand, there is no timing-determined lower limit to the clock frequencies of 

LSMs. The lower limit, however, is set by the performance of the system. In general, when the 

initially synchronous system is transformed into a GALS one, the new GALS system can at most be as 

fast as its slowest component. Assigning a substantially lower frequency to some of the LSMs would 
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thus lead to performance loss of the entire system. Due to this, GALS clocking schemes requiring a 

large difference between the frequencies of the individual LSMs are frequently unsuitable due to the 

performance drop they would cause. 

In a plesiochronous clocking scheme, the differences of LSM frequencies to the initial 

synchronous frequency are of the order of 1% or lower. This means that the processing capability, i.e. 

the speed of each LSM is maintained to the largest extent, and consequently, the speed of the 

system is maintained at the largest extent as well. For a particular system where it’s possible to lower 

the frequency of some module without having a huge detrimental impact on the system 

performance, some other frequency schemes might be applied. However, once more, that would not 

be a systematic, generally applicable solution, but rather a specific case study. In general, the 

performance will be the least affected by galsification if the plesiochronous frequency scheme is 

applied. 

Another important advantage of plesiochronous clocking is that it enables the best 

predictability of substrate noise reduction. Substrate noise in frequency domain (for a system where 

the package parasitics are dominant compared to the on-chip parasitics) can be regarded as a 

product of switching current spectrum and the PDN and substrate transfer function 𝐻 = 𝐻𝑃𝐷𝑁𝐻𝑠𝑢𝑏, 

as shown in equation (4.1). Thus, the spectral peak attenuation of the 𝑛𝑡ℎ substrate noise harmonic 

achieved by galification can be expressed as: 

𝑆𝑃𝐴𝑠𝑢𝑏,𝑛 = 20 log (
|𝑉𝑠𝑢𝑏,𝑠𝑦𝑛𝑐(𝑛𝑓0)|

𝑚𝑎𝑥{|𝑉𝑠𝑢𝑏,𝐿𝑆𝑀𝑚(𝑛𝑓𝑚)|}
) = 20 log (

|𝐻(𝑛𝑓0)𝐼𝑠𝑤,𝑠𝑦𝑛𝑐(𝑛𝑓0)|

𝑚𝑎𝑥{|𝐻(𝑛𝑓𝑚)𝐼𝑠𝑤,𝐿𝑆𝑀𝑚(𝑛𝑓𝑚)|}
) (4.3) 

The transfer function 𝐻 has different values at different frequencies. If some other frequency 

scheme was used, i.e. if the frequencies of the corresponding GALS and synchronous spectral peaks 

weren’t close to each other, the value of 𝑆𝑃𝐴𝑠𝑢𝑏,𝑛 would strongly depend on the transfer function 

𝐻 = 𝐻𝑃𝐷𝑁𝐻𝑠𝑢𝑏, which is very difficult to estimate precisely, especially in an early phase of the design 

process. 

However, the transfer function 𝐻 is continuous, which means that if the frequencies are so 

close that their difference is negligible, then the differences in transfer function values at those 

frequencies are also negligible. Since the peaks in the switching current spectrum of a GALS 

plesiochronous system are at frequencies which are very close to the frequencies of the peaks in the 

switching current spectrum of the original synchronous system, the transfer function value for the 

corresponding harmonics in the two systems is practically the same, i.e.: 

(∀𝑚∈1,2,…,𝑀)(𝐻(𝑛𝑓0) ≈ 𝐻(𝑛𝑓𝑚) = 𝐻(𝑛(1 + ∆𝑚)𝑓0))  (4.4) 

Consequently, for the plesiochronous scheme, the attenuation of substrate noise harmonic 

peak is approximately the same as the attenuation of the corresponding switching current peak: 

𝑆𝑃𝐴𝑠𝑢𝑏,𝑛 = 20 log (
|𝐻(𝑛𝑓0)𝐼𝑠𝑤,𝑠𝑦𝑛𝑐(𝑛𝑓0)|

𝑚𝑎𝑥{|𝐻(𝑛𝑓𝑚)𝐼𝑠𝑤,𝐿𝑆𝑀𝑚(𝑛𝑓𝑚)|}
)

≈ 20 log (
|𝐻(𝑛𝑓0)||𝐼𝑠𝑤,𝑠𝑦𝑛𝑐(𝑛𝑓0)|

|𝐻(𝑛𝑓0)|𝑚𝑎𝑥{|𝐼𝑠𝑤,𝐿𝑆𝑀𝑚(𝑛𝑓𝑚)|}
)

= 20 log (
|𝐼𝑠𝑤,𝑠𝑦𝑛𝑐(𝑛𝑓0)|

𝑚𝑎𝑥{|𝐼𝑠𝑤,𝐿𝑆𝑀𝑚(𝑛𝑓𝑚)|}
) = 𝑆𝑃𝐴𝑖𝑠𝑤,𝑛 

(4.5) 
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As a consequence, instead of directly optimizing the spectrum peak attenuation of substrate noise, 

the spectrum peak attenuation of switching current in the corresponding frequency bands can be 

optimized. This is very convenient and technically much more feasible, since the switching current is 

much easier to estimate than the substrate noise. 

 In the next section, a partitioning of an initially synchronous system into a plesiochronous 

GALS system is mathematically analyzed, and an optimal partitioning strategy for substrate noise 

reduction is determined. 

 

4.2.2. Mathematical analysis of the optimal plesiochronous GALS partitioning for 

substrate noise reduction 

 

As an initial point, let’s observe a synchronous system, with a clock frequency 𝑓0 and a clock 

period 𝑇0. The waveform of the switching current produced by this system can be separated into two 

components – the average switching current waveform over various clock periods (theoretically over 

all of the clock periods), 𝑖(𝑡), and the cycle to cycle deviation from the average switching current 

waveform, ∆𝑖(𝑡) [29]. In spectral domain, these components correspond to the harmonic peaks and 

the noise floor, respectively. The averaged waveform 𝑖(𝑡) is a periodical signal with a period 𝑇0, 

which means that its spectrum can be represented as a Fourier series calculated with the 

fundamental frequency equal to the clock frequency 𝑓0. 

Now let’s assume that the initial system is partitioned into 𝑀 partitions, with each of the 

partitions still maintaining the same clock frequency 𝑓0. Let the average switching current waveforms 

of these partitions be 𝑖1(𝑡), 𝑖2(𝑡), …, 𝑖𝑀(𝑡). For the total average switching current waveform of the 

system it can now be written: 

𝑖(𝑡) = ∑ 𝑖𝑚(𝑡)

𝑀

𝑚=1

 (4.6) 

As the waveforms 𝑖1(𝑡), 𝑖2(𝑡), …, 𝑖𝑀(𝑡) are also periodic with a period 𝑇0, their spectra can 

be represented as Fourier series as well, calculated with the same fundamental frequency 𝑓0 as the 

Fourier series representing the spectrum of 𝑖(𝑡). Let the 𝑛𝑡ℎ component of the Fourier series of the 

waveform 𝑖(𝑡), calculated on the synchronous clock frequency 𝑓0, be 𝐹𝑛{𝑖}, and let the 𝑛𝑡ℎ 

component of the Fourier series of the waveform 𝑖𝑚(𝑡), corresponding to the 𝑚𝑡ℎ partition, and 

calculated on the same fundamental frequency 𝑓0, be 𝐹𝑛{𝑖𝑚}. Since both 𝐹𝑛{𝑖} and each of the 

𝐹𝑛{𝑖𝑚}, 𝑚 ∈ 1, 2, …𝑀, are calculated with the same fundamental frequency, the linearity of the 

Fourier series is applicable, i.e. the Fourier series of the sum of signals is equal to the sum of Fourier 

series. Thanks to this property, it can be written: 

𝐹𝑛{𝑖} = 𝐹𝑛 {∑ 𝑖𝑚

𝑀

𝑚=1

} = ∑ 𝐹𝑛{𝑖𝑚}

𝑀

𝑚=1

 (4.7) 

Note that 𝐹𝑛{𝑖}, as well as each of the 𝐹𝑛{𝑖𝑚}, are complex numbers. 

Now, let’s assume that the partitions are clocked with independent clocks having mutually 

different frequencies 𝑓1, 𝑓2, … , 𝑓𝑀. In other words, let’s assume that the system is galsified and that 
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the partitions are actually LSMs of a GALS system. Fourier series components 𝐹𝑛{𝑖𝑚}, 𝑚 ∈ 1, 2, …𝑀, 

are now calculated with different fundamental frequencies, and they represent the 𝑀 spectral peaks 

of the switching current of the GALS system, corresponding to the 𝑛𝑡ℎ harmonic.

Due to setting new frequencies for clocking the LSMs, their switching current waveforms 

𝑖𝑚(𝑡),  𝑚 ∈ 1, 2, …𝑀, will change compared to the synchronous case, when they all were clocked 

with a synchronous clock having a frequency 𝑓0. This change would typically consist of extending the 

initial waveform with an interval in which the current is close to zero, as shown in Fig. 4.3. As a 

consequence, the new values of the Fourier series components 𝐹𝑛{𝑖𝑚} will differ from their values 

calculated in the synchronous case. Thus, the equation (4.7), with 𝐹𝑛{𝑖} corresponding to the 

switching current waveform of the initial synchronous system, and 𝐹𝑛{𝑖𝑚}, 𝑚 ∈ 1, 2, …𝑀, 

corresponding to the switching current waveforms of the LSMs in the new GALS system, will not be 

valid anymore.

→

Figure 4.3 – A change of a switching current waveform of an LSM after applying a slightly lower clock 
frequency compared to the synchronous case

However, if the GALS system is plesiochronous, i.e. if the clock frequencies of different 

partitions and very close to each other and to the synchronous frequency, the switching current 

waveforms 𝑖1(𝑡), 𝑖2(𝑡), …, 𝑖𝑀(𝑡), will change due to galsification only slightly. Consequently, their 

corresponding Fourier series components 𝐹𝑛{𝑖𝑚}, 𝑚 ∈ 1, 2, …𝑀, will remain approximately the same 

as they were for the synchronous system. Thanks to this, it can be considered that the equation (4.7) 

is still approximately valid after the initially synchronous system is converted into a plesiochronous 

GALS system. This very important approximation will be called the plesiochronous approximation

further throughout this thesis, and will be analyzed in detail in Section 4.2.4.

It is important not to forget that, while in the synchronous system the spectral components 

𝐹𝑛{𝑖𝑚} actually do physically sum up to form a single spectral component 𝐹𝑛{𝑖}, in a plesiochronous 

GALS system they form 𝑀 separate spectral peaks close to each other. Adding the spectral 

components at different frequencies wouldn’t make sense physically. The plesiochronous 

approximation only states that if the complex numbers representing the 𝑛𝑡ℎ switching current 

harmonics of the LSMs of a plesiochronous GALS system are summed up, the result would be 

approximately equal to the complex number representing the 𝑛𝑡ℎ switching current harmonic of the 

equivalent synchronous system.

Similar to (4.6), for substrate voltage waveforms it can be written:

𝑣𝑠𝑢𝑏(𝑡) = ∑ 𝑣𝑠𝑢𝑏𝑚(𝑡)

𝑀

𝑚=1

(4.8)
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where 𝑣𝑠𝑢𝑏(𝑡) is the substrate noise voltage at victim’s location for the initial synchronous system, 

and 𝑣𝑠𝑢𝑏𝑚(𝑡) the contribution of the 𝑚𝑡ℎ partition to the substrate noise voltage at victim’s location 

(i.e. the substrate noise voltage at victim’s location if only the 𝑚𝑡ℎ partition is active). If the system is 

synchronous, the linearity of the Fourier series is valid, so it can be written: 

𝐹𝑛{𝑣𝑠𝑢𝑏} = 𝐹𝑛 {∑ 𝑣𝑠𝑢𝑏𝑚(𝑡)

𝑀

𝑚=1

} = ∑ 𝐹𝑛{𝑣𝑠𝑢𝑏𝑚}

𝑀

𝑚=1

 (4.9) 

As already written in the equation (4.1) in the previous section, substrate noise in frequency 

domain can be represented as a product of the switching current spectrum 𝐼𝑠𝑤(𝑓) and the PDN and 

substrate transfer function 𝐻(𝑓) = 𝐻𝑃𝐷𝑁(𝑓)𝐻𝑠𝑢𝑏(𝑓) = 𝑉𝑠𝑢𝑏(𝑓)/𝐼𝑠𝑤(𝑓). If the average switching 

current waveform and the average substrate noise waveform are observed, their spectra can be 

represented as Fourier series, both for the synchronous system and for each of the LSMs of the GALS 

system: 

𝐼𝑠𝑤,𝑠𝑦𝑛𝑐(𝑛𝑓0) = 𝐹𝑛{𝑖} 

𝐼𝑠𝑤,𝐿𝑆𝑀𝑚(𝑛𝑓𝑚) = 𝐹𝑛{𝑖𝑚}   ,   𝑚 ∈ 1, 2, … ,𝑀 

𝑉𝑠𝑢𝑏,𝑠𝑦𝑛𝑐(𝑛𝑓0) = 𝐹𝑛{𝑣𝑠𝑢𝑏} 

𝑉𝑠𝑢𝑏,𝐿𝑆𝑀𝑚(𝑛𝑓𝑚) = 𝐹𝑛{𝑣𝑠𝑢𝑏𝑚}   ,   𝑚 ∈ 1, 2, … ,𝑀 

(4.10) 

Consequently, if a simplified notation is applied, so that: 

𝐻(𝑛𝑓0) = 𝐻𝑛 
𝐻(𝑛𝑓𝑚) = 𝐻𝑛𝑚   ,    𝑚 ∈ 1, 2, … ,𝑀 

(4.11) 

based on (4.1) it can be written that: 

𝐹𝑛{𝑣𝑠𝑢𝑏} = 𝐻𝑛𝐹𝑛{𝑖} 
𝐹𝑛{𝑣𝑠𝑢𝑏𝑚} = 𝐻𝑛𝑚𝐹𝑛{𝑖𝑚} 

(4.12) 

Since the chosen clocking scheme of the new GALS system is plesiochronous, as explained in 

the previous subsection, it can be considered that: 

𝐻𝑛1 ≈ 𝐻𝑛2 ≈ ⋯ ≈ 𝐻𝑛𝑀 ≈ 𝐻𝑛 (4.13) 
Thus, using the (4.12), (4.13) and (4.7) in a plesiochronous approximation, the following equation is 

obtained: 

𝐹𝑛{𝑣𝑠𝑢𝑏} = 𝐻𝑛𝐹𝑛{𝑖} = 𝐻𝑛 ∑ 𝐹𝑛{𝑖𝑚}

𝑀

𝑚=1

= ∑ 𝐻𝑛𝐹𝑛{𝑖𝑚}

𝑀

𝑚=1

≈ ∑ 𝐻𝑛𝑚𝐹𝑛{𝑖𝑚}

𝑀

𝑚=1

= ∑ 𝐹𝑛{𝑣𝑠𝑢𝑏𝑚}

𝑀

𝑚=1

 (4.14) 

which is actually identical to the equation (4.9). This means that the equation (4.9), besides being 

valid for the partitions of a synchronous system, is also approximately valid for the LSMs of a 

plesiochronous GALS system (in a plesiochronous approximation). In other words, this way it’s been 

shown that the plesiochronous approximation is valid not only for the switching current, but also for 

the substrate noise. 

 According to the definition of the spectral peak attenuation of the 𝑛𝑡ℎ harmonic of substrate 

noise voltage (4.3) and using (4.10), it can be written that: 

𝑆𝑃𝐴𝑠𝑢𝑏,𝑛 = 20 log
|𝐹𝑛{𝑣𝑠𝑢𝑏}|

max{|𝐹𝑛{𝑣𝑠𝑢𝑏𝑚}|}
 (4.15) 

which, by using (4.12) can further be expressed as: 
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𝑆𝑃𝐴𝑠𝑢𝑏,𝑛 = 20 log
|𝐻𝑛||𝐹𝑛{𝑖}|

max{|𝐻𝑛𝑚||𝐹𝑛{𝑖𝑚}|}
≈ 20 log

|𝐻𝑛||𝐹𝑛{𝑖}|

|𝐻𝑛|max{|𝐹𝑛{𝑖𝑚}|}
 

= 20 log
|𝐹𝑛{𝑖}|

max{|𝐹𝑛{𝑖𝑚}|}
= 𝑆𝑃𝐴𝑖𝑠𝑤,𝑛 

(4.16) 

This, by the way, corresponds to the conclusion already shown in the equation (4.5) in the previous 

subsection – for the plesiochronous GALS clocking scheme, the attenuation of substrate noise 

harmonic is the same as the attenuation of the corresponding switching current harmonic. This is the 

predictability feature, which is, as explained in Section 4.2.1, one of the main reasons to select the 

plesiochronous scheme. 

By using the plesiochronous approximation (4.7), the equation (4.16) can further be 

expressed as: 

𝑆𝑃𝐴𝑠𝑢𝑏,𝑛 = 20 log
|∑ 𝐹𝑛{𝑖𝑚}
𝑀
𝑚=1 |

max{|𝐹𝑛{𝑖𝑚}|}
 (4.17) 

The goal of a substrate noise reduction methodology is to maximize the SPA for the substrate 

noise harmonics in the critical frequency band. For the time being, let’s assume that only one 

substrate noise harmonic is critical. The procedure in case of targeting more harmonics will be 

explained in the subsequent sections. 

As it can be seen from the equation (4.17), maximization of the SPA for the 𝑛𝑡ℎ substrate 

noise harmonic is equivalent to the maximization of the ratio |∑ 𝐹𝑛{𝑖𝑚}
𝑀
𝑚=1 | max{|𝐹𝑛{𝑖𝑚}|}⁄ . This 

actually represents a ratio between the magnitude of a sum of 𝑀 complex numbers and the largest 

among the magnitudes of the elements of this sum. Such a ratio is maximized if all of the sum 

elements are identical, both in magnitude and phase: 

𝐹𝑛{𝑖1} = 𝐹𝑛{𝑖2} = ⋯ = 𝐹𝑛{𝑖𝑀} =
𝐹𝑛{𝑖}

𝑀
 (4.18) 

In other words, the phases of each of the sum elements 𝐹𝑛{𝑖𝑚}, 𝑀 = 1, 2, … ,𝑀, should be equal to 

the phase of the sum 𝐹𝑛{𝑖}: 

𝜑(𝐹𝑛{𝑖1}) = 𝜑(𝐹𝑛{𝑖2}) = ⋯ = 𝜑(𝐹𝑛{𝑖𝑀}) = 𝜑(𝐹𝑛{𝑖}) (4.19) 
and the magnitudes of all of the sum elements should be equal: 

|𝐹𝑛{𝑖1}| = |𝐹𝑛{𝑖2}| = ⋯ = |𝐹𝑛{𝑖𝑀}| =
|𝐹𝑛{𝑖}|

𝑀
 (4.20) 

By applying (4.20) in the equation (4.16), the maximum theoretically possible value for 

𝑆𝑃𝐴𝑠𝑢𝑏,𝑛 is obtained: 

max{𝑆𝑃𝐴𝑠𝑢𝑏,𝑛} = 20log(𝑀) (4.21) 
Note that, in order to obtain this result, no assumption about the shape of the switching 

current waveforms in the time domain was taken. Thus, it is valid regardless of the switching current 

waveform shape. However, the deduction is based on the plesiochronous approximation for the 

switching current; the impact of this approximation is analyzed in the Section 4.2.4. 

Since the optimum result is obtained when the corresponding switching current harmonics in 

all the LSMs of a GALS system are equal (i.e. balanced), this partitioning methodology is named 

“harmonic-balanced plesiochronous GALS partitioning methodology” [P5]. Note that, despite having 
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a similar name, this methodology is not related to the harmonic balance method as a procedure for 

determining the steady-state response of a nonlinear system. 

It is interesting to notice that the maximum spectral peak attenuation from (4.21) is the same 

as the maximum spectral peak attenuation for the switching current low harmonics provided by the 

power balanced plesiochronous GALS partitioning methodology [16][160]. The relation between 

these two GALS partitioning methodologies will be analyzed in Section 4.6. 

So far in this section, the spectral peak attenuation of a single spectral peak by the harmonic-

balanced plesiochronous GALS partitioning methodology has been analyzed. Now, the attenuation of 

the spectral power of substrate noise will be analyzed as well. Since the continuous noise floor is 

lying far below the level of the harmonic peaks, only harmonic power will be taken into account. 

First, let’s observe the switching current spectrum. Let the magnitude of the 𝑛𝑡ℎ switching 

current harmonic peak in an initial synchronous system be 𝐴𝑛 = 𝐹𝑛{𝑖}, which means that the power 

of this harmonic can be expressed as  𝑐𝐴𝑛
2 , with 𝑐 being a multiplicative constant. If this system is 

replaced by a plesiochronous GALS system with 𝑀 LSMs and perfect harmonic balancing at the 𝑛𝑡ℎ 

harmonic, the magnitude of each of the corresponding GALS harmonic peaks will be 𝐴𝑛 𝑀⁄ , its 

spectral power 𝑐(𝐴𝑛 𝑀⁄ )2 while the total power of GALS harmonic peaks corresponding to the 𝑛𝑡ℎ 

harmonic will be 𝑀𝑐(𝐴𝑛 𝑀⁄ )2 = 𝑐 𝐴𝑛
2 𝑀⁄ . Harmonic peak attenuation at the 𝑛𝑡ℎ harmonic is: 

𝑆𝑃𝐴𝐼𝑠𝑤,𝑛 = 20 log (
𝐴𝑛
𝐴𝑛 𝑀⁄

) = 20log(𝑀) (4.22) 

while the spectral power attenuation for the narrow band around the 𝑛𝑡ℎ harmonic is: 

𝑃𝐴𝐼𝑠𝑤,𝑛 = 10 log (
𝐴𝑛
2

𝐴𝑛
2 𝑀⁄

) = 10log(𝑀) (4.23) 

Now, let’s analyze the substrate voltage spectrum. The derivation is very similar to the one 

for switching current spectrum. Let 𝐻𝑛 be the value of the PDN and substrate transfer function (from 

switching current to the substrate voltage at the position of the victim). The 𝑛𝑡ℎ harmonic peak of 

substrate noise is then 𝐻𝑛𝐴𝑛, and its power is 𝑐(𝐻𝑛𝐴𝑛)
2. When the initial plesiochronous system is 

transformed into a plesiochronous GALS system with 𝑀 LSMs and perfect harmonic balancing at the 

𝑛𝑡ℎ harmonic, the 𝑛𝑡ℎ harmonic peak from the initial synchronous system would be replaced by 𝑀 

peaks, each having the magnitude 𝐻𝑛𝐴𝑛 𝑀⁄ , and the total power in a narrow band around the 𝑛𝑡ℎ 

harmonic is 𝑀𝑐(𝐻𝑛𝐴𝑛 𝑀⁄ )2 = 𝑐 (𝐻𝑛𝐴𝑛)
2 𝑀⁄ . Note that a plesiochronous approximation is applied 

here – since harmonic peaks of the plesiochronous GALS system corresponding to the same 

synchronous harmonic peak are very close to each other, for each of them the value of the PDN and 

substrate transfer function will be approximately the same (for 𝑛𝑡ℎ synchronous harmonic, equal to 

𝐻𝑛).  Spectral peak attenuation at the 𝑛𝑡ℎ harmonic is, as already shown in (4.21): 

𝑆𝑃𝐴𝑉𝑠𝑢𝑏,𝑛 = 20 log (
𝐻𝑛𝐴𝑛
𝐻𝑛𝐴𝑛 𝑀⁄

) = 20log(𝑀) (4.24) 

and the spectral power attenuation in a narrow band around the 𝑛𝑡ℎ harmonic is: 

𝑃𝐴𝑉𝑠𝑢𝑏,𝑛 = 10 log (
(𝐻𝑛𝐴𝑛)

2

(𝐻𝑛𝐴𝑛)
2 𝑀⁄

) = 10log(𝑀) (4.25) 

This means that, besides providing spectral peak attenuation of substrate noise, harmonic-

balanced plesiochronous GALS partitioning also provides the substrate noise spectral power 
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attenuation as well. This is an advantage over another system-level substrate noise reduction 

methodology – clock modulation, which replaces each harmonic spectral peak with a lower but wider 

one, and thus attenuates the spectral peak, without reducing its spectral power.

4.2.3. Avoiding the harmonic overlapping

At higher frequencies, it’s possible that GALS clock harmonic of the order 𝑛 − 1 of one LSM 

overlaps with the GALS clock harmonic of the order 𝑛 of another LSM. Such overlapping can cause 

unwanted high noise peaks at higher frequencies. Examples of this are shown in Fig. 4.4 and Fig. 4.5. 

Figure 4.4 – An example of harmonic overlapping, with one of the LSMs having a clock frequency 
higher than the initial clock frequency, and another LSM having a clock frequency lower than the 

initial clock frequency. Black dotted – harmonics of the original synchronous system, Green –
harmonics of the LSM with the lowest clock frequency, Blue – harmonics of the LSM with the highest 

clock frequency

Figure 4.5 – An example of harmonic overlapping, with both LSMs having a clock frequency lower 
than the initial clock frequency. Black dotted – harmonics of the original synchronous system, Green –
harmonics of the LSM with the lowest clock frequency, Blue – harmonics of the LSM with the highest 

clock frequency

The condition for the overlapping not to happen (the “overlapping safe” condition) is:

𝑛 𝑓𝐺𝐴𝐿𝑆𝑚𝑎𝑥 ≤ (𝑛 + 1)𝑓𝐺𝐴𝐿𝑆𝑚𝑖𝑛 (4.26)
The frequencies 𝑓𝐺𝐴𝐿𝑆𝑚𝑎𝑥 and 𝑓𝐺𝐴𝐿𝑆𝑚𝑖𝑛 are maximum and minimum LSM frequencies (at 

fundamental), respectively. For a plesiochronous scheme:



 
91 

𝑓𝐺𝐴𝐿𝑆𝑚𝑎𝑥 = (1 + Δ𝑚𝑎𝑥)𝑓0,𝑓𝐺𝐴𝐿𝑆𝑚𝑖𝑛 = (1 + Δ𝑚𝑖𝑛)𝑓0 (4.27) 
where 𝑓0 is the original synchronous clock frequency, and |∆𝑚𝑎𝑥| ≪ 1, |∆𝑚𝑖𝑛| ≪ 1. Combining the 

equations (4.26) and (4.27), the “overlapping safe” condition becomes: 

𝑛(1 + Δ𝑚𝑎𝑥)𝑓0 ≤ (𝑛 + 1)(1 + Δ𝑚𝑖𝑛)𝑓0 (4.28) 
From (4.28), the maximum order of the “overlapping safe” harmonic is obtained: 

𝑛 ≤ 
1 +Δ𝑚𝑖𝑛

Δ𝑚𝑎𝑥 −Δ𝑚𝑖𝑛
 (4.29) 

As it can be noticed from the expression (4.29), for higher ∆𝑚𝑖𝑛 and for smaller difference 

between ∆𝑚𝑎𝑥  and ∆𝑚𝑖𝑛, the “overlapping safe zone” is wider, i.e. the harmonics at which this 

problem might occur are higher. Since ∆𝑚𝑖𝑛 usually can’t be above 0, the limit will be higher if ∆𝑚𝑎𝑥  

and ∆𝑚𝑖𝑛 can be kept as close to each other as possible, i.e. if the plesiochronous clocking is such 

that the difference between the LSM clock frequencies is as small as possible. 

The limit from (4.29), however, is too conservative. It’s possible to avoid overlapping even at 

frequencies above the limit from (4.29) by frequency planning, i.e. to make sure that the ratio of any 

pair of the LSM clock frequencies is not a rational number. This, however, might not be safe enough, 

since the LSM clocks might have somewhat higher phase noise (especially if they’re implemented as 

ring oscillators), which means that even having two peaks close to each other would result in 

amplifying the peaks. In that case, not just completely overlapping harmonics but also the harmonics 

which are too close to each other should be avoided. This results in the following condition: 

(∀𝑛1,𝑛2)(|𝑛1(1 + ∆1)𝑓0 − 𝑛2(1 + ∆2)𝑓0|) ≥ 𝑓∆ (4.30) 

where 𝑓∆ is the minimum allowable distance between two frequency peaks, which is determined 

based on the phase noise of the clock. If this condition is fulfilled, overlapping is avoided, and it 

doesn’t pose any upper limit for the highest harmonic order which can be attenuated. In practice, the 

condition (4.30) has to be satisfied only for 𝑛1 and 𝑛2 within the frequency band of interest, which 

makes the condition easier to fulfill. 

 

4.2.4. The impact of the plesiochronous approximation 

 

In the Section 4.2.2, the theoretical foundations of the harmonic balanced plesiochronus 

GALS partitioning methodology for substrate noise reduction have been presented. The methodology 

is developed by applying the plesiochronous approximation, i.e. by considering that the harmonics of 

the switching current spectrum for each of the LSMs remain largely unchanged if the synchronous 

frequency 𝑓0 is replaced by a plesiochronous frequency 𝑓𝑚 = (1 + ∆𝑚)𝑓0, |∆𝑚| ≪ 1. In this 

subsection, the plesiochronous approximation itself and its impact on the result of the methodology 

are analyzed.  

For this purpose, a periodic triangular pulse model for the switching current waveform is 

used, as shown in Fig. 4.6. As already mentioned in Chapter 2, this is the same model as the one 

which was used in [16], and before that in [48]. In [48] it was shown that the model is well suitable 

for small to medium scale (~40 k-gates) digital systems. 
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Figure 4.6 – Periodic triangular pulse as a model for switching current (adapted from [P5])

As the first step, the approximation is analyzed by observing a single partition. In Fig. 4.7.a 

the spectrum envelope of that partition’s switching current is shown, calculated in four ways. The red 

line corresponds to the case when the Fourier series elements are calculated with the synchronous 

clock frequency as the fundamental, while the magenta, green and blue lines correspond to the case 

when the Fourier series elements are calculated with the plesiochronous frequency as the 

fundamental, having an offset ∆𝑚 of  1%, 3% and 5%, respectively. In Fig. 4.7.b-d the difference of 

the harmonic peaks calculated without an offset and the harmonic peaks calculated with the 

respective offset is shown, expressed in dB.

Figure 4.7 – Spectrum envelope for a single block, calculated with and without neglecting the 
frequency offset (a), and error introduced by this approximation (b-d)

red – synchronous frequency, magenta – 1 % offset, green – 3 % offset, blue – 5 % offset
(adapted from [P5])

As it can be noticed from Fig. 4.7, at most of the frequencies the error introduced by the 

plesiochronous approximation is negligible. The only exceptions are the “notches”, i.e. the parts of 

the spectrum where the envelope has a sharp minimum. This is actually expected – since the 

spectrum magnitude changes the most around the notch frequencies, that part of the spectrum is 

the most sensitive to the frequency drift when calculating the Fourier series. However, since the 

magnitude of the switching current spectrum at notch frequencies is substantially lower compared to 

the remaining part of the spectrum, spectral peaks in this region would not have any detrimental 

effect. Thus, it can be concluded that the error introduced by the plesiochronous approximation 
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impacts only the part of the spectrum where there are no spectral peaks the reduction of which 

would be required. 

Further, in order to evaluate the impact of this error on the results of the methodology itself, 

a GALS system is observed, resulting from a theoretically perfect harmonic balancing of an initial 

synchronous system at all frequencies. The GALS system has 5 plesiochronously clocked LSMs, having 

clock frequency offsets of -4%, -2%, 1%, 3% and 5%. In Fig. 4.8.a, the spectrum envelope of the 

switching current of an initial synchronous system is shown. Spectral peak attenuation is then 

calculated numerically in MATLAB, once by applying the plesiochronous approximation (i.e. by 

calculating the Fourier series with the synchronous frequency as the fundamental), and once by not 

applying the plesiochronous approximation (i.e. by calculating the Fourier series with taking into 

account the frequency offsets of the LSMs). The results are shown in Fig. 4.8.b and Fig. 4.8.c, 

respectively. 

 
 

Figure 4.8 – Spectrum envelope of switching current for a synchronous system (a), and spectrum 
peak attenuation with plesiochronous harmonic balanced 5 LSM GALS partitioning, calculated with 

neglecting the frequency offset (b) and without neglecting the frequency offset (c) 
(adapted from [P5]) 

 

When the plesiochronous approximation is applied, the numerically obtained SPA is 

13.98dB at all frequencies, which, as expected, corresponds to the theoretically predicted 

attenuation of 20log(𝑀). On the other hand, when the frequency offset is also taken into account 
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for the numerical evaluation, the results vary from the theoretical prediction. The variations are 

somewhat more expressed at higher frequencies, which is expected, since for the higher order 

harmonics the absolute value of the frequency offset gets bigger. For most of the spectral peaks, 

however, the attenuation stays close to the theoretically predicted value. 

The only frequency regions where the attenuation is seriously deteriorated are around the 

“notch” frequencies, i.e. the frequencies where the spectrum envelope, as shown in Fig. 4.8.a, 

reaches sharp minima. At these frequencies, the attenuation even becomes negative, i.e. it turns into 

amplification of spectral peaks. This, however, doesn’t have any detrimental effects – even when 

amplified, the peaks at and around the “notch” frequencies stay substantially lower than the rest of 

the spectrum. 

Thus, it can be concluded that, for the relevant parts of the switching current spectrum, the 

spectral peak attenuation obtained by the harmonic balanced plesiochronous GALS partitioning is 

close to the optimum value, calculated by using the plesiochronous approximation. In other words, 

the plesiochronous approximation significantly impacts the result of the harmonic balanced 

plesiochronous GALS partitioning only in the part of the spectrum where the attenuation is not 

needed anyway. 

So far in this section, a theoretically perfect harmonic balanced plesiochronous GALS 

partitioning was assumed, where the initial synchronous system is partitioned into LSMs so that all of 

the LSMs are perfectly balanced at each of the harmonics which should be attenuated. However, 

achieving a perfectly balanced partitioning is usually impossible in practice. Each digital system 

consists of a finite number of digital blocks, usually of different size and switching current profile, and 

due to this finite granularity, these blocks can’t be combined into partitions in such a way that a 

perfect harmonic balancing is achieved. This is especially the case if attenuation is required in a 

frequency band containing several harmonics or in several frequency bands – simultaneously 

achieving perfect harmonic balancing at each of the relevant harmonic frequencies is even less 

practically feasible. 

As a consequence, the following question arises: How to practically perform a harmonic 

balanced plesiochronous GALS partitioning for a realistic system, consisting of a finite number of 

digital blocks, so that the partitioning result is as close as possible to the perfect harmonic balancing 

at frequencies of interest. To achieve this, an algorithm for practical harmonic-based plesiochronous 

GALS partitioning is developed. This algorithm is presented in the following section, and the 

partitioning methodology based on it is numerically evaluated. 
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4.3. An algorithm for harmonic-balanced GALS partitioning, and 

numerical evaluation of the methodology in MATLAB 
 

4.3.1. An algorithm for harmonic-balanced GALS partitioning 

 

A GALS partitioning procedure has an initial synchronous system as its starting point. Let the 

initial synchronous system which is to be partitioned and galsified consist of 𝑁 blocks. Blocks are 

parts of the design which should be considered unpartitionable. While it is theoretically possible to 

consider each sequential element as a separate block, it is preferable to define blocks as hierarchical 

structures, such that the number of interface signals between a block and the rest of the system is 

kept relatively small. Such an approach would make galsification easier, because it would avoid 

having extensively large interfaces between the LSMs. 

Let each of these blocks have its own switching current profile, i.e. an average switching 

current waveform. Let these profiles be 𝑖𝑏1(𝑡), 𝑖𝑏2(𝑡), … , 𝑖𝑏𝑁(𝑡). In practice, these profiles can be 

obtained by simulating the blocks within the system, using a representative test case which 

corresponds to the intended usage. For each of the profiles, a switching current spectrum can further 

be obtained by applying the Fourier series. For example, the 𝑛𝑡ℎ harmonic of the switching current of 

the block with the index 𝑏𝑘 and the corresponding current profile 𝑖𝑏𝑘(𝑡) would be 𝐹𝑛{𝑖𝑏𝑘}. Note that 

𝐹𝑛{𝑖𝑏𝑘} is a complex number. 

Let the switching current profile of the entire initial synchronous system be 𝑖(𝑡). The system 

current profile is the sum of the block profiles: 

𝑖(𝑡) = ∑ 𝑖𝑏𝑘(𝑡)

𝑁

𝑘=1

 (4.31) 

Consequently, each harmonic of the spectrum of the synchronous system is equal to the sum of the 

corresponding harmonics of block spectra: 

𝐹𝑛{𝑖} = ∑𝐹𝑛{𝑖𝑏𝑘}

𝑁

𝑘=1

 (4.32) 

When the initial synchronous system is transformed into a GALS system, each of the blocks is 

assigned to one of the partitions of the new GALS system, i.e. to one of the LSMs. Let the new GALS 

system consist of 𝑀 LSMs, denoted as 𝐿𝑆𝑀1, 𝐿𝑆𝑀2, … , 𝐿𝑆𝑀𝑀. Let 𝑝𝑚 be a set of indices of all the 

blocks which are assigned to the partition 𝐿𝑆𝑀𝑚. Let the resulting current profile of this LSM be 𝑖𝑚. 

Similar to (4.31), it can be written that: 

𝑖𝑚 = ∑ 𝑖𝑏𝑘
𝑏𝑘∈𝑝𝑚

 (4.33) 

Also, similar to (4.32), each harmonic peak in the switching current spectrum of the partition 

𝐿𝑆𝑀𝑚 represents the sum of the corresponding harmonic peaks of the switching current spectra of 

blocks which are contained within that LSM: 

𝐹𝑛{𝑖𝑚} = ∑ 𝐹𝑛(𝑖𝑏𝑘)

𝑘∈𝑝𝑚

 (4.34) 
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The perfect harmonic-balanced plesiochronous GALS partitioning for this system would be 

achieved if for each partition 𝐿𝑆𝑀𝑚 the following condition is valid at the targeted harmonic 𝑛: 

𝐹𝑛{𝑖𝑚} =
𝐹𝑛{𝑖}

𝑀
 (4.35) 

In case that more harmonics are targeted, for the perfect harmonic-balanced plesiochronous GALS 

partitioning the condition (4.35) would have to be achieved at each of the targeted harmonics. 

 The goal of a practical partitioning methodology should thus be to combine the blocks 

𝑏1, 𝑏2, … , 𝑏𝑘 , … , 𝑏𝑁 in partitions 𝐿𝑆𝑀1, 𝐿𝑆𝑀2, … , 𝐿𝑆𝑀𝑀 so that the harmonic peaks of switching 

currents for each of the partitions are as close as possible to the value from equation (4.35). The 

possible criteria of determining how close a particular solution is to the perfect partitioning from 

(4.35) will be discussed later in this subsection – for the time being, we’ll just assume that a cost 

function can be defined, such that it value gets closer to zero as the selected partitioning gets closer 

to the perfect harmonic-balancing at frequencies of interest. 

An obvious way to find the optimum partitioning would be to explore all of the possible 

combinations of blocks, and select the one with the minimum value of the cost function. However, a 

solution space may be too large for such an extensive search – for 𝑁 blocks which are to be grouped 

into 𝑀 partitions, the number of possible combinations is 𝑀𝑁/𝑀! − (𝑀 − 1)𝑁/(𝑀 − 1)!. This can 

be a very large number for a system containing a large number of blocks. Thus, it would be 

preferable to apply some heuristic method for finding the optimum partitioning. In this work, the 

simulated annealing algorithm [200] is applied, as shown in Fig. 4.9. 

 As an input to the optimization procedure, current profiles of each of the blocks should be 

provided, and the spectra are calculated for each of the blocks. Then, a random initial partitioning is 

chosen, with each of the 𝑁 blocks being randomly assigned to one of the 𝑀 partitions. For this initial 

partitioning, a cost function is calculated, determining how good the partitioning is. 

After this initial procedure, the algorithm enters a loop. Each loop iteration starts with 

choosing a random solution which is “neighboring” to the current solution (in the first iteration, to 

the initial solution). Two solutions are “neighboring” if they differ only in the value of one parameter, 

in this case only in an assignment of one block. In other words, one block is randomly selected, and 

the partition to which it is assigned is randomly changed. After this rearrangement, the cost function 

is calculated for the new, “neighboring” partitioning as well, and its value is compared to the value of 

the current partitioning. If the value of the cost function is lower after the rearrangement (i.e. if the 

new partitioning is better than the current one), the new partitioning is set as the current 

partitioning for the next algorithm iteration. In case that the rearrangement has resulted in a higher 

value of the cost function, the new partitioning can also be set as the current partitioning for the 

next iteration, but only with a certain acceptance probability 𝑎𝑝. When the algorithm starts looping, 

this acceptance probability is high, and it gets reduced by a constant multiplicative factor with every 

iteration. In other words, the algorithm intentionally provides a possibility of choosing a worse 

partitioning over a better one; however, the probability of such a choice is high only at the beginning 

of the algorithm execution, and choosing a worse partitioning over a better one becomes less 

probable as the algorithm progresses. This occasional choice of a worse solution in an initial phase of 

the algorithm is a crucial feature of simulated annealing, since it prevents the algorithm from getting 

stuck at a local optimum. 
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The algorithm is ended when the cost function converges to the final solution. Note that the 

algorithm is random, which has a consequence that, in case that there are several optima with close 

values of the cost function, it can deliver different results for different runs. However, all of the 

delivered results would have close final values of the cost function, i.e. they would be approximately 

equally close to the perfect harmonic balancing.

Figure 4.9 – A simulated annealing algorithm for performing the harmonic-balanced plesiochronous 
GALS partitioning

Now, let’s discuss the possible ways to select a cost function, since the proper choice of a 

cost function is crucial for the algorithm to deliver an optimal result. As already stated, there are 

several ways to select a cost function.

Since the spectrum harmonics of the initial synchronous system 𝐹𝑛{𝑖} are known at the 

beginning of the algorithm, the spectrum which a theoretically perfectly balanced partitioning would 

have can be calculated from (4.35). Note that both 𝐹𝑛{𝑖𝑚} and 𝐹𝑛{𝑖}/𝑀 are complex numbers, which 

means that they should match as much as possible both in magnitude and phase, i.e. both in real and 

imaginary part. Thus, for each of the partitions 𝐿𝑆𝑀𝑚, a criterion for how good the matching is at the 

harmonic 𝑛 can be defined as:

𝑐1𝑚𝑛 = (Re{𝐹𝑛{𝑖𝑚}} − Re {
𝐹𝑛{𝑖}

𝑀
})

2

+ (Im{𝐹𝑛{𝑖𝑚}} − Im {
𝐹𝑛{𝑖}

𝑀
})

2

= |𝐹𝑛{𝑖𝑚} −
𝐹𝑛{𝑖}

𝑀
|

2

(4.36)

Accordingly, the cost function can be formed by summing the matching criteria (4.36) for all 

the LSMs and for all the harmonics 𝑛 in the frequency band of interest:
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𝑐1 =∑∑|𝐹𝑛{𝑖𝑚} −
𝐹𝑛{𝑖}

𝑀
|

2

𝑛𝑚

 (4.37) 

Since the cost function 𝑐1 is based on the direct comparison to the theoretically perfect 

harmonic balancing, using this cost function provides the optimal harmonic peak attenuation both 

for the switching current harmonics and for the substrate noise harmonics in the frequency range of 

interest. 

In case that the harmonic-balanced plesiochronous GALS partitioning is performed not for 

the purpose of substrate noise reduction, but for the purpose of the EMI reduction in a certain band, 

i.e. for the purpose of reducting the switching current harmonic peaks in a certain band, a cost 

function could be chosen so that it corresponds to the lowest spectral power of GALS switching 

current harmonics in this frequency band. As already mentioned in 4.2.2, the power of each 

harmonic is proportional to the square of its magnitude. Using this, the following cost function can 

be defined: 

𝑐2 =∑∑|𝐹𝑛{𝑖𝑚}|
2

𝑛𝑚

 (4.38) 

This cost function is to be used only when the switching current harmonics themselves are targeted 

for reduction. 

In cases when there are several analog modules in the chip, being sensitive in different 

frequency bands, and having different requirements for substrate noise reduction, it might be 

needed to favor the noise reduction in one of these bands over the noise reduction in the others. 

This can be achieved by introducing weight coefficients, which would give more importance to 

attenuation of more critical frequency components. Including the weight components in the cost 

functions 𝑐1 and 𝑐2 results in the following two new cost functions, respectively: 

𝑐3 =∑∑𝑤𝑛 |𝐹𝑛{𝑖𝑚} −
𝐹𝑛{𝑖}

𝑀
|

2

𝑛𝑚

 (4.39) 

𝑐4 =∑∑𝑤𝑛|𝐹𝑛{𝑖𝑚}|
2

𝑛𝑚

 (4.40) 

 Cost functions 𝑐1 and 𝑐2 can also be understood as the special cases of the cost functions 𝑐3 

and 𝑐4, where weight coefficients 𝑤𝑛 = 1 are assigned to the harmonics within the frequency band 

of interest, while weight coefficients 𝑤𝑛 = 0 are assigned to the harmonics outside of this frequency 

bands (i.e. to the harmonics, the reduction of which isn’t required). 

 Note that all the cost functions defined in this section only consider the noise attenuation 

performance of the resulting GALS system. They don’t take into account the interface cost. However, 

it would be possible to extend the cost functions defined here to consider the interface cost as well. 

One possibility to achieve this would be to include a multiplicative weight factor to an existing cost 

function, such that it increases with the number of interface signals. 
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4.3.2. Numerical evaluation of the methodology in MATLAB 

 

 The practical methodology described in the previous subsection has been evaluated by a set 

of numerical simulations in MATLAB. The simulations have been performed on a simplified model, as 

described in Chapter 3, where switching current profiles of digital blocks have been modeled by 

periodic triangular pulses. The pulses in this test case have random rise and fall times in ranges 0 ÷

20% and 0 ÷ 80% of clock period, respectively, and a random current peak in the range 0 ÷ 1mA. 

There are 40 such blocks within the system, and they are to be distributed in 5 LSMs. Synchronous 

clock frequency is 10MHz, while GALS clocking is plesiochronous, with offsets to the synchronous 

clock frequency being −4%, −2%, 1%, 3% and 5%. For each of the block profiles, spectrum 

harmonics have been calculated up to the 128𝑡ℎ harmonic. According to (4.21), for a theoretically 

perfect harmonic-balanced partitioning, a harmonic peak attenuation of 13.98dB would be 

achieved. 

 The optimization procedure from the previous subsection has first been performed with cost 

function 𝑐1 being applied, without any weight coefficients. This means that the optimization is 

applied on all of the available calculated harmonics (in this case, the first 128 of them). The result is 

shown in Fig. 4.10. In Fig. 4.10.a, the red dotted line represents the spectrum envelope of the initial 

synchronous system. If a “perfect partitioning” was possible, the GALS system which would result 

from it would have an envelope corresponding to the full red line. The optimization procedure, as 

described in the previous subsection, has resulted in a GALS system with a spectrum envelope shown 

as the full green line in Fig. 4.10.a. Spectral peak attenuation which has been achieved is shown in 

Fig. 4.10.b. 

 As it can be seen in the figure, an attenuation which is very close to the theoretical optimum 

of 13.98dB has been achieved for the lower harmonics. As the harmonics get higher, the 

attenuation gets lower, and the achieved envelope (green) gradually deviates from the theoretically 

perfect one (red). As expected, the attenuation gets deteriorated the most in the regions around the 

“notches” (marked with arrows in Fig. 4.8.a). However, this deterioration around the “notches” is not 

as expressed as it could be expected from the discussion in subsection 4.2.4. This is thanks to the fact 

that here, although the current profile for each of the blocks is triangular, the resulting profile of the 

entire initial synchronous system, as well as the resulting profiles of the LSMs after galsification, are 

not triangular, but the sum of random triangular waveforms, as shown in Fig. 4.11. The notches of 

such waveforms are not as sharp as those in Fig. 4.8, and thus the deviation caused by the 

imperfections of the harmonic-balanced partitioning at “notch”-points aren’t as expressed. 
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Figure 4.10 – (a) Spectrum envelopes of switching current for synchronous system (red dotted), for 
the ideal harmonic balanced partitioning (red) and for the partitioning obtained by optimization 

procedure with cost function 𝑐1 on all harmonics (green); (b) spectral peak attenuations obtained 
(adapted from [P5]) 

 

 
 

Figure 4.11 – Switching current waveform for the synchronous system (a) and for each of the GALS 
partitions (b) for the case from Fig. 4.10 

(adapted from [P5]) 
 

 In the second test, presented in Fig. 4.12, by the usage of weight coefficients the 

optimization has been focused on the frequency band between  1.5GHz and 2.5GHz. The weight 
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coefficients were chosen in the simplest band-selective way – weight coefficients for in-band 

harmonics have been set to 1, while the weight coefficients for the remaining harmonics have been 

set to 0. This way, it has been achieved that the attenuation in this frequency band is the closest to 

the theoretical optimum of 13.98dB, although the harmonics in this part of the spectrum don’t 

belong to the low harmonics. At this part of the spectrum, the envelope of the resulting GALS 

spectrum approaches the most to the envelope of the spectrum of “perfect partitioning”. In the rest 

of the spectrum, the attenuation is also achieved (except in a couple of high-frequency “notches”), 

but it’s lower than in the optimized frequency band. 

 The results of the third test are presented in Fig. 4.13. Here, the frequency band between 

5GHz and 5.5GHz has been optimized, containing even higher harmonics than the one in the 

previous test case. While the achieved attenuation in the selected frequency band is significantly 

higher than in the surrounding area, it’s somewhat lower than in the previous test case. Thus, it can 

be concluded that the optimizing methodology from Section 4.3.1 delivers better results if the 

targeted optimization band is at lower frequencies. 

 
 

Figure 4.12 – Spectrum envelopes of switching current (a) for synchronous system (red dotted), for 
the ideal harmonic balanced partitioning (red) and for the partitioning obtained by optimization 
procedure with cost function c1 on harmonics in frequency band [1.5 GHz, 2.5 GHz] (green); and 

spectral peak attenuations obtained (b). The markers are showing maximum and minimum 
attenuation achieved within the targeted band. 

(adapted from [P5]) 
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Figure 4.13 – Spectrum envelopes of switching current (a) for synchronous system (red dotted), for 

the ideal harmonic balanced partitioning (red) and for the partitioning obtained by optimization 
procedure with cost function c1 on harmonics in frequency band [5 GHz, 5.5 GHz] (green); and 

spectral peak attenuations obtained (b). The markers are showing maximum and minimum 
attenuation achieved within the targeted band. 

(adapted from [P5]) 
 

 
 

Figure 4.14 – Spectrum envelopes of switching current (a) for synchronous system (red dotted), for 
the ideal harmonic balanced partitioning (red) and for the partitioning obtained by optimization 

procedure with cost function c1 on harmonics in frequency bands [1.5 GHz, 2.5 GHz] and [5 GHz, 5.5 
GHz] (green); and spectral peak attenuations obtained (b). The markers are showing maximum and 

minimum attenuation achieved within the targeted bands. 
(adapted from [P5]) 
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 Finally, in the fourth test case, two frequency bands, 1.5GHz ÷ 2.5GHz and 5GHz ÷

5.5GHz, have been simultaneously optimized. The result is presented in Fig. 4.14. As it can be 

noticed by comparing Fig. 4.14 to Fig. 4.12 and Fig. 4.13, the attenuation is slightly lower compared 

to the cases when each band is optimized without optimizing the other one. This is a consequence of 

a larger number of harmonics that have to be optimized – the more harmonics are to be optimized, 

the more difficult it gets to approach to the optimum solution. Additionally, similarly as from 

comparing the previous two test cases to each other, it can be noticed that better results are 

generally obtained at lower frequencies, where the switching current harmonics to be attenuated 

are higher. 

 

4.3.3. Substrate noise spectral power attenuation for frequency bands containing more 

harmonics 

 

In section 4.2.2 it has been shown that, besides providing the optimum harmonic peak 

attenuation, harmonic-balanced plesiochronous GALS partitioning also provides in-band power 

attenuation. More specifically, for switching current harmonics, it has been shown that harmonic 

peak attenuation of a targeted harmonic and spectral power attenuation in a narrow frequency band 

around the targeted harmonic are, respectively: 

𝑆𝑃𝐴𝐼𝑠𝑤,𝑛 = 20 log (
𝐴𝑛
𝐴𝑛 𝑀⁄

) = 20log(𝑀) (4.41) 

and: 

𝑃𝐴𝐼𝑠𝑤,𝑛 = 10 log (
𝐴𝑛
2

𝐴𝑛
2 𝑀⁄

) = 10log(𝑀) (4.42) 

where 𝐴𝑛 is the 𝑛𝑡ℎ harmonic spectral peak of the switching current, and 𝑀 the number of GALS 

partitions, i.e. LSMs. Similarly, for substrate noise harmonics, harmonic peak attenuation of a 

targeted harmonic and spectral power attenuation in a narrow frequency band around the targeted 

harmonic are, respectively: 

𝑆𝑃𝐴𝑉𝑠𝑢𝑏,𝑛 = 20 log (
𝐻𝑛𝐴𝑛
𝐻𝑛𝐴𝑛 𝑀⁄

) = 20log(𝑀) (4.43) 

and: 

𝑃𝐴𝑉𝑠𝑢𝑏,𝑛 = 10 log (
(𝐻𝑛𝐴𝑛)

2

(𝐻𝑛𝐴𝑛)
2 𝑀⁄

) = 10log(𝑀) (4.44) 

where 𝐻𝑛 is the value of the PDN and substrate transfer function at the frequency of the 𝑛𝑡ℎ 

harmonic. 

Note that, as a consequence of the plesiochronous approximation and the equal ground 

bounce approximation (which is valid for smaller systems), 𝑆𝑃𝐴𝐼𝑠𝑤,𝑛 = 𝑆𝑃𝐴𝑣𝑠𝑢𝑏,𝑛 and 𝑃𝐴𝐼𝑠𝑤,𝑛 =

𝑃𝐴𝑣𝑠𝑢𝑏,𝑛. In case of a single harmonic, both spectral peak attenuation and spectral power 

attenuation in a narrow band are the optimum ones which can be reached by GALS partitioning. In 

this chapter it will be analyzed whether harmonic balancing also provides optimal spectral power 

attenuation in the targeted frequency band. 
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First, let’s observe the switching current spectrum. For a frequency band containing more 

harmonics, total in-band power for the initial synchronous design is: 

𝑃𝑏𝑎𝑛𝑑,𝑠𝑦𝑛𝑐 = ∑ 𝑐𝐴𝑛
2

𝑛∈𝑏𝑎𝑛𝑑

= 𝑐 ∑ 𝐴𝑛
2

𝑛∈𝑏𝑎𝑛𝑑

 (4.45) 

where 𝑐 is a multiplicative constant. On the other hand, for the plesiochronous GALS system with 𝑀 

LSMs and perfect harmonic balancing at all in-band harmonics: 

𝑃𝐼𝑠𝑤,𝑏𝑎𝑛𝑑,𝐺𝐴𝐿𝑆 = ∑ 𝑀𝑐 (
𝐴𝑛
𝑀
)
2

𝑛∈𝑏𝑎𝑛𝑑

= 𝑐 ∑
𝐴𝑛
2

𝑀
𝑛∈𝑏𝑎𝑛𝑑

= 𝑐
1

𝑀
∑ 𝐴𝑛

2

𝑛∈𝑏𝑎𝑛𝑑

 (4.46) 

From (4.45) and (4.46), the total in-band harmonic power attenuation for the switching current is: 

𝑃𝐴𝐼𝑠𝑤,𝑏𝑎𝑛𝑑 = 10 log (
𝑃𝐼𝑠𝑤,𝑏𝑎𝑛𝑑,𝑠𝑦𝑛𝑐

𝑃𝐼𝑠𝑤,𝑏𝑎𝑛𝑑,𝐺𝐴𝐿𝑆
) = 10 log(

∑ 𝐴𝑛
2

𝑛∈𝑏𝑎𝑛𝑑

1
𝑀
∑ 𝐴𝑛

2
𝑛∈𝑏𝑎𝑛𝑑

) = 10log(𝑀) (4.47) 

However, harmonic peaks usually can’t be perfectly balanced, so in practice, the partitioning 

which is the closest to the ideal harmonic balancing in the desired frequency band is found by an 

optimizing algorithm, which minimizes a cost function, as explained in Section 4.3.1. Now, let’s 

assume an imperfect (i.e. a realistic, practically achievable) harmonic balancing. Let the magnitudes 

of the 𝑛𝑡ℎ switching current harmonics for the LSMs be 𝐴𝑛 𝑘𝑛,1⁄ , 𝐴𝑛 𝑘𝑛,2⁄ , …, 𝐴𝑛 𝑘𝑛,𝑀⁄ , where 

∑ (1 𝑘𝑛,𝑖⁄ )𝑀
𝑖=1 → 1, min{𝑘𝑛,𝑖} ≤ 𝑀 and (∀𝑖)(𝑘𝑛,𝑖 → 𝑀). Spectrum peak attenuation for the 𝑛𝑡ℎ 

harmonic is: 

𝑆𝑃𝐴𝐼𝑠𝑤,𝑛 = 20 log(𝑚𝑖𝑛{𝑘𝑛,𝑖}) (4.48) 

Harmonic power for the 𝑛𝑡ℎ harmonic of the GALS system is: 

𝑃𝐼𝑠𝑤,𝑛,𝐺𝐴𝐿𝑆 = 𝑐∑(
𝐴𝑛
𝑘𝑛,𝑖
)

2𝑀

𝑖=1

, min
𝑖∈[1,…,𝑀]

{𝑘𝑛,𝑖} ≤ 𝑀 (4.49) 

Consequently, power attenuation for the narrow band around the 𝑛𝑡ℎ switching current harmonic is: 

𝑃𝐴𝐼𝑠𝑤,𝑛 = 10 log

(

 
 𝐴𝑛

2

∑ (
𝐴𝑛
𝑘𝑛,𝑖
)
2

𝑀
𝑖=1

)

 
 
= 10 log

(

 
 𝐴𝑛

2

𝐴𝑛
2 ∑ (

1
𝑘𝑛,𝑖
2 )

𝑀
𝑖=1

)

 
 
= 10 log (∑(

1

𝑘𝑛,𝑖
2 )

𝑀

𝑖=1

) (4.50) 

Note that if (∀𝑖)(𝑘𝑛,𝑖 → 𝑀) expression (4.50) converges to (4.42). 

 In case of a frequency band containing more harmonics, in-band harmonic power for the 

GALS system is: 

𝑃𝐼𝑠𝑤,𝑏𝑎𝑛𝑑,𝐺𝐴𝐿𝑆 = ∑ (𝑐𝐴𝑛
2∑

1

𝑘𝑛,𝑖
2

𝑀

𝑖=1

)

𝑛∈𝑏𝑎𝑛𝑑

= 𝑐 ∑ (𝐴𝑛
2∑

1

𝑘𝑛,𝑖
2

𝑀

𝑖=1

)

𝑛∈𝑏𝑎𝑛𝑑

, min
𝑖∈[1,…,𝑀]

{𝑘𝑛,𝑖} ≤ 𝑀 (4.51) 

and the total in-band harmonic power attenuation for the switching current is: 

𝑃𝐴𝐼𝑠𝑤,𝑏𝑎𝑛𝑑 = 10 log (
𝑃𝐼𝑠𝑤,𝑏𝑎𝑛𝑑,𝑠𝑦𝑛𝑐

𝑃𝐼𝑠𝑤,𝑏𝑎𝑛𝑑,𝐺𝐴𝐿𝑆
) = 10 log

(

 
 ∑ 𝐴𝑛

2
𝑛∈𝑏𝑎𝑛𝑑

∑ (𝐴𝑛
2 ∑

1
𝑘𝑛,𝑖
2

𝑀
𝑖=1 )𝑛∈𝑏𝑎𝑛𝑑

)

 
 

 (4.52) 
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Note that if (∀𝑖)(𝑘𝑛,𝑖 → 𝑀) expression (4.52) converges to (4.47). This is actually the task of the 

optimization algorithm – it’s designed so that the expression (4.52) converges to (4.47) to the largest 

possible extent. 

 Now, let’s analyze the substrate voltage spectrum. The derivation is very similar to the one 

for the switching current spectrum. For a frequency band containing more harmonics, total in-band 

substrate noise spectral power for the initial synchronous design is: 

𝑃𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑,𝑠𝑦𝑛𝑐 = ∑ 𝑐(𝐻𝑛𝐴𝑛)
2

𝑛∈𝑏𝑎𝑛𝑑

= 𝑐 ∑ (𝐻𝑛𝐴𝑛)
2

𝑛∈𝑏𝑎𝑛𝑑

 (4.53) 

while for the plesiochronous GALS system with 𝑀 LSMs and perfect harmonic balancing at all in-band 

harmonics: 

𝑃𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑,𝐺𝐴𝐿𝑆 = ∑ 𝑀𝑐 (
𝐻𝑛𝐴𝑛
𝑀

)
2

𝑛∈𝑏𝑎𝑛𝑑

= 𝑐 ∑
(𝐻𝑛𝐴𝑛)

2

𝑀
𝑛∈𝑏𝑎𝑛𝑑

= 𝑐
1

𝑀
∑ (𝐻𝑛𝐴𝑛)

2

𝑛∈𝑏𝑎𝑛𝑑

 (4.54) 

From (4.53) and (4.54), the total in-band harmonic power attenuation for the switching current is: 

𝑃𝐴𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑 = 10 log (
𝑃𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑,𝑠𝑦𝑛𝑐

𝑃𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑,𝐺𝐴𝐿𝑆
) = 10 log(

∑ (𝐻𝑛𝐴𝑛)
2

𝑛∈𝑏𝑎𝑛𝑑

1
𝑀
∑ (𝐻𝑛𝐴𝑛)

2
𝑛∈𝑏𝑎𝑛𝑑

) = 10log(𝑀) (4.55) 

It can be noticed that, in the ideal case, spectral power attenuation is equal for substrate 

noise and for switching current. This is valid not just for a single harmonic, as already previously 

stated, but also for a frequency band containing more harmonics. From (4.55) and (4.47) it follows 

that: 

𝑃𝐴𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑 = 𝑃𝐴𝐼𝑠𝑤,𝑏𝑎𝑛𝑑 = 10log(𝑀) (4.56) 

Now let’s analyze the spectral power attenuation obtained in practice, when using an 

optimization algorithm. Let the magnitudes of the 𝑛𝑡ℎ switching current harmonics for the LSMs be 

𝐻𝑛 𝐴𝑛 𝑘𝑛,1⁄ , 𝐻𝑛𝐴𝑛 𝑘𝑛,2⁄ , …, 𝐻𝑛𝐴𝑛 𝑘𝑛,𝑀⁄ , where ∑ (1 𝑘𝑛,𝑖⁄ )𝑀
𝑖=1 → 1, min{𝑘𝑛,𝑖} ≤ 𝑀 and (∀𝑖)(𝑘𝑛,𝑖 →

𝑀). Spectrum peak attenuation for the 𝑛𝑡ℎ harmonic is: 

𝑆𝑃𝐴𝑉𝑠𝑢𝑏,𝑛 = 20 log(𝑚𝑖𝑛{𝑘𝑛,𝑖}) (4.57) 

which is completely the same expression as (4.48). This confirms the very important previously 

mentioned statement that for a plesiochronous GALS system, spectral peak attenuation for any of 

the substrate noise harmonic peaks is the same as spectral peak attenuation for the corresponding 

switching current harmonic peak, regardless of whether the perfect balancing is achieved or not, i.e.: 

𝑆𝑃𝐴𝑉𝑠𝑢𝑏,𝑛 = 𝑆𝑃𝐴𝐼𝑠𝑤,𝑛 (4.58) 

Substrate noise harmonic power corresponding to the 𝑛𝑡ℎ harmonic of the GALS system is: 

𝑃𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑,𝐺𝐴𝐿𝑆 =∑𝑐 (
𝐻𝑛𝐴𝑛
𝑘𝑛,𝑖

)

2𝑀

𝑖=1

= 𝑐∑(
𝐻𝑛𝐴𝑛
𝑘𝑛,𝑖

)

2𝑀

𝑖=1

, min
𝑖∈[1,…,𝑀]

{𝑘𝑛,𝑖} ≤ 𝑀 (4.59) 

Consequently, power attenuation for the narrow band around the 𝑛𝑡ℎ substrate noise harmonic is: 
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𝑃𝐴𝑉𝑠𝑢𝑏,𝑛 = 10 log

(

 
 (𝐻𝑛𝐴𝑛)

2

∑ (
𝐻𝑛𝐴𝑛
𝑘𝑛,𝑖

)
2

𝑀
𝑖=1

)

 
 
= 10 log

(

 
 (𝐻𝑛𝐴𝑛)

2

(𝐻𝑛𝐴𝑛)
2 ∑ (

1
𝑘𝑛,𝑖
2 )

𝑀
𝑖=1

)

 
 

= 10 log (∑(
1

𝑘𝑛,𝑖
2 )

𝑀

𝑖=1

) 

(4.60) 

Once more, this is the same expression as the one obtained for the switching current: 

𝑃𝐴𝑉𝑠𝑢𝑏,𝑛 = 𝑃𝐴𝐼𝑠𝑤,𝑛 (4.61) 

which means that for a single harmonic, spectral power attenuation for substrate voltage is equal to 

spectral power attenuation for switching current, regardless of whether the perfect balancing is 

achieved or not. Similarly like for switching current, if (∀𝑖)(𝑘𝑛,𝑖 → 𝑀) expression (4.60) converges to 

(4.44). 

Finally, in case of a frequency band containing more harmonics, in-band harmonic power for 

the GALS system is: 

𝑃𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑,𝐺𝐴𝐿𝑆 = 𝑐 ∑ ((𝐻𝑛𝐴𝑛)
2∑

1

𝑘𝑛,𝑖
2

𝑀

𝑖=1

)

𝑛∈𝑏𝑎𝑛𝑑

, min
𝑖∈[1,…,𝑀]

{𝑘𝑛,𝑖} ≤ 𝑀 (4.62) 

and the total in-band harmonic power attenuation for the substrate noise is: 

𝑃𝐴𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑 = 10 log (
𝑃𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑,𝑠𝑦𝑛𝑐

𝑃𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑,𝐺𝐴𝐿𝑆
) = 10 log

(

 
 ∑ (𝐻𝑛𝐴𝑛)

2
𝑛∈𝑏𝑎𝑛𝑑

∑ ((𝐻𝑛𝐴𝑛)
2∑

1
𝑘𝑛,𝑖
2

𝑀
𝑖=1 )𝑛∈𝑏𝑎𝑛𝑑

)

 
 

 (4.63) 

After comparing (4.63) with (4.52), an important conclusion can be drawn – for a frequency band 

containing more harmonics, in general case, the total in-band harmonic power attenuation which is 

practically achieved by an optimizing algorithm doesn’t need to be equal for substrate noise and for 

switching current: 

𝑃𝐴𝑉𝑠𝑢𝑏,𝑏𝑎𝑛𝑑 ≠ 𝑃𝐴𝐼𝑠𝑤,𝑏𝑎𝑛𝑑  (4.64) 

However, from (∀𝑛)(∑ (1 𝑘𝑛,𝑖⁄ )𝑀
𝑖=1 → 1) it follows that (∀𝑛)(∑ (1 𝑘𝑛,𝑖

2⁄ )𝑀
𝑖=1 ≤ 1), which 

means that simultaneously both: 

∑ 𝐴𝑛
2

𝑛∈𝑏𝑎𝑛𝑑

∑ (𝐴𝑛
2 ∑

1
𝑘𝑛,𝑖
2

𝑀
𝑖=1 )𝑛∈𝑏𝑎𝑛𝑑

≥ 1 
(4.65) 

and 

∑ (𝐻𝑛𝐴𝑛)
2

𝑛∈𝑏𝑎𝑛𝑑

∑ ((𝐻𝑛𝐴𝑛)
2 ∑

1
𝑘𝑛,𝑖
2

𝑀
𝑖=1 )𝑛∈𝑏𝑎𝑛𝑑

≥ 1 
(4.66) 

are valid. In other words, if in-band spectral power attenuation is achieved for the switching current, 

it is achieved for the substrate noise as well. Also, for (∀i)(𝑘𝑛,𝑖 → 𝑀), both expressions (4.52) and 

(4.63) converge to (4.56), which means that if a certain set of coefficients 𝑘𝑛,𝑖 is such that the 

attenuation of the in-band spectral power attenuation for the switching current converges to the 
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“perfect partitioning” result, the in-band spectral power attenuation for the substrate noise will 

converge to the “perfect partitioning” result as well. 

The difference from (4.64) is visible only if the achieved result, although the optimum one for 

the targeted system, remains far from the result of the theoretical “perfect partitioning”. In this case, 

if a certain set of 𝑘𝑛,𝑖 coefficients leads to the optimal in-band spectral power attenuation for the 

switching current (i.e. to the in-band spectral power attenuation for the switching current which is as 

close as possible to the result of a theoretically perfect partitioning), it may lead to a suboptimal 

spectral power attenuation for the substrate noise (i.e. some other partitioning might achieve better 

results regarding the in-band substrate noise spectral power reduction). A possible way to overcome 

this would include using weight coefficients based on a coarse estimation of PDN and substrate 

transfer function. This might be a topic for the future work. 

 

4.4. A design flow for the GALS-based substrate noise reduction 

methodology 
 

4.4.1. Incorporation of the methodology into a GALS design flow, and an application on a 

real design example 

 

In Section 4.3, a practical methodology for performing harmonic-balanced plesiochronous 

GALS partitioning has been introduced. The next step, which is presented in this section, is 

embedding this methodology into a design flow and evaluating it on a realistic design example. 

The methodology has been implemented and evaluated in the EMIAS CAD tool [201], which 

was developed in order to support the user in designing low noise digital circuits. The tool takes 

either an RTL source code or directly the hierarchical netlist of the design as an input. If only the RTL 

source code is available, the tool generates scripts for trial synthesis for obtaining the hierarchical 

netlists and design properties. Beside physical information about the design, these design properties 

also include the power waveforms, obtained from vector-based power analysis, which is performed 

by external tools, such as Synopsys PrimeTime. The power waveforms are obtained for each of the 

blocks contained within the system. As power waveforms are approximately proportional to 

switching current waveforms, they can be used for calculating the switching current spectral 

harmonic peaks for each of the blocks.  Harmonic peaks calculated this way are then used as the 

input for the GALS partitioning algorithm, as described in Section 4.3.1. The algorithm is completely 

embedded into EMIAS. Besides balancing the harmonics, EMIAS additionally takes care about the 

connectivity between the blocks when performing the partitioning. In each iteration EMIAS calculates 

the power waveforms of the resulting partitions and the power waveform of the resulting GALS 

system, as well as the corresponding spectra. The procedure is repeated until the suitable 

partitioning is found. As a final step, the partitioned design has to be galsified by integrating 

asynchronous wrappers as interfaces between the LSMs. This step has to be performed manually, 

but it’s planned to automate it in future releases of the tool. The entire low-noise GALS-based design 

flow with EMIAS tool is presented in Fig. 4.15. 
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Figure 4.15 – Low noise GALS design flow methodology using EMIAS CAD tool (adapted from [P5])

The design example which was used for evaluation is a wireless sensor node consisting of a 

LEON2 32-bit microprocessor and three accelerator cores for cryptographic operations: SHA-1, AES 

and ECC. The AMBA bus system is connecting the components. Die area occupied by the design is 

2.2 mm2 in a 130 nm technology.  The clock frequency of the design is 50 MHz, and it consumes 

41.4 mW of power. The hierarchical netlist has been provided, and it has been used as the initial 

point in the flow.

At the beginning of the optimization procedure, 28 blocks have been identified within the 

hierarchical netlist. The intended number of partitions was five, and they were clocked 

plesiochronously at frequencies with offsets of −2.454 %, −1.254 %, 0 %, 1.25 % and 2.5 %. The 

optimization has been set simultaneously for two frequency bands – one containing only the first 

harmonic (i.e. 50 MHz), and another one containing the harmonics corresponding to the GSM-850 

band (i.e. 800 MHz, 850 MHz and 900 MHz).

The results of the optimization procedure are presented in Table 4-I, and the spectra of 

synchronous and GALS systems are shown in Fig. 4.16 and Fig. 4.17, respectively.
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Table 4-I - Harmonic peaks and harmonic power attenuations in dB (adapted from [P5]) 

Harmonic number 1 16 17 18 
Harmonic frequency for the synchronous system (MHz) 50 800 850 900 

Harmonic peak (dB) 

Synchronous system (50 MHz) 42.26 41.98 20.16 41.68 
LSM0 (51.28 MHz) -9.42 -7.31 -9.60 -3.83 
LSM1 (50.63 MHz) 37.74 34.90 17.72 32.62 
LSM2 (50.00 MHz) 25.08 34.57 9.20 34.16 
LSM3 (49.38 MHz) 10.68 14.29 -5.47 13.81 
LSM4 (48.78 MHz) -36.21 -6.82 -18.87 -3.29 
GALS system (the highest peak 
among the peaks from LSM0-4) 

37.74 34.90 17.72 34.16 

Harmonic peak attenuation (dB) 4.52 7.08 2.44 7.52 
 

 

 
 

Figure 4.16 – Current spectrum for synchronous realization of the example design; bands to be 
optimized marked with red rectangles (adapted from [P5]) 

 

 
 

Figure 4.17 – Current spectrum for GALS realization of the example design; optimized bands marked 
with red rectangles (adapted from [P5]) 

 

Due to a small number of blocks, the low granularity of the design, large diversity in power 

among blocks, and a limited number of allowed combinations between them, the perfect harmonic 

balancing could not be achieved. Since some too large blocks couldn’t be further partitioned, the 

harmonics couldn’t be balanced well enough, as can be seen from the table. For each of the targeted 

frequencies it can be noticed that successful harmonic balancing has been achieved only for a couple 

LSMs per harmonic, not for all of them, as the methodology goal would be. Thus, the attenuations 
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obtained are lower than expected, and range between 2.44dB and 7.52dB. The attenuation is the 

smallest for the components which have the lowest power in the initial, synchronous system, which 

can be expected, as explained in Sections 4.2 and 4.3. 

The impact of granularity as a limiting factor for the spectral peak attenuation which can be 

achieved by harmonic-balanced plesiochoronous GALS partitioning methodology will be theoretically 

explained in the next section. 

 

4.4.2. The impact of granularity 

 

According to the equation (4.21), as 𝑀 (the number of LSMs) increases, the spectral peak 

attenuation increases as well. However, there is an upper limit for choosing 𝑀, determined by the 

granularity of the design. 

 Granularity refers to the hierarchical structure of the design. If the design consists of many 

small hierarchical units, it’s said that it has a high granularity. Hierarchical structure often puts a limit 

to the GALS partitioning. If a partitioning is made so that a natural hierarchical block is separated in 

two LSMs, it can result in a huge number of domain crossings between the LSMs, which may cause a 

large area and power overheads, which would also impact the noise performance. Additionally, if 

some hierarchical block appears as a predefined module (an IP core), this block can’t be partitioned 

any further. If one block can’t be partitioned any further, partitioning of the remaining blocks into 

smaller segments will not have an impact to the noise, because balancing with the largest block will 

not be possible, and this block will determine the highest spectral peak of the GALS design. 

This is exactly what happened in the design example presented in Section 4.4.1. When EMIAS 

defines the blocks of the designs, it examines the hierarchy and stops at the leaf modules, which can 

be registers, glue logic, or predefined modules (IP cores). In the sensor node there were some large 

predefined modules which couldn’t be further partitioned, so they appeared as unpartitionable 

blocks at the input of the partitioning algorithm. Thus, even though the number of LSMs was 5, the 

achieved attenuation wasn’t equal to 20log(5), because there were unpartitionable blocks with 

strong harmonics. 

Let the 𝑛𝑡ℎ switching current harmonic for the entire synchronous system be𝐹𝑛{𝑖𝑠𝑦𝑠}, and 

the switching current harmonic of the 𝑘𝑡ℎ block be 𝐹𝑛{𝑖𝑏𝑘}. In case that the targeted harmonics of 

block currents have the same or at least similar phase, the maximum partition number which makes 

sense for reducing the  𝑛𝑡ℎ harmonic is: 

𝑀𝑚𝑎𝑥 = ceil {
|𝐹𝑛{𝑖𝑠𝑦𝑠}|

max{|𝐹𝑛{𝑖𝑏𝑘}|}
} (4.67) 

i.e. the ratio between the system harmonic and the maximum block harmonic, rounded to the next 

higher integer. 

If there are blocks that have opposite current harmonic phase to the one of the block with 

the maximum harmonic, they can be combined with it within the same LSM and this way the large 

block harmonic can be further reduced, resulting in partition harmonic being smaller than the block 
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harmonic. Then, the above limit can be exceeded (i.e. in such cases the above limit is too 

conservative). However, most of the block harmonics, especially those at lower frequencies, usually 

have very similar phases, so in most cases the above limit can be used as an approximation to 

estimate the maximum number of partitions which would make sense. For the design example from 

Section 4.4.1, this would deliver 𝑀𝑚𝑎𝑥 =3, so the maximum theoretically achievable attenuation in 

this case would be 9.54dB. 

A phase difference can be introduced artificially, by applying a combined GALS clocking 

scheme, with two LSMs sharing the same plesiochronous frequency, but with opposite clock phases. 

This way, the limitation from (4.67) could be overcome. This idea can be a topic for future work and a 

further improvement of the methodology. 

Note that a limitation similar to (4.67) also applies also to power balancing – if the non-

partitionable block with the maximum power has power max{𝑃𝑏𝑘}, and the synchronous system 

power is 𝑃𝑠𝑦𝑠, the maximum number of partitions which makes sense would be: 

𝑀𝑚𝑎𝑥 = ceil {
𝑃𝑠𝑦𝑠

max{𝑃𝑏𝑘}
} (4.68) 

 The comparison of the harmonic-balanced plesiochronous GALS partitioning to the power-

balanced plesiochronous GALS partitioning, as well as its comparison to the synchronous system-

level methodologies for substrate noise reduction, will be given in the next section. Also, the main 

limitations of the methodology, one of them being the impact of granularity, will be summarized. 

 

4.5. Comparison of harmonic-balanced plesiochronous GALS 

partitioning to the other system-level methodologies for substrate 

noise reduction 
 

4.5.1. Main limitations of harmonic-balanced plesiochronous GALS partitioning 

 

As discussed in Section 4.4.2, one of the drawbacks of the harmonic-balanced plesiochronous 

GALS partitioning methodology is the dependence of the applicability of the methodology on system 

granularity. Granularity which is too coarse limits the number of partitions 𝑀 for which the 

attenuation 20log(𝑀) is still valid. However, by applying a combined GALS partitioning scheme, with 

introducing phase difference, this limitation could be effectively counteracted. 

An additional drawback is that the methodology relies heavily on the correct estimation of 

the switching current profile, i.e. on the precision of the CAD tool providing the estimation. These 

estimations are currently less reliable than the much more straight-forward power estimations, on 

which the power-balanced plesiochronous GALS partitioning is based. However, CAD tools are 

steadily getting better in estimating switching current profiles. Nowadays there are even tools 

specialized for such estimations, such as Teklatech’s FloorDirectorTM [161]. With further development 

in this field, the estimations of the switching current profiles will become increasingly reliable, which 

will consequently contribute to reliability of harmonic-balanced plesiochronous GALS partitioning 

methodology. 
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It is also important to mention that there’s a trade-off between the optimal noise reduction 

and the number of interfaces between the blocks. Partitioning which would only take noise reduction 

into account might result in an excessively large number of interfaces between the LSMs. This would 

make the galsification costly in terms of power and area. Thus, in practice, it would be important to 

take into account the number of interfaces between the LSMs of the resulting GALS system, when 

determining the optimal partitioning. This could be easily incorporated into the optimizing algorithm 

by accordingly modifying the cost function, as mentioned at the end of Section 4.3.1. 

Finally, harmonic-balanced plesiochronous GALS partitioning methodology has been derived 

by applying the equal ground bounce application, which means that its applicability is limited to 

systems where package parasitics are dominant compared to on-chip parasitics. Extending the 

methodology to larger-scale systems is essentially possible, but it would require applying much more 

sophisticated models of on-chip power-delivery network. This could be an interesting topic for future 

work. 

Beside these drawbacks, the methodology also has various advantages compared to other 

system-level methodologies for substrate noise reduction. In the following two subsections, the 

methodology will be compared to the existing system-level methodologies for substrate noise 

reduction – first to power-balanced plesiochronous GALS partitioning methodology, and then also to 

the synchronous methodologies – switching current shaping and clock modulation. 

 

4.5.2. Comparison to power-balanced plesiochronous GALS partitioning 

 

As stated in Section 4.2.2, the spectral peak attenuation achieved with harmonic-balanced 

plesiochronous GALS partitioning at a targeted harmonic is equal to the spectral peak attenuation at 

the fundamental and lower harmonics achieved with power-balanced plesiochronous GALS 

partitioning. In this section, the relation between these two GALS partitioning methodologies will be 

analyzed. 

The power-balanced plesiochronous GALS partitioning methodology [16][160] was derived by 

taking an assumption that the switching current waveforms of the partitions can be modeled as 

periodic triangular pulses. The 𝑛𝑡ℎ harmonic of such a waveform is [160]: 

𝐹𝑛{𝑖𝑚} =
𝐼𝑝𝑚

j2𝜋𝑛
(sinc(𝜋𝑛𝑓𝑚𝑡𝑟𝑚) − sinc(𝜋𝑛𝑓𝑚𝑡𝑓𝑚)𝑒

−j𝜋𝑛𝑓𝑚(𝑡𝑟𝑚+𝑡𝑓𝑚))e−j𝜋𝑛𝑓𝑚𝑡𝑟𝑚  (4.69) 

where 𝑡𝑟𝑚 is the rise time of the switching current profile, 𝑡𝑓𝑚 the fall time of the switching current 

profile, 𝑓𝑚 the clock frequency, 𝐼𝑝𝑚 the peak current and 𝑖𝑚 the current profile (i.e. time-domain 

waveform) of the 𝑚𝑡ℎ LSM. 

Accordingly, when an initial synchronous system is partitioned into 𝑀 LSMs, it can be written: 

𝐹𝑛{𝑖} = ∑ 𝐹𝑛{𝑖𝑚}

𝑀

𝑚=1

 (4.70) 
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where 𝐹𝑛{𝑖} represents the 𝑛𝑡ℎ switching current harmonic of the initial synchronous system, and 𝑖 

the current profile of the initial synchronous system. Spectral peak attenuation of the 𝑛𝑡ℎ harmonic, 

per definition, can be expressed as: 

𝑆𝑃𝐴𝑛 = 20 log
|𝐹𝑛{𝑖}|

max{|𝐹𝑛(𝑖𝑚)|}
= 20 log

|∑ 𝐹𝑛{𝑖𝑚}
𝑀
𝑚=1 |

max{|𝐹𝑛(𝑖𝑚)|}
 (4.71) 

 Following the harmonic-balanced plesiochronous GALS partitioning methodology, by 

choosing: 

(∀𝑚) (𝐹𝑛{𝑖𝑚} =
𝐹𝑛{𝑖}

𝑀
=
∑ 𝐹𝑛{𝑖𝑚}
𝑀
𝑚=1

𝑀
) (4.72) 

the 𝑛𝑡ℎ harmonic will be optimally attenuated, with the attenuation of 20log(𝑀). 

 On the other hand, as stated in [16][160], by applying the power-balanced plesiochronous 

GALS partitioning methodology, i.e. by selecting: 

(∀𝑚) (𝑃𝑚 =
𝑃𝑠𝑦𝑛𝑐

𝑀
=
∑ 𝑃𝑚
𝑀
𝑚=1

𝑀
) (4.73) 

for low harmonics, satisfying the condition: 

𝑛𝑓0 < min (
1

𝜋𝑡𝑟𝑚
,
1

𝜋𝑡𝑓𝑚
) (4.74) 

the following attenuation is achieved: 

𝑆𝑃𝐴𝑛 = 20 log𝑀 + 𝑂(Λ) (4.75) 
where 𝑂(Λ) is a factor dependent on current profile. For 𝑀 ≫ 1, it can be proven [16][160] that this 

factor is negligible, so the spectral peak attenuation achieved by power-balanced plesiochronous 

GALS partitioning can also be approximated as 20log(𝑀). 

 In other words, power-balanced plesiochronous GALS partitioning can be viewed as an 

approximation of harmonic-balanced plesiochronous GALS partitioning, which is valid for lower 

harmonics and for a sufficiently large number of partitions. 

 There’s also one more connection between the two methodologies. Let’s assume that the 

initial synchronous system consists of 𝑁 blocks. If the current profile of each block is modeled as a 

periodic triangular pulse, similar to (4.69) its 𝑛𝑡ℎ harmonic can approximately be expressed as: 

𝐹𝑛{𝑖𝑏𝑘} =
𝐼𝑝𝑏𝑘

j2𝜋𝑛
(sinc(𝜋𝑛𝑓0𝑡𝑟𝑏𝑘) − sinc(𝜋𝑛𝑓0𝑡𝑓𝑏𝑘)𝑒

−j𝜋𝑛𝑓0(𝑡𝑟𝑏𝑘+𝑡𝑓𝑏𝑘))e−j𝜋𝑛𝑓0𝑡𝑟𝑏𝑘  (4.76) 

where 𝑡𝑟𝑏𝑘  is the rise time of the switching current profile, 𝑡𝑓𝑏𝑘  the fall time of the switching current 

profile, 𝐼𝑝𝑏𝑘  the peak current and 𝑖𝑏𝑘 the switching current profile (i.e. time-domain waveform) of 

the 𝑘𝑡ℎ block within the system, and 𝑓0 the clock frequency, very close to each of the later LSM 

frequencies 𝑓𝑚. Since the power of a periodic triangular waveform is: 

𝑃𝑏𝑘 =
𝑉𝐷𝐷𝐼𝑝𝑏𝑘(𝑡𝑟𝑏𝑘 + 𝑡𝑓𝑏𝑘)𝑓0

2
 (4.77) 

with 𝑉𝐷𝐷 being the supply voltage, the expression (4.76) can be written as: 
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𝐹𝑛{𝑖𝑏𝑘} = −j
𝑃𝑏𝑘
𝑉𝐷𝐷

(sinc(𝜋𝑛𝑓0𝑡𝑟𝑏𝑘) − sinc(𝜋𝑛𝑓0𝑡𝑓𝑏𝑘)𝑒
−j𝜋𝑛𝑓0(𝑡𝑟𝑏𝑘+𝑡𝑓𝑏𝑘))e−j𝜋𝑛𝑓0𝑡𝑟𝑏𝑘

𝜋𝑛(𝑡𝑟𝑏𝑘 + 𝑡𝑓𝑏𝑘)𝑓0
 (4.78) 

which can further be expressed as: 

𝐹𝑛{𝑖𝑏𝑘} = 𝑐𝑃𝑏𝑘𝜓𝑛(𝜆𝑏𝑘) (4.79) 

where 𝑐 is a multiplicative constant, 𝑃𝑏𝑘  the power of the 𝑘𝑡ℎ block, and 𝜓𝑛(𝜆𝑏𝑘) the factor which is 

dependent on the parameters of the current profile of the block (rise time 𝑡𝑟𝑏𝑘, fall time 𝑡𝑓𝑏𝑘  and the 

switching frequency), and on the order of harmonic which is observed. 

 If for the observed harmonic all of the blocks have similar current profiles, so that the factor 

𝜓𝑛(𝜆𝑏𝑘) is approximately the same for each of the blocks, balancing the harmonics becomes 

equivalent with balancing the power 𝑃𝑏𝑘. In this case, harmonic-balancing is also nearly equivalent to 

power-balancing, and these two methods would give very similar results. 

 To conclude, harmonic-balanced plesiochronous GALS partitioning can be approximated by 

power-balanced plesiochronous GALS partitioning in the following two cases: 

- If only the harmonics of low order are targeted, and if the number of partitions is large 

- For any harmonic or any number of partitions, if all of the blocks within the system have a 

similar switching current profile 

 Harmonic-balancing is more general and more flexible than the power-balancing. It’s 

applicability doesn’t depend on the current profiles of the individual blocks or on the number of 

partitions. Additionally, and contrary to power-balancing, it is also applicable for higher harmonics, 

and it can be optimized for a specific freqency band, or even for several frequency bands 

simultaneously. 

 Power balancing, on the other hand, has an important advantage of beiing much simpler to 

implement. No optimizing algorithm is required. Also, estimating power is much simpler and can be 

done much more precisely than estimating a switching current profile, which makes the power-based 

partitioning methodology more reliable. 

 Thus, in the two cases listed above, when harmonic-balancing can be approximated by 

power-balancing, a simpler power-balanced plesiochronous GALS partitioning methodology is 

recommended. For substrate noise attenuation, possible application would include a system where 

VCOs (which are sensitive only to low-frequency noise) are the only analog victims, or when there are 

victims on various frequencies, but all of the blocks within the system have similar switching current 

profiles. 

 If the blocks within the system have more diverse switching current profiles, and if there are 

also victims in the system which are sensitive to noise at higher frequency bands (such as LNAs), 

power-balanced plesiochronous GALS partitioning can’t provide the desired attenuation at high 

frequencies. Thus, such cases can be recomended for application of harmonic-balanced 

plesiochronous GALS partitioning. 
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4.5.3. Comparison to other system level methodologies for substrate noise reduction 

 

In Chapter 2, the existing synchronous system-level methodologies for substrate noise 

reduction have been presented in detail. These methodologies include switching current shaping 

(SCS) and clock modulation (CM). In this subsection, they will be compared to the harmonic-balanced 

plesiochronous GALS partitioning. 

Spectral peak attenuation achieved by switching current shaping can be expressed as 

[159][160][P7]: 

𝑆𝑃𝐴𝑛 = 40 log (
1

𝜆0
) (4.80) 

where 𝜆0 is the relative width of the current pulse for the initial system. The expression (4.80), 

however, is valid only for higher harmonics, which fullfill the condition: 

𝑛𝑓0 > max (
1

𝜋𝑡𝑟
,
1

𝜋𝑡𝑓
) (4.81) 

with 𝑡𝑟  and 𝑡𝑓 being the rise time and fall time of the switching current profile of the initial system, 

and 𝑓0 its clock frequency. For low harmonics, on the other hand, the dependence of the spectral 

peaks on the relative pulse width is marginal, and thus the spectral peak attenuation which can be 

achieved by this methodology is also marginal [160][P7]. 

 Note that even for higher frequencies, the attenuation which can be achieved by this 

methodology, as per (4.80), strongly depends on the current profile of the initial system. In case that 

the initial system already has 𝜆0 which is close to 1, this methodology produces only marginal 

attenuation even for higher harmonics. 

 A special type of SCS is two-phase clocking [159]. By applying this methodology, for 

low switching current harmonics, satisfying the condition: 

𝑛𝑓0 < min (𝑚𝑖𝑛 (
1

𝜋𝑡𝑟1
,
1

𝜋𝑡𝑓1
) ,𝑚𝑖𝑛 (

1

𝜋𝑡𝑟2
,
1

𝜋𝑡𝑓2
)) (4.82) 

with 𝑡𝑟1 and 𝑡𝑟2 being the rising switching current edges of the two clock domains and 𝑡𝑓1 and 𝑡𝑓2 

being the falling switching current edges of the two clock domains, the spectral peak attenuation can 

be expressed as:  

𝑆𝑃𝐴𝑛 = 20 log |
𝑄1 + 𝑄2
𝑄1 − 𝑄2

| (4.83) 

if 𝑛 is odd, while it becomes negligible if 𝑛 is even. 𝑄1 and 𝑄2 in the equation (4.84) represent the 

areas below the single triangular pulse in the periodic triangular pulse model (i.e. the electric charge 

transported in one switching cycle) in the first and the second clock domain, respectively. 

 Similar to plesiochronous GALS, SCS also achieves spectrum power attenuation, with spectral 

peaks being replaced by lower spectral peaks of the same width. Current modulation, on the other 

hand, replaces each spectral peak with a lower but wider one, thus achieving spectral peak 

attenuation, but without attenuation of spectral power. 
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 Spectral peak attenuation achieved by current modulation can approximately be calculated 

by using the Carson’s law [176]: 

𝑆𝑃𝐴𝑛 ≈ 10 log(2(𝑛𝛽 + 1)) (4.84) 

with 𝛽 being the modulation index of the frequency modulation of the clock, defined as: 

𝛽 =
∆𝑓

𝑓𝑚
 (4.85) 

with 𝑓𝑚 being the clock modulation frequency, and ∆𝑓 the peak deviation from the central clock 

frequency. 

 At low frequencies, i.e. for the harmonic orders under the cutoff limit 𝑛𝑐𝑢𝑡𝑜𝑓𝑓 = 1/𝛽, the 

achieved attenuation is rather low. As the order of the harmonic to be attenuated gets higher, the 

achieved attenuation gets higher as well. The upper limit for this is the overlapping frequency, at 

which the two adjacent harmonic peaks become so wide that they start to overlap [160]: 

𝑛𝑜𝑣𝑒𝑟𝑙𝑎𝑝 =
1

𝛽
(
𝑓0
2𝑓𝑚

− 1) −
1

2
 (4.86) 

 Spectral peak attenuation achieved between the two limits can reach high values. Increasing 

𝛽 can improve the spectral peak attenuation, but it would also lower the overlapping limit from 

(4.86), so there’s a trade-off. 

 In the following table, the main properties of the two synchronous substrate noise reduction 

methods are compared to both the power-balanced plesiochronous GALS partitioning methodology 

and the harmonic-balanced plesiochronous GALS partitioning methodology. Two-phase clocking, as a 

special case of switching current shaping, is separately included in the comparison. 

Table 4-II - Harmonic peaks and harmonic power attenuations in dB (SCS – switching current 
shaping, 2Ph – two phased clocking, CM – clock modulation, PB-pG – power-balanced 
plesiochronous GALS partitioning, HB-pG – harmonic-balanced plesiochronous GALS partitioning) 

 

Maximum spectral peak attenuation 
Maximum in-band 

spectral power 
attenuation 

Deliberate 
frequency-

band 
selective 

optimization Low harmonics High harmonics 
Low 

harmonics 
High 

harmonics 

SCS marginal 𝟒𝟎𝐥𝐨𝐠(𝟏/𝝀𝟎) marginal 𝟐𝟎𝐥𝐨𝐠(𝟏/𝝀𝟎) no 

2Ph 

only odd 
harmonics: 

𝟐𝟎𝐥𝐨 𝐠 |
𝑸𝟏+𝑸𝟐

𝑸𝟏−𝑸𝟐
|  

not targeted 

only odd 
harmonics: 

𝟏𝟎𝐥𝐨 𝐠 |
𝑸𝟏 + 𝑸𝟐
𝑸𝟏 − 𝑸𝟐

| 
not targeted no 

CM 
𝟏𝟎 𝐥𝐨𝐠(𝟐(𝒏𝜷 + 𝟏)) 
low due to low 𝒏𝜷 

𝟏𝟎 𝐥𝐨𝐠(𝟐(𝒏𝜷 + 𝟏)), 

for 𝒏 < 𝒏𝒐𝒗𝒆𝒓𝒍𝒂𝒑 
no no no 

PB-pG 𝟐𝟎𝐥𝐨𝐠(𝑴) not targeted 𝟏𝟎𝐥𝐨𝐠(𝑴) not targeted no 
HB-pG 𝟐𝟎𝐥𝐨𝐠(𝑴) 𝟐𝟎𝐥𝐨𝐠(𝑴) 𝟏𝟎𝐥𝐨𝐠(𝑴) 𝟏𝟎𝐥𝐨𝐠(𝑴) yes 

 

It can be concluded that at low frequencies harmonic-balanced plesiochronous GALS 

partitioning can significantly outperform both switching current shaping and clock modulation. Note, 

however, that if attenuation is only required at low frequencies, harmonic-balanced plesiochronous 
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GALS partitioning can be replaced by power-balanced plesiochronous GALS partitioning. The only 

synchronous methodology also achieving high attenuation at low frequencies is two-phased clocking, 

however only at odd harmonics – at even harmonics, no attenuation is achieved. 

Two-phased clocking and power-balanced plesiochronous GALS partitioning don’t target 

attenuation at higher harmonics. On the other hand, the remaining three methodologies – switching 

current shaping, current modulation and harmonic-balanced plesiochronous GALS partitioning – can 

reach high spectral peak attenuation at high frequencies.  

However, for switching current shaping, the attenuation which can be achieved is strongly 

dependent on the switching current profile of the initial system. If the system has a low critical slack 

and if the switching is not strongly concentrated at the beginning of the clock period, switching 

current triangular model will have 𝜆0 close to 1, and consequently no large attenuation can be 

achieved. Harmonic-balanced plesiochronous GALS partitioning doesn’t have such a limitation and 

the attenuation it can achieve is independent on the slack and the switching current profile of the 

initial system. 

Clock modulation, on the other hand, can reach high spectral peak attenuation only up to the 

overlapping limit. As stated in Section 4.2.3, harmonic-balanced plesiochronous GALS partitioning 

also has a conditional overlapping limit. This limit, however, can be avoided by a careful frequency 

planning. Another advantage of harmonic-balanced plesiochronous GALS partitioning compared to 

clock modulation is that, besides providing spectral peak attenuation, it also provides spectral power 

attenuation, which is not the case for clock modulation. 

Finally, neither switching current shaping nor clock modulation can provide an attenuation 

which would be specifically optimized for a deliberate set of frequency-bands. Switching current 

shaping provides constant attenuation for all of the higher harmonics, without any optimization 

possibility, while at low frequencies it provides only marginal attenuation. If a single harmonic in the 

middle frequency range is targeted, there’s a possibility to optimize noise reduction by positioning 

the notch of the spectrum envelope to match exactly this harmonic. However, this strongly depends 

on the switching current waveform of the initial system – having 𝜆0 close to 1 would significantly 

reduce the possibility of deliberate notch positioning. Clock modulation provides attenuation which 

gets better with higher frequency and is optimal for the highest harmonic under the overlapping 

limit. If only one harmonic is targeted, it is possible to optimize clock modulation so that this 

harmonic is exactly the one under the overlapping limit, i.e. the one with the highest attenuation 

without overlapping. Targeting a wider frequency band or separate frequency bands, however, is 

possible only with harmonic-balanced plesiochronous GALS partitioning. 

 

4.6. Summary 
 

In this chapter, a new system-level substrate noise reduction methodology called harmonic-

balanced plesiochronous GALS partitioning has been presented. The methodology achieves substrate 

noise reduction by converting an initially synchronous digital system into a plesiochronous GALS 

system.  
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First, the requirements for a generally applicable substrate noise reduction methodology 

have been analyzed. It has been concluded that a generally applicable substrate noise reduction 

methodology would require spectral peak attenuation not only of the lower harmonic peaks, but also 

of the harmonic peaks of a higher order. Also, the possibility to optimize deliberate frequency bands 

is desired. 

 

As a basis for the methodology, a plesiochronous GALS clocking scheme has been chosen. 

With this clocking scheme, the speed of the system and the processing capability of each block are 

maintained to the larger extent compared to the initial synchronous system. Also, for a 

plesiochronous clocking scheme, the spectral peak attenuation of the switching current harmonic 

peaks is equal to the spectral peak attenuation of the substrate noise harmonic peaks. This enables 

operating with switching current parameters instead of substrate voltage parameters, which is 

beneficial because switching current is much easier to estimate. 

Further, it has been mathematically proven that the optimum spectral peak attenuation is 

achieved if the harmonic peaks of the LSM switching currents in the resulting GALS system are 

balanced to each other, both in phase and magnitude. Hence, the methodology has been named 

harmonic-balanced plesiochronuos GALS partitioning. If the partitioning is performed this way, it 

theoretically results in spectral peak attenuation of 20log(𝑀), where 𝑀 is the number of LSMs in 

the resulting GALS system. 

This result was derived by using a plesiochronus approximation, which states that the 

harmonic peaks of the switching current spectrum estimated at the synchronous frequency remain 

the same at LSM frequencies in the resulting GALS system. The plesiochronous approximation has 

been separately analyzed, and it has been shown that it doesn’t impact the relevant part of the 

spectrum. Additionally, conditions for avoiding having an upper applicability limit due to harmonic 

overlapping have been defined. 

 

In order to be able to practically apply the methodology, a suitable partitioning procedure, 

based on the simulated annealing algorithm, has been developed. The goal of the procedure is to 

distribute the hierarchical blocks of the initial synchronous system into the partitions (LSMs) of the 

resulting GALS system, so that the result is as close as possible to the theoretical “perfect 

partitioning”, where all the switching current harmonics within the targeted frequency band would 

be perfectly balanced among the LSMs. 

The procedure has further been evaluated numerically in MATLAB, with block current profiles 

represented by the periodic triangular model from Chapter 3. The applicability of the methodology 

for spectral peak attenuation at higher order harmonics has been demonstrated, as well as the 

possibility of dedicated frequency band targeting, and especially the possibility of simultaneously 

targeting more frequency bands. The evaluation results are close to the theoretical prediction in all 

of the test cases, especially at lower frequencies and when targeting narrower frequency bands. 

The property of the total harmonic spectral power reduction within a targeted frequency 

band containing more harmonics has further been theoretically analyzed. Unlike the spectral peak 
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attenuation, which is the same for switching current harmonic peaks and for the corresponding 

substrate noise harmonic peaks, the in-band spectral power attenuation doesn’t necessarily need to 

be the same for these two switching noise types. However, when the harmonic-balanced 

plesiochronous GALS partitioning is applied, it has been shown that the in-band spectral power 

attenuation converges to the same value for the switching current and for the substrate noise. The 

closer the partitioning is to the perfect harmonic balancing, the closer the two spectral power 

attenuations get. Only if the partitioning is far from the perfectly harmonic-balanced one, the 

difference in spectral power attenuation between the two noise types can become noticeable. 

 

As the next step, the methodology has been incorporated into a low-noise GALS design flow. 

The partitioning algorithm has been embedded within the EMIAS CAD tool. The methodology has 

been evaluated on a real design example – a wireless sensor node. Two frequency bands have been 

simultaneously targeted for noise reduction – a frequency band containing only the fundamental, at 

50MHz, and the GSM-850 frequency band (800MHz − 900MHz). The harmonic peaks in the 

targeted frequency bands have indeed been reduced, thus proving the concept of noise reduction by 

harmonic-balanced plesiochronous GALS partitioning. The attenuation of up to 7.52dB has been 

achieved, which, however, is lower than theoretically expected. The impact of granularity has been 

identified as the reason for achieving a lower attenuation than expected, and the limit set by 

granularity has subsequently been analyzed. 

 

Finally, the methodology has been compared to the other system-level substrate noise 

reduction methodologies. The dependence on granularity, the relying on switching current profile 

estimation and the limitation of applicability to small systems with dominant package parasitics have 

been identified as the main drawbacks of the methodology. 

The methodology, however, also has significant advantages compared to the synchronous 

system-level substrate noise reduction methodologies (SCS and CM): 

- At lower frequencies, it outperforms both SCS and CM 

- The attenuation is independent on the slack and the switching current profile of the initial 

system (an advantage compared to SCS) 

- The upper harmonic order limit set by overlapping can be avoided (an advantage compared 

to CM) 

- The in-band spectral power attenuation is provided (an advantage compared to CM) 

- It has the possibility to specifically target one or more deliberate frequency bands (an 

advantage compared to both SCS and CM) 

Additionally, the harmonic-balanced plesiochronous GALS partitioning (HB-pGp) 

methodology has been compared to the power-balanced plesiochronous GALS partitioning (PB-pGp). 

It has been shown that PB-pGp can be viewed as a special case of HB-pGp if the harmonics of lower 

order are targeted for reduction. The two methodologies are also equivalent if all the blocks within 

the system are similar to each other in terms of switching current profile. However, contrary to PB-

pBp, HB-pGp can target harmonics of higher order, and it can also specifically target harmonics 

within one or more frequency bands; so, it is more general and it covers more use cases. 
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PB-pGp is much simpler to implement. Thus, in special cases when HB-pGp can be 

approximated by PB-pGp (i.e. for lower order harmonics, and if the blocks within the system have 

similar current profiles), PB-pGp should preferably be used. In more general cases when the blocks 

within the system are diverse and attenuation of higher-order harmonics is needed, HB-pGp should 

be used instead. 

 

The harmonic-balanced plesiochronous GALS partitioning methodology, presented in this 

chapter, is applicable on both kinds of substrates, and it doesn’t use the isolating property of lightly-

doped substrates. In order to make use of this useful property of lightly-doped substrates, another 

GALS-based methodology has been developed. This methodology is presented in the following 

chapter. 
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5. Substrate noise reduction methodology based on a combination 

of GALS partitioning and physical placement 
 

5.1. Introduction 
 

In the previous chapter, harmonic-balanced plesiochronous GALS partitioning methodology 

for substrate noise reduction has been presented. This methodology, however, is a purely system-

level methodology, and it doesn’t make use of the main advantage of lightly doped substrates – its 

isolating property. 

In the methodology which will be presented in this chapter, the isolating property of lightly 

doped substrates is used in combination with GALS design approach to reduce substrate noise in 

lightly doped substrates. Thus, the methodology presented here is a hybrid methodology, consisting 

of a physical aspect and a system-level aspect. Similar to the methodology from Chapter 4, the 

methodology is developed for application in a small system where package parasitics are dominant 

compared to on-chip parasitics. This enables using the equal ground bounce approximation during 

analysis. 

The physical aspect of the methodology is based on a separation of power domains within a 

digital aggressor circuitry and their physical placement, and it is presented in Section 5.2. The 

separation of power domains represents an important difference compared to the method 

presented in the previous chapter, where there was just a single power domain within the digital 

circuitry, and consequently, due to the equal ground bounce approximation, just a single aggressor in 

the model. Here, there will be as many aggressors as there are power domains, since separate power 

domains can have different values of ground bounce. This creates a new degree of freedom in 

optimizing the noise, which will be exploited by the methodology presented in this chapter. 

In Section 5.3, the basic methodology from Section 5.2 is extended by including the system 

level aspect – the galsification. In order to simplify the initial theoretical analysis, the impact of 

decoupling capacitance has been neglected in Sections 5.2 and 5.3. This impact is analyzed in Section 

5.4. 

The sections 5.2-5.4 deal with a theoretical case where granularity is infinite and a “perfect 

partitioning” is possible. In order to make the methodology applicable for a realistic system with 

finite granularity, a partitioning algorithm has been developed, and further evaluated by numerical 

simulations in MATLAB. This algorithm and its numerical evaluation are presented in Section 5.5. 

Further, in Section 5.6, some special cases of the methodology are derived. The partitioning 

procedure is significantly simpler for these special cases, and the methodology is much easier to 

implement. 

In Section 5.7, the methodology is compared to the existing methodologies. Also, the 

possibility of combining this methodology with other methodologies is discussed. Finally, in Section 

5.8, the conclusions are drawn. 
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5.2. Substrate noise reduction by power domain separation in the 

digital aggressor

As mentioned in Chapter 1, lightly doped substrates are mostly homogenous, consisting of a 

high-resistivity bulk. This high resistivity enables isolation by separation – the larger the distance 

between two blocks, the larger the substrate impedance between them. If these two blocks are an 

aggressor and a victim, increasing the distance between them will reduce the noise coupling. This has 

been used in many physical noise reduction methodologies, as already shown in Section 2b. Note, 

however, that an important prerequisite for this approach to work is the absence of a conductive 

backplane (backside). At smaller distances, the conductive backplane doesn’t make a large 

difference, but at larger distances, it has a similar effect as a high-conductivity bulk of an epi-type 

substrate, making noise coupling almost independent of physical placement [18].

The start point of the methodology, i.e. the initial system to be optimized for substrate noise 

at the victim’s position, is a mixed signal integrated circuit (MSIC) with an analog victim and a digital 

synchronous circuit as an aggressor. As explained in section 2b, for MSICs it’s common to have 

separated supply and ground lines for analog and digital modules. Common supply or ground lines 

would otherwise represent a direct path for noise coupling from a digital aggressor to an analog 

victim. For the initial system, it is assumed that the digital aggressor contains a single power domain. 

The on-chip supply and ground networks of the digital circuitry are biased to a stable off-chip supply 

and ground via 𝑁𝑑 supply pads and 𝑁𝑑 ground pads, respectively. Similar to the previous chapter, it is 

also assumed that the package parasitics are dominant to the on-chip PDN parasitics. Hence, the 

equal ground bounce approximation can be applied, and the digital circuitry in the initial system can 

be viewed as a single aggressor. If the parasitic package impedance of a single power pad (including 

the corresponding bonding wire) is 𝑍𝑝′, the total impedance of package parasitics connected to the 

aggressor (either on the supply side or on the ground side) is 𝑍𝑝 = 𝑍𝑝
′ /𝑁𝑑. The underlying substrate 

of the MSIC is, as already stated, lightly doped, and the conductive backplane is not present. At the 

aggressor side, the substrate is biased by the digital ground network, while at the victim side, the 

substrate is biased by a separate analog PDN, with the total parasitic impedance 𝑍𝑝𝑎.

This initial system can be represented by the equivalent circuit shown in Fig. 5.1, with 𝑍𝑠𝑒𝑓𝑓

being the extracted substrate impedance between the digital aggressor and the analog victim. For 

the time being, the capacitance of the digital circuitry and the possible intentional decoupling 

capacitance will be neglected – the impact of those will be taken into account in Section 5.4.

Figure 5.1 – Equivalent circuit for the initial system with one digital power domain
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The current generator 𝐼0 represents the switching current generated in the digital circuitry of 

the initial system. For the initial theoretical consideration, the switching current will be approximated 

as a single harmonic peak in frequency domain. This, of course, is a very coarse oversimplification, 

which doesn’t correspond to a realistic digital circuitry. The goal of this simplification is to be able to 

analyze the effect this methodology has on a single frequency peak. Later, in Section 5.4, the 

methodology will be numerically evaluated by using a more realistic model – a periodic triangular 

pulse, as described in Chapter 3. A periodic triangular pulse in time domain corresponds to multiple 

harmonic peaks in frequency domain. By knowing the impact of the methodology to each of these 

harmonic peaks, it will be possible to deal with the spectrum of a realistic switching current, as will 

be shown in Section 5.4. 

According to the model in Fig. 5.1, the ground bounce voltage can be calculated as: 

𝑉𝑔𝑏0 = 𝑍𝑝𝐼0 =
𝑍𝑝
′

𝑁𝑑
𝐼0 (5.1) 

while the substrate voltage at the point of victim can be expressed as: 

𝑉𝑠𝑢𝑏0 =
𝑍𝑝𝑎

𝑍𝑝𝑎 + 𝑍𝑠𝑒𝑓𝑓
𝑉𝑔𝑏0 =

𝑍𝑝𝑎

𝑍𝑝𝑎 + 𝑍𝑠𝑒𝑓𝑓

𝑍𝑝
′

𝑁𝑑
𝐼0 (5.2) 

Note that all the voltage and current representations are in frequency domain, while the impedances 

are complex numbers. 

If this initial system is now partitioned in power domains D1 and D2 which both retain the 

same supply level as the initial system, but have separated PDNs, the equivalent circuit will change. 

The supply and ground pads of the initial system will now be distributed among the two power 

domains, in such a way that 𝑁𝑑1 supply pads and 𝑁𝑑1 ground pads get assigned to the power domain 

D1, while 𝑁𝑑2 supply pads and 𝑁𝑑2 ground pads get assigned to the power domain D2. Since the 

equal ground bounce approximation was valid for the initial system, it will be valid for domains D1 

and D2 as well, since they’re both smaller than the initial system, and thus have smaller on-chip 

parasitics. Package parasitics for domains D1 and D2 can thus be expressed as 𝑍𝑝1 = 𝑍𝑝
′ /𝑁𝑑1 and 

𝑍𝑝2 = 𝑍𝑝
′ /𝑁𝑑2, respectively.  

In small systems, for which the equal ground bounce is applicable, the number of pads is 

usually limited and assigning an additional pad for noise reduction purposes is often not possible. 

Thus, it will be assumed that the total number of supply and ground pads remains the same: 

𝑁𝑑1 + 𝑁𝑑2 = 𝑁𝑑 (5.3) 
As a consequence, the package impedance of the initial system 𝑍𝑝 can be expressed as the 

package impedances of the two domains in the resulting system connected in parallel, i.e: 

𝑍𝑝1 ∥ 𝑍𝑝2 =

𝑍𝑝
′

𝑁𝑑1

𝑍𝑝
′

𝑁𝑑2
𝑍𝑝
′

𝑁𝑑1
+
𝑍𝑝
′

𝑁𝑑2

=
𝑍𝑝
′

𝑁𝑑1 + 𝑁𝑑2
=
𝑍𝑝
′

𝑁𝑑
= 𝑍𝑝 (5.4) 

Additionally, if the overheads due to the interface between the two power domains can be 

neglected, it can be assumed that both the total area and the total switching current remain the 

same. In other words, the initial system area 𝐴 is split into the area 𝐴1 of the domain D1 and the area 

𝐴2 of the domain D2, so that 𝐴1 + 𝐴2 = 𝐴. Similarly: 
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𝐼0 = 𝐼1 + 𝐼2 (5.5)
where 𝐼1 and 𝐼2 are the switching currents of the domains D1 and D2, respectively.

The equivalent circuit of the resulting system is presented in Fig. 5.2. Since the domains D1 

and D2 have separated PDNs, each of them will have a different ground bounce. Thus, there are two 

aggressors in the system now, and consequently the substrate is modeled as a three impedance 

network.

Figure 5.2 – Equivalent circuit after power domain separation of the aggressor

By comparing the two equivalent circuits it can be noticed that the circuit in Fig. 5.1 can be 

obtained from the circuit in Fig. 5.2 by shorting the two aggressor nodes A1 and A2 in Fig. 5.2 (and by 

shorting the supply nodes S1 and S2 as well). Indeed, this would mean connecting the current 

sources 𝐼1 and 𝐼2 in parallel, resulting in 𝐼0, as well as connecting 𝑍𝑝1 and 𝑍𝑝2 in parallel both in 

supply and in ground branch, resulting in 𝑍𝑝 in each of the branches. In other words, the nodes A1 

and A2 (as well as the nodes S1 and S2) were shorted in the initial system, due to having the same 

supply and ground bounce. 

Consequently, by shorting the nodes A1 and A2 in Fig. 5.2, the substrate network from Fig. 

5.1 is obtained. This means that the equivalent substrate impedance 𝑍𝑠𝑒𝑓𝑓 from Fig. 5.1 is actually 

equal to a parallel connection of impedances 𝑍1 and 𝑍2 from Fig. 5.2, i.e:

𝑍𝑠𝑒𝑓𝑓 = 𝑍1 ∥ 𝑍2 (5.6)

By inserting (5.6) into (5.2), the substrate noise in the initial system can be expressed as:

𝑉𝑠𝑢𝑏0 =
𝑍𝑝𝑎𝑍2 + 𝑍𝑝𝑎𝑍1

𝑍1𝑍2 + 𝑍𝑝𝑎𝑍1 + 𝑍𝑝𝑎𝑍2

𝑍𝑝′

𝑁𝑑
𝐼0 (5.7)

On the other hand, substrate voltage for the equivalent circuit from Fig. 5.2 is:

𝑉𝑠𝑢𝑏𝑝 =
𝑍𝑝𝑎𝑍2

𝑍1𝑍2 + 𝑍𝑝𝑎𝑍1 + 𝑍𝑝𝑎𝑍2

𝑍𝑝′

𝑁𝑑1
𝐼1 +

𝑍𝑝𝑎𝑍1

𝑍1𝑍2 + 𝑍𝑝𝑎𝑍1 + 𝑍𝑝𝑎𝑍2

𝑍𝑝′

𝑁𝑑2
𝐼2 (5.8)

The reduction of substrate noise, which has been achieved by applying the initial digital power 

domain separation into the domains D1 and D2, can be quantified as the absolute value of the ratio 

of substrate noise values from equations (5.7) and (5.8):
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𝑉𝑠𝑢𝑏𝑝

𝑉𝑠𝑢𝑏0
=

1

1 +
𝑍1
𝑍2

𝑁𝑑
𝑁𝑑1

𝐼1
𝐼0
+

1

1 +
𝑍2
𝑍1

𝑁𝑑
𝑁𝑑2

𝐼2
𝐼0 (5.9)

The sum in (5.9) has two members. The first one originates from the domain D1, while the 

second one originates from the domain D2. If the impedances in substrate network can be 

considered as purely resistive (which is a valid approximation up to several GHz [18]), i.e. 𝑍1 ≈ 𝑅1
and 𝑍2 ≈ 𝑅2, the equation (5.9) can be rewritten as:

𝑉𝑠𝑢𝑏𝑝

𝑉𝑠𝑢𝑏0
=

1

1 +
𝑅1
𝑅2

𝑁𝑑
𝑁𝑑1

𝐼1
𝐼0
+

1

1 +
𝑅2
𝑅1

𝑁𝑑
𝑁𝑑2

𝐼2
𝐼0 (5.10)

Since switching current is assumed to be sinusoidal, i.e. its spectrum to consist of a single 

harmonic peak, the same will be valid for substrate noise as well. Spectral peak attenuation of 

substrate noise can thus be expressed as:

𝑆𝑃𝐴 = 20 log(
1

𝑉𝑠𝑢𝑏𝑝
𝑉𝑠𝑢𝑏0

) = 20 log

(

  
 1

1

1 +
𝑅1
𝑅2

𝑁𝑑
𝑁𝑑1

𝐼1
𝐼0
+

1

1 +
𝑅2
𝑅1

𝑁𝑑
𝑁𝑑2

𝐼2
𝐼0
)

  
 

(5.11)

For a realistic switching current profile, and a switching current spectrum consisting of 

multiple harmonic peaks, the expression (5.11) can be used to calculate the spectral peak 

attenuation of each of the harmonic peaks of the substrate noise. In that case, for the purpose of 

calculating the spectral peak attenuation of the substrate noise at the frequency of the 𝑛𝑡ℎ

harmonic, the switching currents in frequency domain 𝐼0, 𝐼1 and 𝐼2 have to be replaced by the 𝑛𝑡ℎ

harmonic of the switching current 𝐼0𝑛, 𝐼1𝑛 and 𝐼2𝑛, respectively.

As it can be seen from the equation (5.10), the substrate noise ratio (and thus also the 

substrate noise reduction) depends on the ratio of the equivalent substrate resistances 𝑅1 and 𝑅2. 

The values of these resistances are floorplan-dependent – they are determined by the mutual 

position of the aggressors and by their areas. Since the total area of the aggressors is constant, 

instead of saying that the substrate resistances depend on the areas of the aggressors, one could also 

say that they depend on the area ratio of the aggressors, or on the ratio of the area of one of the 

aggressors to the total area.

Figure 5.3 – Power domain separation of digital aggressor. D1, D2 – (digital) aggressor power 
domains, V – analog victim (adapted from [P6])

Now, let’s assume a floorplan as shown in Fig. 5.3, where a closer domain D1 is „shielding“ 

the victim from the further away domain D2. For such a floorplan and an example 0.64 mm ×
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0.64mm chip, the values of 𝑅1 and 𝑅2 are extracted for various values of 𝐴1/𝐴 ratio. The extraction 

has been performed by applying the approach described in Chapter 3, and by using the data for IHP 

130 nm technology [25]. The extraction results are shown in Fig. 5.4. 

As it can be seen from the graphs in Fig. 5.4, 𝑅1 is monotonically decreasing with increasing 

the 𝐴1/𝐴 ratio, while 𝑅2 is monotonically increasing. Consequently, the ratio 𝑅1/𝑅2 is monotonically 

decreasing with increasing the 𝐴1/𝐴 ratio. In other words, the larger the domain D1, the lower the 

𝑅1/𝑅2 ratio. Thus, with increasing the size of the D1 domain, the factor 1/(1 + 𝑅1/𝑅2) of the first 

member of the sum in (5.10) will monotonically increase, while the factor 1/(1 + 𝑅2/𝑅1) of the 

second member of the sum in (5.10) will monotonically decrease. 

 
Figure 5.4 – Substrate resistances 𝑅1 and 𝑅2, and their ratio 𝑅1/𝑅2 (adapted from [P6]) 

 

Additionally, the switching current 𝐼1, i.e. its ratio to the total switching current, 𝐼1/𝐼0, will 

monotonically increase in its absolute value with increasing the domain D1. On the other hand, 

increasing the domain D1 means decreasing the domain D2, so the switching current 𝐼2, i.e. its ratio 

to the total swiching current, 𝐼2/𝐼0, will monotonically decrease in its absolute value with increasing 

the domain D1. 

Thus it can be concluded that the first member of the sum in (5.10) monotonically increases 

in its absolute value with increasing the area ratio 𝐴1/𝐴, i.e. with the amount of digital circuitry 

assigned to the domain D1, while the second member of the sum monotonically decreases. As a 

consequence, the absolute value of the sum in (5.10) has a minimum, which means that there is a 

size of the domain D1 for which the noise is optimally reduced. 

Since the power domain separation impacts the ground bounce, it is important to make sure 

that ground bounce in the newly created power domains doesn’t increase too much compared to the 

initial system. The same ground bounce constraints which were satisfied for the initial system should 

also be met for the new power domains D1 and D2. In order to achieve this, the power and ground 

pads have to be appropriately distributed. 
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As already explained, the ground bounce of the initial system can be represented as: 

𝑉𝑔𝑏0 =
𝑍𝑝
′

𝑁𝑑
𝐼0 (5.12) 

If the maximum allowed ground bounce amplitude is 𝑉𝑔𝑏𝑚, the following condition has to be 

satisfied: 

|𝑉𝑔𝑏0| = |
𝑍𝑝
′

𝑁𝑑
𝐼0| < 𝑉𝑔𝑏𝑚 (5.13) 

According to this, a constraint for the number 𝑁𝑑 of supply/ground pad pairs can be determined: 

𝑁𝑑 − 1 <
|𝑍𝑝
′ 𝐼0|

𝑉𝑔𝑏𝑚
< 𝑁𝑑 (5.14) 

The right portion of the inequality (5.14) originates directly from (5.13), and it’s must be 

satisfied in order to meet the ground bounce constraint. On the other hand, the left portion of the 

inequality (5.14) is needed only to minimize the number of pads – it ensures that 𝑁𝑑 is the minimum 

number of supply/ground pad pairs meeting the ground bounce constraint, i.e. that the ground 

bounce constraint can’t be met for a lower number of supply/ground pads. 

After separation, the domains D1 and D2 will have ground bounce values of 𝑉𝑔𝑏1 =

(𝑍𝑝′ 𝑁𝑑⁄ )𝐼1 and 𝑉𝑔𝑏2 = (𝑍𝑝′ 𝑁𝑑2⁄ )𝐼2. The ground bounce constraint, however, still remains the 

same: 

|𝑉𝑔𝑏1| = |
𝑍𝑝
′

𝑁𝑑1
𝐼1| < 𝑉𝑔𝑏𝑚 (5.15) 

|𝑉𝑔𝑏2| = |
𝑍𝑝
′

𝑁𝑑2
𝐼2| < 𝑉𝑔𝑏𝑚 

(5.16) 

Consequently, the values for 𝑁𝑑1 and 𝑁𝑑2 have to satisfy the conditions analogous to (5.14): 

𝑁𝑑1 − 1 <
|𝑍𝑝
′ 𝐼1|

𝑉𝑔𝑏𝑚
< 𝑁𝑑1 (5.17) 

𝑁𝑑2 − 1 <
|𝑍𝑝
′ 𝐼2|

𝑉𝑔𝑏𝑚
< 𝑁𝑑2 (5.18) 

For simpler notation let’s define the parameter 𝐾 as: 

𝐾 =
|𝑍𝑝
′ 𝐼0|

𝑉𝑔𝑏𝑚
 (5.19) 

Also, let’s define the parameter 𝛼 as the ratio of the switching current of the domain D1 and the total 

switching current of the initial system: 

𝛼 =
𝐼1
𝐼0

 (5.20) 

Note that, due to (5.5), it can be written that 𝐼2 = (1 − 𝛼)𝐼0. 

 Now the inequalities (5.14), (5.17) and (5.18) can be rewritten as: 

𝑁𝑑 − 1 < 𝐾 < 𝑁𝑑 (5.21) 
𝑁𝑑1 − 1 < |𝛼|𝐾 < 𝑁𝑑1 (5.22) 

𝑁𝑑2 − 1 < |1 − 𝛼|𝐾 < 𝑁𝑑2 (5.23) 
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By using (5.3), the inequality (5.23) can further be rewritten as: 

𝑁𝑑 − 𝑁𝑑1 − 1 < |1 − 𝛼|𝐾 < 𝑁𝑑 − 𝑁𝑑1 (5.24) 
 From (5.21) and (5.22), the following inequality can be deduced: 

|𝛼|(𝑁𝑑 − 1) < 𝑁𝑑1 < |𝛼|𝑁𝑑 + 1 (5.25) 
on the other hand, from (5.21) and (5.24): 

(1 − |1 − 𝛼|)𝑁𝑑 − 1 < 𝑁𝑑1 < (1 − |1 − 𝛼|)𝑁𝑑 + |1 − 𝛼| (5.26) 
From the conditions (5.25) and (5.26), for each partitioning of the initial system into domains 

D1 and D2, i.e. for each 𝛼, a corresponding 𝑁𝑑1 can be chosen. 

Note that, while (5.25) and (5.26) provide the best 𝑁𝑑1 fit for a given 𝛼, this still doesn’t 

mean that the ground bounce conditions (5.15) and (5.16) are satisfied for every possible 𝛼, since 

these conditions depend on 𝐾 and thus indirectly also on the value of 𝑉𝑔𝑏0 before partitioning. This 

will be further clarified later in this section. 

In Fig. 5.5, the absolute value of the substrate noise ratio from equation (5.10) is shown for 

an example 0.64mm × 0.64mm chip in IHP 130nm technology [25]. The absolute values of the first 

and the second member of the sum from (5.10), i.e. the members originating from D1 and D2, 

respectively, are shown as well. The total number of pad pairs reserved for supply and ground of the 

digital circuitry for this example is 𝑁𝑑 = 4. The values for 𝑁𝑑1 and 𝑁𝑑2 are set depending on the ratio 

𝛼 = 𝐼1 𝐼0⁄ , according to the inequalities (5.25) and (5.26). 

As a conservative assumption, a uniform distribution of the switching current per aggressor 

surface has been assumed, which means that the switching current ratio of the domain D1 to the 

initial system corresponds to their area ratio: 𝛼 = 𝐼1/𝐼0 = 𝐴1/𝐴 = 𝑎. A non-uniform distribution of 

switching current would provide more freedom when assigning the digital blocks to one of the two 

domains based on their switching current, and thus also more possibilities for a further minimization 

of the noise, as will be shown later. 

 
Figure 5.5 – Substrate noise ratio from equation (5.10) (adapted from [P6]) 
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In Fig. 5.5 it can be seen that the domain D2 dominantly impacts the substrate noise only for 

very low values of 𝑎 = 𝐴1/𝐴. As 𝑎 increases, the impact of the domain D2 decreases rather sharply in 

an exponential-like manner. This happens as a consequence of both decreasing the size of the 

domain D2 (and thus also decreasing the amount of noise injected by the aggressor D2) and 

increasing the resistance 𝑅2 between the domain D2 and the victim, as shown in Fig. 5.4. 

On the other hand, the impact of the domain D1 increases almost linearly with the increase 

of 𝑎. This is mainly due to increasing the size of the domain, and thus the amount of noise injected 

into the substrate. The resistance 𝑅1 decreases with increasing 𝑎, i.e. with increasing the size of the 

D1 domain, but this decrease reaches saturation already for lower values of 𝑎, as it can be seen in 

Fig. 5.4. Thus, the impact of the domain D1 is mainly determined by the amount of noise injected by 

the domain. 

It can also be noticed that for higher values of 𝑎 the ratio 𝑉𝑠𝑢𝑏𝑝/𝑉𝑠𝑢𝑏 becomes larger than 1, 

i.e. the impact of the domain D1 becomes even larger than the substrate noise in the initial system. 

In other words, for values of 𝑎 which are too high, no substrate noise reduction is achieved. This 

continues until the value for 𝑎 (and consequently, 𝛼) surpasses the limits of the constraints (5.25) 

and (5.26). As a consequence, for such values of 𝑎 a new value for 𝑁𝑑1 has to be applied, which 

causes a discontinuity which can be seen in the graph. In the part of the graph left of the 

discontinuity, 𝑁𝑑1 = 1 is applied, while in the part of the graph right of the discontinuity 𝑁𝑑1 = 2 is 

applied. For the values of 𝑎 immediately right of the discontinuity, substrate noise reduction is 

achieved again, however to a lesser degree compared to the reduction achieved for small values of 𝑎, 

where 𝑁𝑑1 = 1. 

In Fig. 5.6, for the same example system the dependence of the spectral power attenuation 

on the ratio 𝑎 = 𝐴1/𝐴 = 𝐼1/𝐼0 = 𝛼 is shown. For this system, maximum attenuation is reached for 

𝑎 = 0.048, and its value is 8.56dB. 

 
Figure 5.6 – Spectral peak attenuation (dB) achieved by separating power domains (adapted from 

[P6]) 
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 This optimum attenuation is achieved at the price of increasing ground bounce in D2, as it 

can be seen in Fig. 5.7. In this figure, the ground bounce ratios 𝐾𝑔𝑏10 = |𝑉𝑔𝑏1 𝑉𝑔𝑏0⁄ | and 𝐾𝑔𝑏20 =

|𝑉𝑏𝑔2/𝑉𝑔𝑏0| are shown. 

 
Figure 5.7 – The effect of power domain separation on ground bounce (adapted from [P6]) 

 

Now the statement that fulfilling the ground bounce constraint depends also on the initial 

𝑉𝑔𝑏0 can be explained more in detail. The ground bounce constraint (5.13) is fulfilled for the initial 

system, and the ground bounce constraints (5.15) and (5.16) should be fulfilled for the newly created 

power domains D1 and D2. These constraints can also be formulated in the following way: 

|𝑉𝑔𝑏0|

𝑉𝑔𝑏𝑚
= 𝐾0 < 1 (5.27) 

|𝑉𝑔𝑏1|

𝑉𝑔𝑏𝑚
= 𝐾1 < 1 

(5.28) 

|𝑉𝑔𝑏2|

𝑉𝑔𝑏𝑚
= 𝐾2 < 1 

(5.29) 

By using (5.27) and (5.13), the parameter 𝐾 defined in (5.19) can be represented as follows: 

𝐾 =
|𝑍𝑝
′ 𝐼0|

𝑉𝑔𝑏𝑚
= 𝐾0

|𝑍𝑝
′ 𝐼0|

𝑉𝑔𝑏0
= 𝐾0𝑁𝑑 (5.30) 

By combining (5.30) and the constraint (5.21), a complete constraint for the parameter 𝐾0 can be 

derived: 

𝑁𝑑 − 1

𝑁𝑑
< 𝐾0 < 1 (5.31) 

Further, the ground bounce ratios from Fig. 5.7 can now be represented as follows: 

𝐾𝑔𝑏10 = |
𝑉𝑔𝑏1

𝑉𝑔𝑏0
| =

𝐾1𝑉𝑔𝑏𝑚

𝐾0𝑉𝑔𝑏𝑚
=
𝐾1
𝐾0

 (5.32) 

𝐾𝑔𝑏20 = |
𝑉𝑔𝑏2

𝑉𝑔𝑏0
| =

𝐾2𝑉𝑔𝑏𝑚

𝐾0𝑉𝑔𝑏𝑚
=
𝐾2
𝐾0

 
(5.33) 

By using (5.32) and (5.33), constraints (5.28) and (5.29) can be rewritten in the following way: 

𝐾1 = 𝐾𝑔𝑏10𝐾0 < 1 (5.34) 

𝐾2 = 𝐾𝑔𝑏20𝐾0 < 1 (5.35) 
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These two inequalities must be fulfilled, in order to meet the ground bounce constraint in 

both of the newly formed power domains D1 and D2. Whether or not these two inequalities are 

satisfied, depends on the values of 𝐾𝑔𝑏10 and 𝐾𝑔𝑏20, which are represented in Fig. 5.7, but also on 

the value of 𝐾0, which is a property of the initial system. 

In an extreme case where 𝐾0 = 1, i.e. |𝑉𝑔𝑏0| = 𝑉𝑔𝑏𝑚, the ground bounce constraint in the 

initial system is just barely met, without any ground bounce margin left. For such system, the 

conditions (5.34) and (5.35) would turn into 𝐾𝑔𝑏10 < 1 and 𝐾𝑔𝑏20 < 1, respectively. As it can be seen 

from Fig. 5.7, both these condition would barely be met only at a single point. This case, however, 

would never occur in practice – for any realistic system, there’s always a margin between the actual 

ground bounce and a ground bounce constraint. 

On the contrary, in an opposite extreme case where 𝐾0 = (𝑁𝑑 − 1)/𝑁𝑑, i.e. where |𝑉𝑔𝑏0| =

(𝑁𝑑 − 1)𝑉𝑔𝑏𝑚/𝑁𝑑, the ground bounce constraint in the initial system is reached with a very high 

margin. It could have even been reached (although just barely, without any margin) if there was one 

supply/ground pad pair less. The conditions (5.34) and (5.35) would turn into 𝐾𝑔𝑏10 < 𝑁𝑑/(𝑁𝑑 − 1) 

and 𝐾𝑔𝑏20 < 𝑁𝑑/(𝑁𝑑 − 1), respectively. For the example which is shown in Fig. 5.7, with 𝑁𝑑 = 4, 

this would turn into 𝐾𝑔𝑏10 < 1.33 and 𝐾𝑔𝑏20 < 1.33. As it can be seen from Fig. 5.7, these conditions 

are satisfied for every 𝛼. While this case can occur in practice, it is not very probable – the margin for 

most of the realistic systems would usually not be that high. 

The margin for realistic systems, and thus the value of 𝐾0, is between these two extreme 

cases. Thus, there may exist a range of 𝛼 for which the ground bounce constraints aren’t reached. If 

the value of 𝐾0 is known, the values of 𝐾𝑔𝑏10 and 𝐾𝑔𝑏20 for which (5.34) and (5.35) are satisfied can 

be determined. From there, using the graph in Fig. 5.7, the range of 𝛼 for which the ground bounce 

constraints are satisfied can be determined. 

In this section, substrate noise reduction which can be achieved by power domain separation 

has been analyzed. In the following section, this methodology will be extended by applying 

galsification to the newly formed partitions. 

 

5.3. Additional improvement by applying GALS design approach 
 

 In the previous section, substrate noise reduction which can be achieved by partitioning a 

digital aggressor in two separate power domains has theoretically been analyzed. The partitioned 

system, however, remains synchronous, i.e. both of the newly formed power domains is still clocked 

with the same clock as the original system. As a consequence, switching current spectra of both 

power domains will have peaks at the same frequencies. Thus, the substrate noise originating from 

each of the power domains will have peaks at the same frequency, and these peaks will add to each 

other in the frequency domain. 

This can be clearly seen in the equation (5.10), where the substrate noise ratio between the 

new, partitioned system, and the original synchronous system is shown. This ratio represents a sum 

comprising of two members, the first of them originating from the domain D1, and the second 

originating from the domain D2. 

 However, if the two newly formed power domains have separate clocks at different 

frequencies, substrate noise in frequency domain will consist of  two separate harmonic peaks, each 
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originating from a different power (and now also clock) domain. From the model shown in Fig. 5.2, 

the substrate noise originating from the domains D1 and D2 can be calculated as, respectively: 

𝑉𝑠𝑢𝑏𝑝1 =
𝑍𝑝𝑎𝑍2

𝑍1𝑍2 + 𝑍𝑝𝑎𝑍1 + 𝑍𝑝𝑎𝑍2

𝑍𝑝′

𝑁𝑑1
𝐼1 (5.36) 

𝑉𝑠𝑢𝑏𝑝2 =
𝑍𝑝𝑎𝑍1

𝑍1𝑍2 + 𝑍𝑝𝑎𝑍1 + 𝑍𝑝𝑎𝑍2

𝑍𝑝′

𝑁𝑑2
𝐼2 

(5.37) 

 By clocking each of the power domains with a separate clock, the synchronous system is 

turned into a GALS system, with two LSMs corresponding to the power domains D1 and D2. The 

advantages of the plesiochronous GALS scheme, i.e. the scheme where the LSM clocks have different 

but very close frequencies, have been presented in detail in Chapter 4. This scheme maintains of the 

processing capability of the digital circuitry compared to the original synchronous clocking scheme. 

Additionally, since the harmonic peak frequencies are very close to each other, substrate and 

package impedances are calculated at approximately the same frequency as for the initial 

synchronous system, which is advantageous for predicting the noise reduction. 

 Substrate noise ratio from (5.9) can now be redefined as the ratio between the highest of the 

substrate noise harmonic peaks of the new GALS system, and the substrate noise harmonic peak of 

the initial synchronous system: 

|
𝑉𝑠𝑢𝑏𝑝

𝑉𝑠𝑢𝑏0
| = max {|

𝑉𝑠𝑢𝑏𝑝1

𝑉𝑠𝑢𝑏0
|  , |
𝑉𝑠𝑢𝑏𝑝2

𝑉𝑠𝑢𝑏0
|} (5.38) 

which, by applying (5.7), (5.36) and (5.37), results in: 

|
𝑉𝑠𝑢𝑏𝑝

𝑉𝑠𝑢𝑏0
| = max{|

1

1 +
𝑍1
𝑍2

𝑁𝑑
𝑁𝑑1

𝐼1
𝐼0
|  , |

1

1 +
𝑍2
𝑍1

𝑁𝑑
𝑁𝑑2

𝐼2
𝐼0
|} (5.39) 

 For frequencies up to a couple of GHz, where the resistive substrate approximation is 

applicable, (5.39) can be written as: 

|
𝑉𝑠𝑢𝑏𝑝

𝑉𝑠𝑢𝑏0
| = max{|

1

1 +
𝑅1
𝑅2

𝑁𝑑
𝑁𝑑1

𝐼1
𝐼0
|  , |

1

1 +
𝑅2
𝑅1

𝑁𝑑
𝑁𝑑2

𝐼2
𝐼0
|} (5.40) 

From (5.40) the spectral peak attenuation of the substrate noise can be calculated: 

𝑆𝑃𝐴 = 20 log (min {(1 +
𝑅1
𝑅2
)
𝑁𝑑1
𝑁𝑑

𝐼0
𝐼1
 , (1 +

𝑅2
𝑅1
)
𝑁𝑑2
𝑁𝑑

𝐼0
𝐼2
}) (5.41) 

It can be noticed that the SPA for a GALS system, as expressed in (5.41), is larger than the SPA for a 

system where only power supply domain separation has been performed, as expressed in (5.41). 

According to the theory presented in Chapter 4, maximum additional attenuation by galsification is 

obtained in case when the two harmonic peaks, resulting from the two LSMs (i.e. the two power 

domains D1 and D2), are balanced. In other words, GALS introduces the largest additional 

attenuation when the two power domains have equal impact to the substrate noise at victim’s 

position. This maximum additional attenuation, according to (4.21), is equal to 20 log(2) = 6dB. 

If the frequencies of the clock domains don’t differ too much from the original synchronous 

frequency, the ground bounce constraints depend only on the power delivery networks and power 
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domains, not on the clock domains. Thus, the ground bounce constraints remain the same, 

regardless of whether the two domains are clocked synchronously or plesiochronously. 

 
Figure 5.8 – Substrate noise ratio achieved only by separating power domains, and by separating 

power domains combined with galsification (adapted from [P6]) 
 

 
Figure 5.9 – Spectral peak attenuation (dB) achieved only by separating power domains, and by 

separating power domains combined with galsification (adapted from [P6]) 
 

In Fig. 5.8 and Fig. 5.9, the absolute value of the substrate noise ratio from Fig. 5.5 and the 

spectral peak attenuation from Fig. 5.6 are shown again for the same example system, but this time 

with an additional graph showing the results obtained by applying the additional galsification. As it 

can be seen, applying a plesiochronous GALS scheme instead of a standard synchronous clocking 

scheme contributes to further reducing the substrate noise. The benefit of galsification is mostly 
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pronounced for the values of 𝑎 where the impacts of the two power domains have similar values. 

The optimum attenuation achieved by power domain separation and galsification is 5.325 dB larger 

than the optimum attenuation achieved only by power domain separation. Note that the optimum is 

achieved for almost the same value of 𝑎 for both cases.

5.4. The impact of decoupling capacitance

In sections 5.2 and 5.3, the substrate noise reduction by power domain separation and 

galsification has been theoretically analyzed. In order to simplify the analysis, the existence of the on-

chip decoupling capacitance has been neglected. In this section, the decoupling capacitance will be 

included into the model, and its impact will be taken into account.

As mentioned in Chapter 3, the decoupling capacitance can be introduced in the model by 

adding a capacitor in parallel to the current source modeling the switching current. Such a capacitor 

represents the total decoupling capacitance, i.e. the sum of the intentional on-chip decoupling 

capacitance and the inherent capacitance of the switching circuitry. According to this, the equivalent 

circuit of the initial system from Fig. 5.1 transforms into the equivalent circuit presented in Fig. 5.10, 

with 𝐶𝑑 being the total decoupling capacitance of the original synchronous digital circuitry.

Figure 5.10 – Equivalent circuit for the original system with synchronous digital circuitry, with 
decoupling capacitance included into the model

By using this equivalent circuit, a new expression for substrate noise at victim’s position can 

be calculated:

𝑉𝑠𝑢𝑏 =
𝑍𝑝𝑎𝑍2 + 𝑍𝑝𝑎𝑍1

𝑍1𝑍2 + 𝑍𝑝𝑎𝑍1 + 𝑍𝑝𝑎𝑍2

𝑍𝑝
′

𝑁𝑑

1

1 + 2j𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑

𝐼0 (5.42)

where 𝜔 = 2𝜋𝑓, and 𝑓 is the frequency of the injected switching current harmonic peak, i.e. the 

frequency at which the substrate noise is calculated.

Similarly, the model from Fig. 5.2 is transformed into the model shown in Fig. 5.11, with 𝐶𝑑1
and 𝐶𝑑2 being the total decoupling capacitances of the power domains D1 and D2, respectively. Note 

that, in order to retain the same total area, the total amount of decoupling capacitance remains 

unchanged:

𝐶𝑑1 + 𝐶𝑑2 = 𝐶𝑑 (5.43)
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Figure 5.11 – Equivalent circuit for the system with power domain separation, with decoupling 
capacitance included into the model  (adapted from [P6])

From this equivalent circuit, a new expression for the substrate voltage for the system with 

power domain separation can be calculated. In case that only power domain separation is 

performed:

𝑉𝑠𝑢𝑏𝑝 =
𝑍𝑝𝑎𝑍2

𝑍1𝑍2 + 𝑍𝑝𝑎𝑍1 + 𝑍𝑝𝑎𝑍2

𝑍𝑝
′

𝑁𝑑1

1

1 + 2j𝜔𝐶𝑑1
𝑍𝑝
′

𝑁𝑑1

𝐼1

+
𝑍𝑝𝑎𝑍1

𝑍1𝑍2 + 𝑍𝑝𝑎𝑍1 + 𝑍𝑝𝑎𝑍2

𝑍𝑝
′

𝑁𝑑2

1

1 + 2j𝜔𝐶𝑑2
𝑍𝑝
′

𝑁𝑑2

𝐼2

(5.44)

From here, the ratio between the reduced substrate noise and the initial substrate noise can 

be calculated:

|
𝑉𝑠𝑢𝑏𝑝

𝑉𝑠𝑢𝑏
| = ||

1

1 +
𝑅1
𝑅2

𝑁𝑑
𝑁𝑑1

𝐼1
𝐼0

1 + 2j𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑

1 + 2j𝜔𝐶𝑑1
𝑍𝑝
′

𝑁𝑑1

+
1

1 +
𝑅2
𝑅1

𝑁𝑑
𝑁𝑑2

𝐼2
𝐼0

1 + 2j𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑

1 + 2j𝜔𝐶𝑑2
𝑍𝑝
′

𝑁𝑑2

|| (5.45)

as well as the spectral peak attenuation:

𝑆𝑃𝐴 = 20 log

(

 
 
 
 
 
 

1

|
1

1 +
𝑅1
𝑅2

𝑁𝑑
𝑁𝑑1

𝐼1
𝐼0

1 + 2𝑗𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑

1 + 2𝑗𝜔𝐶𝑑1
𝑍𝑝
′

𝑁𝑑1

+
1

1 +
𝑅2
𝑅1

𝑁𝑑
𝑁𝑑2

𝐼2
𝐼0

1 + 2𝑗𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑

1 + 2𝑗𝜔𝐶𝑑2
𝑍𝑝
′

𝑁𝑑2

|

)

 
 
 
 
 
 

(5.46)

In case that both power domain separation and galsification are performed, equations (5.45) 

and (5.46) respectively transform into:
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|
𝑉𝑠𝑢𝑏𝑝

𝑉𝑠𝑢𝑏
| = max{||

1

1 +
𝑅1
𝑅2

𝑁𝑑
𝑁𝑑1

𝐼1
𝐼0

1 + 2𝑗𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑

1 + 2𝑗𝜔𝐶𝑑1
𝑍𝑝
′

𝑁𝑑1

|| , ||
1

1 +
𝑅2
𝑅1

𝑁𝑑
𝑁𝑑2

𝐼2
𝐼0

1 + 2𝑗𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑

1 + 2𝑗𝜔𝐶𝑑2
𝑍𝑝
′

𝑁𝑑2

||} (5.47) 

and: 

𝑆𝑃𝐴 = 20 log(min{||(1 +
𝑅1
𝑅2
)
𝑁𝑑1
𝑁𝑑

𝐼0
𝐼1

1 + 2𝑗𝜔𝐶𝑑1
𝑍𝑝
′

𝑁𝑑1

1 + 2𝑗𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑

|| , ||(1

+
𝑅2
𝑅1
)
𝑁𝑑
𝑁𝑑2

𝐼2
𝐼0

1 + 2𝑗𝜔𝐶𝑑2
𝑍𝑝
′

𝑁𝑑2

1 + 2𝑗𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑

||}) 

(5.48) 

Substrate noise ratio and spectral peak attenuation for the model without decoupling 

capacitance, as it can be seen from equations (5.10), (5.11), (5.40) and (5.41), are dependent only on 

the ratio of substrate resistances, and on the parameters of the domains D1 and D2, such as the 

number of supply/ground pad pairs (𝑁𝑑1/𝑁𝑑) and the amount of switching circuitry (𝐼1/𝐼0) assigned 

to each of them. However, as it can be seen from equations (5.45)-(5.48), when decoupling 

capacitance is taken into account, substrate noise ratio and spectral peak attenuation depend also on 

the parasitic impedance of the package (𝑍𝑝
′ ) and on the decoupling capacitance itself. 

By introducing the decoupling capacitance 𝐶𝑑  into the model, the ground bounce constraints 

also become modified. Ground bounce in the initial system without separation becomes: 

𝑉𝑔𝑏0 =
𝑍𝑝
′

𝑁𝑑

1

1 + 2j𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑

𝐼0 
(5.49) 

while for the D1 and D2 domain, respectively: 

𝑉𝑔𝑏1 =
𝑍𝑝
′

𝑁𝑑1

1

1 + 2j𝜔𝐶𝑑1
𝑍𝑝
′

𝑁𝑑1

𝐼1 
(5.50) 

𝑉𝑔𝑏2 =
𝑍𝑝
′

𝑁𝑑2

1

1 + 2j𝜔𝐶𝑑2
𝑍𝑝
′

𝑁𝑑2

𝐼2 
(5.51) 

From here, the constraints for the maximum ground bounce are: 

|𝑉𝑔𝑏0| = |
𝑍𝑝
′

𝑁𝑑

1

1 + 2j𝜔𝐶𝑑𝑍𝑝
′ /𝑁𝑑

𝐼0| < 𝑉𝑔𝑏𝑚 (5.52) 

|𝑉𝑔𝑏1| = |
𝑍𝑝
′

𝑁𝑑1

1

1 + 2j𝜔𝐶𝑑1𝑍𝑝
′ /𝑁𝑑1

𝐼1| < 𝑉𝑔𝑏𝑚 
(5.53) 

|𝑉𝑔𝑏2| = |
𝑍𝑝
′

𝑁𝑑2

1

1 + 2j𝜔𝐶𝑑2𝑍𝑝
′ /𝑁𝑑2

𝐼2| < 𝑉𝑔𝑏𝑚 
(5.54) 

In order to have the minimum possible number of supply/ground pads, the numbers 𝑁𝑑, 𝑁𝑑1 and 

𝑁𝑑2 should be the least possible numbers satisfying these equations. Thus: 

|
𝑍𝑝
′

(𝑁𝑑 − 1)

1

1 + 2j𝜔𝐶𝑑𝑍𝑝
′ /(𝑁𝑑 − 1)

𝐼0| > 𝑉𝑔𝑏𝑚 (5.55) 
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|
𝑍𝑝
′

(𝑁𝑑1 − 1)

1

1 + 2j𝜔𝐶𝑑1𝑍𝑝
′ /(𝑁𝑑1 − 1)

𝐼1| > 𝑉𝑔𝑏𝑚 
(5.56) 

|
𝑍𝑝
′

(𝑁𝑑2 − 1)

1

1 + 2j𝜔𝐶𝑑2𝑍𝑝
′ /(𝑁𝑑2 − 1)

𝐼2| > 𝑉𝑔𝑏𝑚 
(5.57) 

From (5.52)-(5.57), knowing that 𝐼0 = 𝐼1 + 𝐼2 (5.5), and by applying 𝛼 = 𝐼1/𝐼0 (5.20) and 𝐾 =

|𝑍𝑝
′ 𝐼0|/𝑉𝑔𝑏𝑚 (5.19), the ground bounce constraints for a system with decoupling capacitance can be 

deduced as follows: 

|𝑁𝑑 − 1 + 2j𝜔𝐶𝑑𝑍𝑝
′ | < 𝐾 < |𝑁𝑑 + 2j𝜔𝐶𝑑𝑍𝑝

′ | (5.59) 

|𝑁𝑑1 − 1 + 2j𝜔𝐶𝑑1𝑍𝑝
′ | < |𝛼|𝐾 < |𝑁𝑑1 + 2j𝜔𝐶𝑑1𝑍𝑝

′ | (5.60) 

|𝑁𝑑2 − 1 + 2j𝜔𝐶𝑑2𝑍𝑝
′ | < |1 − 𝛼|𝐾 < |𝑁𝑑2 + 2j𝜔𝐶𝑑2𝑍𝑝

′ | (5.61) 

From (5.59)-(5.61), knowing that 𝑁𝑑 = 𝑁𝑑1 + 𝑁𝑑2 (5.3) and 𝐶𝑑 = 𝐶𝑑1 + 𝐶𝑑2 (5.43), and by defining: 

𝑐 =
𝐶𝑑1
𝐶𝑑

 (5.62) 

𝐾𝑝 = 2𝑗𝜔𝐶𝑑
𝑍𝑝
′

𝑁𝑑
 (5.63) 

the following constraints for determining 𝑁𝑑1 can be deduced: 

|𝛼||𝑁𝑑 − 1 + 𝐾𝑝𝑁𝑑| < |𝑁𝑑1 + 𝑐𝐾𝑝𝑁𝑑| (5.64) 

|𝑁𝑑1 − 1 + 𝑐𝐾𝑝𝑁𝑑| < |𝛼||𝑁𝑑 + 𝐾𝑝𝑁𝑑| (5.65) 

|1 − 𝛼||𝑁𝑑 − 1 + 𝐾𝑝𝑁𝑑| < |𝑁𝑑 − 𝑁𝑑1 + (1 − 𝑐)𝐾𝑝𝑁𝑑| (5.66) 

|𝑁𝑑 − 𝑁𝑑1 − 1 + (1 − 𝑐)𝐾𝑝𝑁𝑑| < |1 − 𝛼||𝑁𝑑 + 𝐾𝑝𝑁𝑑| (5.67) 

Note that the constraints (5.64)-(5.67) correspond to the constraints (5.25) and (5.26) for a system 

without decoupling capacitance. 

Substrate noise ratio and spectral peak attenuation have been evaluated again for the 

example system from Section 5.2, but this time with the decoupling capacitance included into the 

model. The initial system has 𝑁𝑑 = 4 supply/ground pad pairs, while the number of supply/ground 

pad pairs assigned to D1 and D2, i.e. 𝑁𝑑1 and 𝑁𝑑2, have been calculated from constraints (5.64)-

(5.67). Package parasitics for a single pad in this example are 𝑅𝑝
′ = 1Ω and 𝐿𝑝

′ = 1nH. Two values of 

the total decoupling capacitance have been used: 𝐶𝑑 = 1.5nF, corresponding to a slightly 

underdumped system, and 𝐶𝑑 = 1.5nF, corresponding to a slightly overdumped system. The result 

has been evaluated for the frequency of 100MHz. 

A uniform distribution of the decoupling capacitance per area has been assumed, which 

means that 𝑐 = 𝐶𝑑1/𝐶𝑑 = 𝐴1/𝐴 = 𝑎 has been assumed. Once more, this is a conservative 

assumption, since being able to control the decoupling capacitance distribution per area would 

introduce an additional level of freedom, which could be used to further improve noise reduction. 

Substrate noise ratio is shown in Fig. 5.12 for the underdumped system (𝐶𝑑 = 1.5nF) and in 

Fig. 5.13 for the overdumped system (𝐶𝑑 = 1.5nF), while spectral peak attenuation is shown in Fig. 

5.14 for the underdumped system and in Fig. 5.15 for the overdumped system. Both the result of 

power domain partitioning with retaining the synchronous clocking and the result of power domain 

partitioning with plesiochronous GALS clocking are presented. 
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Figure 5.12 – Substrate noise ratio, model with 𝐶𝑑, underdumped system (𝐶𝑑 = 1.5nF) 

(adapted from [P6]) 
 

 
Figure 5.13 – Substrate noise ratio, model with 𝐶𝑑, overdumped system (𝐶𝑑 = 2.5nF) 
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Figure 5.14 – Spectral peak attenuation, model with 𝐶𝑑, underdumped system (𝐶𝑑 = 1.5nF) 

(adapted from [P6]) 
 

 
Figure 5.15 – Spectral peak attenuation, model with 𝐶𝑑, overdumped system (𝐶𝑑 = 2.5nF) 
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Table 5-III – Spectral peak attenuation for the example system 

Methodology Result 

Model 

no 𝐂𝐝 
𝐂𝐝 = 𝟏. 𝟓𝐧𝐅 

(underdumped 
system) 

𝐂𝐝 = 𝟐. 𝟓𝐧𝐅 
(overdumped 

system) 
Power domain 
separation 

Maximum SPA: 8.565 dB 9.551 dB 10.35 dB 
reached at 𝒂 = 0.04835 0.04835 0.04835 

Power domain 
separation + GALS 

Maximum SPA: 13.89 dB 14.77 dB 14.61 dB 
reached at 𝒂 = 0.05908 0.05908 0.04835 

 

The optimum attenuation results from Fig. 5.9, Fig. 5.14 and Fig. 5.15 are summarized in 

Table 5-I. As it can be seen in the table, the presence of the decoupling capacitance in the system 

further improves the spectral peak attenuation reached by power domain separation, with or 

without an additional galsification. The impact is more pronounced if no galsification is applied; in 

that case, the impact gets stronger with the increase of the decoupling capacitance. On the other 

hand, the value of 𝑎, at which the optimum attenuation is reached, shifts only slightly towards lower 

values when 𝐶𝑑  is introduced. 

The ground bounce penalty is also impacted by introducing the decoupling capacitance. The 

ground bounce ratios 𝐾𝑔𝑏10 = 𝑉𝑔𝑏1 𝑉𝑔𝑏0⁄  and 𝐾𝑔𝑏20 = 𝑉𝑔𝑏2/𝑉𝑔𝑏0 are shown in Fig. 5.16 for an 

underdumped system (with 𝐶𝑑 = 1.5nF) and in Fig. 5.17 for the overdumped system (with 𝐶𝑑 =

2.5nF). 

 
Figure 5.16 – The effect of power domain separation on ground bounce, model with 𝐶𝑑, 

underdumped system (𝐶𝑑 = 1.5nF) 
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Figure 5.17 – The effect of power domain separation on ground bounce, model with 𝐶𝑑, overdumped 

system (𝐶𝑑 = 2.5nF) 
 

Note that the conditions (5.27)-(5.29), stating that the parameters 𝐾0, 𝐾1 and 𝐾2 have to be 

lower than 1, as well as the equations (5.32) and (5.33), showing the relation between 𝐾𝑔𝑏10, 𝐾1 and 

𝐾0, and respectively 𝐾𝑔𝑏20, 𝐾2 and 𝐾0, remain the same also for the system with 𝐶𝑑. Consequently, 

(5.34) and (5.35), which are repeated here as (5.68) and (5.69) respectively, remain valid as well: 

𝐾1 = 𝐾𝑔𝑏10𝐾0 < 1 (5.68) 

𝐾2 = 𝐾𝑔𝑏20𝐾0 < 1 (5.69) 

 By comparing Fig. 5.16 and Fig. 5.17 with Fig. 5.7 it can be noticed that the ground bounce 

ratios 𝐾𝑔𝑏10 and 𝐾𝑔𝑏20 are lower for the system with decoupling capacitance included. While the 

difference compared to the system without the decoupling capacitance is only slight for the 

underdumped system, for the overdumped system the improvement is significant. As a 

consequence, for the same 𝐾0, the conditions (5.68) and (5.69) will be satisfied for a wider range of 

𝛼, which increases the applicability of the methodology. 

 In the analysis so far, substrate noise reduction by power domain separation and GALS 

partitioning has been analyzed only theoretically, with a number of model simplifications applied. In 

the next section, an algorithm applicable on a realistic system will be presented and evaluated. 

 

 

 

 

 



 
142 

5.5. An algorithm for substrate noise reduction by GALS partitioning 

and power domain separation, and a numerical evaluation of the 

methodology in MATLAB 
 

In Sections 5.2-5.4, the theoretical foundations of substrate noise reduction based on power 

domain separation and galsification were presented. These foundations have been analyzed by using 

a number of simplifications. First of all, noise was analyzed only at a single frequency, which 

corresponds to the case where switching current has a sinusoidal waveform. As already explained in 

Section 3, a more realistic model of the switching current in digital circuitry would be a periodic 

triangular pulse, which corresponds to multiple harmonic peaks at the multiples of clock frequency. 

Besides that, similar to the initial theoretical analysis from the previous chapter, the analysis in 

sections 5.2-5.4 doesn’t take into account the finite granularity of the system, i.e. the fact that 

neither area nor harmonic magnitude of the initial system can be distributed into two domains with 

deliberate precision, due to the finite size of the blocks composing the system. 

In practice, the optimization problem can be defined in the following way: A synchronous 

system is given, consisting of a set of digital modules, with known areas and switching current 

waveforms. These modules or blocks have to be distributed in two partitions, which will be turned 

into separate power domains and LSMs of a GALS system. The distribution should be done in such a 

way, that the optimum substrate noise reduction is achieved at the targeted frequency, i.e. that the 

targeted spectral peak is attenuated as much as possible. 

The equation (5.48) expresses the spectral peak attenuation of substrate noise at a single 

frequency, which can be achieved by power domain separation and galsification. While the equation 

is derived for a sinusoidal switching current having a single frequency peak, it also remains valid for a 

single harmonic peak of a more complex periodic waveform, such as periodic triangular waveform. 

Achieving the maximum spectral peak attenuation at a targeted substrate noise harmonic is 

equivalent to achieving the minimum substrate noise ratio at the harmonic of interest, i.e. to 

minimizing the right side of the equation (5.49) at the frequency of the targeted harmonic. Thus, the 

right side of the equation (5.49), applied at the 𝑛𝑡ℎ harmonic of the switching current, can be used as 

a cost function which should be minimized by the optimizing algorithm: 

𝑐1

= max{||
1

1 +
𝑅1
𝑅2

𝑁𝑑
𝑁𝑑1

𝐼1,𝑛
𝐼0,𝑛

1 + 2𝑗𝑛𝜔0𝐶𝑑
𝑍𝑝
′ (𝜔0)
𝑁𝑑

1 + 2𝑗𝑛𝜔1𝐶𝑑1
𝑍𝑝
′ (𝜔1)
𝑁𝑑1

|| , ||
1

1 +
𝑅2
𝑅1

𝑁𝑑
𝑁𝑑2

𝐼2,𝑛
𝐼0,𝑛

1 + 2𝑗𝑛𝜔0𝐶𝑑
𝑍𝑝
′ (𝜔0)
𝑁𝑑

1 + 2𝑗𝑛𝜔2𝐶𝑑2
𝑍𝑝
′ (𝜔2)
𝑁𝑑2

||} 
(5.70) 

where 𝐼0,𝑛, 𝐼1,𝑛 and 𝐼2,𝑛 are the 𝑛𝑡ℎ harmonics of the switching current of the initial system, the 

domain D1 (closer to the victim) and the domain D2 (further from the victim), respectively. Also, 

𝜔0 = 2𝜋𝑓0, 𝜔1 = 2𝜋𝑓1, and 𝜔2 = 2𝜋𝑓2, where 𝑓0, 𝑓1 and 𝑓2 are the clock frequencies of the initial 

system, the domain D1 and the domain D2, respectively. Note that, for a plesiochronous system, 

𝑓0 ≈ 𝑓1 ≈ 𝑓2, i.e. 𝜔0 ≈ 𝜔1 ≈ 𝜔2. 

The cost function 𝑐1 from equation (5.70) contains the package parasitic impedance 𝑍𝑝
′ . In 

other words, it requires a package parasitic model in order to be calculated, which is often not 

available. Additionally, in a realistic system, the decoupling capacitances 𝐶𝑑, 𝐶𝑑1 and 𝐶𝑑2 are 
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composed not only of the intentional decoupling capacitance, but also from the inherent capacitance 

of the switching circuitry, which is difficult to estimate. However, if this data is not available, the right 

side of the equation (5.40), which has been derived for a system without decoupling capacitance, can 

be used instead: 

𝑐2 = max{|
1

1 +
𝑅1
𝑅2

𝑁𝑑
𝑁𝑑1

𝐼1,𝑛
𝐼0,𝑛
| , |

1

1 +
𝑅2
𝑅1

𝑁𝑑
𝑁𝑑2

𝐼2,𝑛
𝐼0,𝑛
|} (5.71) 

 As shown in Section 5.4, while the decoupling capacitance does impact the optimum 

substrate noise ratio and the spectral peak attenuation (making the SPA larger), it doesn’t 

significantly impact the position of the optimum, which justifies using (5.71) instead of (5.70). 

 Similar to the algorithm presented in Chapter 4, the optimizing algorithm for this 

methodology should also go through the possible partitionings, i.e. the possible assignments of 

blocks into the domains D1 and D2, and for each partitioning it should evaluate the cost function. 

The partitioning with the minimum cost function should be chosen as the optimum one. If the 

number of blocks to be distributed is not large, an exhaustive search through all the possible 

combinations can be performed. The number of the possible assignments is 2𝑁 − 2, where 𝑁 is the 

number of blocks. For a large number of blocks this can become an excessively large number – in 

such cases, a simulated annealing algorithm, similar to the one from Chapter 4, can be used [200]. 

 Regardless of whether an exhaustive search or simulated annealing is applied, the cost 

function has to be evaluated in every iteration of the optimizing algorithm. Both cost functions (5.70) 

and (5.71) contain the ratio of substrate resistances 𝑅1/𝑅2. Evaluation of this ratio, i.e. estimation of 

the substrate resistances, would normally require substrate extraction. Performing substrate 

extraction in every optimization step would be too timing costly. Thus, it is necessary to approximate 

the ratio of substrate resistances 𝑅1/𝑅2 by an analytical function. 

 From Fig. 5.4 it can be seen that 𝑅1/𝑅2 can be described as a function of the area ratio 𝑎 =

𝐴1/𝐴 which is monotonically decreasing in an exponential-like manner. Thus, as an appropriate 

fitting function for estimating the resistance ratio 𝑅1/𝑅2, an exponential function 

𝑅1
𝑅2
= 𝑘1𝑒

−𝑘2𝑎 (5.72) 

or a rational function 

𝑅1
𝑅2
= 𝑘1/𝑎

𝑘2  (5.73) 

can be selected, with 𝑘1 and 𝑘2 being the fitting parameters. Both the exponential and the rational 

approximation require just two extracted values of 𝑅1/𝑅2 in order for the fitting parameters 𝑘1 and 

𝑘2 to be determined. The extraction can be performed prior to starting the optimization process. 

From the analysis in the sections 5.2-5.4 it can be concluded that the optimum point is expected at 

low values of 𝑎. Thus, in order to achieve the best accuracy of the analytical approximation, the two 

fitting points should be chosen in the range where 𝑎 < 1/𝑁𝑑. 

 In Fig. 5.18, substrate resistance ratio 𝑅1/𝑅2 from Fig. 5.4 is shown again, together with the 

two approximate analytical functions – the exponential one and the rational one. Fitting parameters 

have been calculated from the values of the extracted function at 𝑎 = 0.04835 and 𝑎 = 0.1104. As 
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it can be seen, the analytical estimation fits the extracted function well, except for the very small 

values of 𝑎. Note, however, that for a realistic system, extremely small values of 𝑎 are not possible 

due to finite granularity – the lower limit of 𝑎 is determined by the area of the smallest block which 

can be assigned to some of the partitions. Thus, it can be said that in the range of interest of the area 

ratio 𝑎, both approximations are applicable. 

 
Figure 5.18 – Substrate resistivity ratio 𝑅1/𝑅2, extraction result and the two approximate analytical 

functions 
 Besides optimizing substrate noise, the algorithm should also take care about the negative 

side-effect of the methodology - the increase of the ground bounce in the newly formed domains. As 

explained in Chapter 2, the impact of the ground bounce on digital circuitry is determined by the 

time-domain parameters, primarily by the maximum ground bounce amplitude in time domain. A 

simplified sinusoidal switching current model, as used in sections 5.2-5.4, contains only one spectral 

peak in the frequency domain, so limiting the amplitude of that single peak in the frequency domain 

is equivalent to limiting the amplitude in time-domain. A more complex and more realistic switching 

current waveform, such as periodic triangular pulse, would contain multiple harmonic peaks at 

integer multiples of clock frequency, which all contribute to the maximum amplitude in time domain. 

Thus, all of those harmonic peaks have to be taken into account for limiting the increase of ground 

bounce when applying this substrate noise reduction methodology. 

If the package parasitics and the total decoupling capacitance are known, the resonant 

frequency of the system can be determined, and the frequency range of the dominant ground 

bounce harmonics can be determined. In that case, ground bounce constraints (5.64)-(5.67) should 

be applied, and it would be enough to apply them only to the dominant ground bounce harmonics: 

|𝛼𝑛||𝑁𝑑 − 1 + 𝐾𝑝𝑛𝑁𝑑| < |𝑁𝑑1 + 𝑐𝐾𝑝𝑛𝑁𝑑| (5.74) 

|𝑁𝑑1 − 1 + 𝑐𝐾𝑝𝑛𝑁𝑑| < |𝛼𝑛||𝑁𝑑 + 𝐾𝑝𝑛𝑁𝑑| (5.75) 

|1 − 𝛼𝑛||𝑁𝑑 − 1 + 𝐾𝑝𝑛𝑁𝑑| < |𝑁𝑑 − 𝑁𝑑1 + (1 − 𝑐)𝐾𝑝𝑛𝑁𝑑| (5.76) 

|𝑁𝑑 − 𝑁𝑑1 − 1 + (1 − 𝑐)𝐾𝑝𝑛𝑁𝑑| < |1 − 𝛼𝑛||𝑁𝑑 + 𝐾𝑝𝑛𝑁𝑑| (5.77) 
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with 𝛼𝑛 = 𝐼𝑛1/𝐼𝑛, 𝑐 = 𝐶𝑑1/𝐶𝑑  and 𝐾𝑝𝑛 = 2𝑗𝑛𝜔0𝐶𝑑𝑍𝑝
′ (𝜔𝑛)/𝑁𝑑. Note that an approximation 𝜔0 ≈

𝜔1 ≈ 𝜔2 is used here. 

On the other hand, if the data about the package parasitics and the total decoupling 

capacitance are not known, the ground bounce constraints (5.25)-(5.26) can be applied: 

|𝛼𝑛|(𝑁𝑑 − 1) < 𝑁𝑑1 < |𝛼𝑛|𝑁𝑑 + 1 (5.78) 
(1 − |1 − 𝛼𝑛|)𝑁𝑑 − 1 < 𝑁𝑑1 < (1 − |1 − 𝛼𝑛|)𝑁𝑑 + |1 − 𝛼𝑛| (5.79) 

If the frequency range of the dominant ground bounce harmonics can’t be estimated, the 

constraints have to be applied to all of the available harmonics. The larger the number of harmonics 

which satisfy the constraints, the lower the resulting ground bounce in time domain. 

According to this, the ground bounce constraints are embedded in the optimizing algorithm 

in the following way: if for a particular iteration, i.e. for a particular partitioning solution, the number 

of harmonics satisfying the ground bounce constraints is lower than a chosen minimum number, the 

partitioning solution is rejected regardless the substrate noise attenuation achieved. 

The proposed optimizing algorithm (an exhaustive search version) is presented in Fig. 5.19. 

 
Figure 5.19 – An exhaustive search algorithm for optimizing the substrate noise by power domain 

separation and galsification 
The proposed algorithm has been numerically evaluated in MATLAB on an example system 

consisting of 10 modules. The switching current waveforms of the modules have been modeled as 

periodic triangular pulses, with randomly assigned amplitudes, rise times and fall times. Total area of 

the chip is 0.64x0.64mm2, like in the example from Fig. 5.4, while the areas of the blocks have 

been randomly assigned. Package has been modeled by a lumped RLC network, with values for the 

package parasitics being 𝑅𝑝 = 1Ω, 𝐿𝑝 = 1nH and 𝐶𝑝 = 100fF, while the decoupling capacitance 

has been selected to be 𝐶𝑑 = 10pF, which corresponds to approximately 0.01mm2 in IHP 130nm 
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SiGe:C technology [25]. It has been assumed that the decoupling capacitance of the initial system 

remains uniformly distributed per area after partitioning. Substrate resistances have been extracted 

using the parameters of the for the IHP 130nm SiGe:C technology [25], while the rational function 

𝑘1/𝑎
𝑘2  has been used as an analytical approximation of the substrate resistance ratio 𝑅1/𝑅2. Clock 

frequency of the initial system is 𝑓0 = 100MHz, while the clock frequency offsets of the 

plesiochronous GALS clocking scheme after partitioning are selected as 1% and −1% for the 

domains D1 (closer to the victim) and D2 (further away from the victim), respectively. 

The clock frequency of the initial system (i.e. the first spectral harmonic) has been selected as 

the target frequency of the algorithm. In other words, the fundamental spectral peak is targeted for 

minimization. This would correspond to the situation where the analog victim is a VCO, which is 

especially sensitive to substrate noise at lower frequencies. Ground bounce constraints from 

equations (5.78) and (5.79) have been used. They have been evaluated for all of the 32 available 

switching current harmonics, and the partitionings for which the constraints are satisfied for less 

than 31 harmonics have been rejected. As a cost function, the function 𝑐2 from equation (5.71) has 

been used, which is the version without the decoupling capacitance 𝐶𝑑. 

The algorithm uses a simpler model, without the decoupling capacitance and with the 

analytical approximation of the substrate resistance ratio. In order to have a better evaluation of the 

optimal partitioning delivered by the algorithm, the resulting spectra have been evaluated and 

plotted by using the more precise model, including the decoupling capacitance 𝐶𝑑, and using the 

extracted values of substrate resistances. 

In Fig. 5.20, the substrate noise spectra of the initial synchronous system and the resulting 

GALS system with power domain separation have been presented. It can be seen that at each of the 

harmonics, a single peak of the synchronous spectrum has been replaced by two smaller peaks, 

corresponding to the two LSMs of the GALS system, i.e. the two power domains D1 and D2. 

 
Figure 5.20 – Substrate noise spectrum of the initial synchronous system and the GALS system with 

power domain separation 
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 In Fig. 5.21, the substrate noise spectrum is shown once more, but this time only around the 

targeted harmonic peak – the fundamental, at 100MHz. The achieved spectral peak attenuation is 

𝑆𝑃𝐴1 = 9.98dB. This is somewhat higher than the 𝑆𝑃𝐴 value estimated by the algorithm, which is 

9.69dB. The difference is due to using a simpler model in the algorithm (neglecting the decoupling 

capacitance 𝐶𝑑  in the cost function) and the more precise model for the evaluation. As expected 

based on the analysis from the Section 5.5, the presence of the decoupling capacitance contributes 

to a slight increase in the attenuation achieved, compared to the results obtained with the simpler 

model without the decoupling capacitance 𝐶𝑑. 

 
Figure 5.21 – Substrate noise spectrum of the initial synchronous system and the GALS system with 

power domain separation – the part of the spectrum around the targeted harmonic peak 
 The ground bounce has also been evaluated and it is presented in Fig. 5.22. It can be seen 

that the power domain separation resulted in an increased ground bounce in the domain D2. The 

highest ground bounce harmonic peak of the domain D2 is higher than the highest ground bounce 

harmonic peak of the initial system for 2.09dB. The main parameter of the ground bounce in time-

domain, the maximum ground bounce amplitude, can be calculated as a sum of magnitudes of all the 

spectral peaks. This way, from the data presented in this graph, it has been determined that the 

maximum ground bounce amplitude in the domain D2 has increased 1.17 times compared to the 

maximum ground bounce amplitude in the initial system. 
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Figure 5.22 – Ground bounce spectrum of the initial synchronous system and the GALS system with 

power domain separation 
 In this section, the algorithm for implementing the methodology for substrate noise 

reduction by power domain separation and galsification has been presented, and the methodology 

has been numerically evaluated in MATLAB. The application of the methodology has resulted in a 

substantial reduction of the substrate noise – the spectral peak attenuation of 9.98dB has been 

achieved at the targeted harmonic peak. The price to be paid is the 17% increase in the maximum 

ground bounce amplitude in the larger of the two resulting power domains. 

 In the next section, the simplifications of the methodology in some special cases will be 

discussed. 

 

5.6. Some special cases of the methodology 
 

5.6.1. Targeting low order substrate noise harmonics 

 

In Chapter 4, the relation between power-balanced GALS partitioning and harmonic-balanced 

GALS partitioning has been analyzed. It has been concluded that for lower harmonics power-

balanced GALS partitioning can be viewed as a special case of harmonic-balanced GALS partitioning. 

Since power is much easier to estimate than switching current harmonics, using power-based 

partitioning instead of harmonic-based partitioning is desirable whenever possible. Thus, it is useful 

to analyze whether in some special cases power can be used instead of switching current harmonics 

also in the substrate noise reduction methodology by power domain separation and galsification. 

 According to the equation (5.40), which has also been used for the cost function 𝑐2 in Section 

5.5, substrate noise ratio between the newly partitioned system and the initial system at the 𝑛𝑡ℎ 

harmonic can be represented as: 
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|
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|} (5.80) 

Let’s assume that for the 𝑛𝑡ℎ harmonic which is being observed the impact of the domain D1 is 

stronger, i.e. that: 

max{|
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1 +
𝑅1
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𝑁𝑑1

𝐼1,𝑛
𝐼0,𝑛
| (5.81) 

This assumption is made without losing generality – the analysis would have been completely 

analogous if it had been assumed that the impact of the domain D2 was stronger. 

 Under the assumption (5.81), spectral peak attenuation at the 𝑛𝑡ℎ harmonic can be 

represented as: 

𝑆𝑃𝐴𝑛 = 20 log ((1 +
𝑅1
𝑅2
)
𝑁𝑑1
𝑁𝑑

|
𝐼0,𝑛
𝐼1,𝑛
|) (5.82) 

which can further be written as: 

𝑆𝑃𝐴𝑛 = 𝑆𝑃𝐴𝑅𝑁 + 20 log (|
𝐼0,𝑛
𝐼1,𝑛
|) (5.83) 

where: 

𝑆𝑃𝐴𝑅𝑁 = 20 log ((1 +
𝑅1
𝑅2
)
𝑁𝑑1
𝑁𝑑
) (5.84) 

Note that if expression (5.47), for which the decoupling capacitance 𝐶𝑑  is taken into account, was 

used as the starting point instead of the expression (5.40), spectral peak attenuation could also be 

represented as (5.81), only with a more complex expression for 𝑆𝑃𝐴𝑅𝑁: 

𝑆𝑃𝐴𝑅𝑁 = 20 log

(
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 (5.85) 

Now, let’s again assume periodic triangular pulse waveforms for the switching currents of 

both of the resulting LSMs i.e. power domains D1 and D2. As already explained in Chapter 2b, the 𝑛𝑡ℎ 

harmonic of a periodic triangular pulse switching current waveform 𝑖 is: 

𝐹𝑛{𝑖} =
𝐼𝑝

j2𝜋𝑛
(sinc(𝜋𝑛𝑓𝑐𝑙𝑘𝑡𝑟) − sinc(𝜋𝑛𝑓𝑐𝑙𝑘𝑡𝑓)𝑒

−j𝜋𝑛𝑓𝑐𝑙𝑘(𝑡𝑟+𝑡𝑓))e−j𝜋𝑛𝑓𝑐𝑙𝑘𝑡𝑟  (5.86) 

where 𝑡𝑟  is the rise time of the switching current profile, 𝑡𝑓 the fall time of the switching current 

profile, 𝑓𝑐𝑙𝑘  the clock frequency and 𝐼𝑝 the peak current. In [16][160] it has been shown that, for low 

order harmonics, satisfying the condition: 

𝑛𝑓𝑐𝑙𝑘 < min (
1

𝜋𝑡𝑟
,
1

𝜋𝑡𝑓
) (5.87) 

the expression (5.86) can be approximated as: 



 
150 

𝐹𝑛{𝑖} ≈ −
j

𝑉𝐷𝐷
𝑃𝑒−𝑗𝜋𝑛𝜆 (5.88) 

where 𝑃 is the average power, 𝑉𝐷𝐷 is the supply voltage, and 𝜆 is a parameter dependent on the 

shape of the switching current waveform: 

𝜆 = (𝑡𝑟 +
𝑡𝑟 + 𝑡𝑓

2
) 𝑓𝑐𝑙𝑘  (5.89) 

 As discussed in Chapter 4, in case of plesiochronous GALS partitioning, the 𝑛𝑡ℎ harmonic of 

the switching current waveform 𝑖0 of the initial synchronous system can be represented as the sum 

of the 𝑛𝑡ℎ harmonics of the switching current waveforms of the resulting LSMs. In case of 

partitioning into two LSMs, i.e. the domains D1 and D2, with switching current waveforms 𝑖1 and 𝑖2: 

𝐹𝑛{𝑖0} = 𝐹𝑛{𝑖1} + 𝐹𝑛{𝑖2} (5.90) 
 By using (5.90) and (5.88), it can now be written: 

𝐼0,𝑛
𝐼1,𝑛

=
𝐹𝑛{𝑖0}

𝐹𝑛{𝑖1}
= 1 +

𝐹𝑛{𝑖2}

𝐹𝑛{𝑖1}
= 1 +

𝑃2𝑒
−𝑗𝜋𝑛𝜆2

𝑃1𝑒
−𝑗𝜋𝑛𝜆1

= 1 +
𝑃2
𝑃1
𝑒−𝑗𝜋𝑛(𝜆2−𝜆1) (5.91) 

 Spectral power attenuation of the substrate noise at the 𝑛𝑡ℎ harmonic can now be expressed 

as: 

𝑆𝑃𝐴𝑛 = 𝑆𝑃𝐴𝑅𝑁 + 20 log(|1 + 𝑘𝑃𝑒
−𝑗𝜋𝑛(𝜆2−𝜆1)|) (5.92) 

where 𝑘𝑃 = 𝑃2/𝑃1. 

 Now, let’s assume that power was used instead of switching current harmonics when 

estimating the substrate noise ratio and the spectral power attenuation, and let’s analyze the error 

introduced by this estimation. The approximation introduced this way can be formulated as: 

𝛼𝑛 =
𝐼1
𝐼0
≈
𝑃1
𝑃0
= 𝛼𝑃 (5.93) 

while the substrate noise ratio estimated this way would be: 

|
𝑉𝑠𝑢𝑏𝑝,𝑛

𝑉𝑠𝑢𝑏0,𝑛
|
𝑃_𝑒𝑠𝑡

= max{|
1

1 +
𝑅1
𝑅2

𝑁𝑑
𝑁𝑑1

𝑃1
𝑃0
|  , |

1

1 +
𝑅2
𝑅1

𝑁𝑑
𝑁𝑑2

𝑃2
𝑃0
|} (5.94) 

which, under the assumption that the impact of the domain D1 is dominant for the observed 

harmonic, would result with the following estimation for the spectral peak attenuation: 

𝑆𝑃𝐴𝑛,𝑃_𝑒𝑠𝑡 = 𝑆𝑃𝐴𝑅𝑁 + 20 log (|
𝑃0
𝑃1
|) = 𝑆𝑃𝐴𝑅𝑁 + 20 log(|1 + 𝑘𝑃|) (5.95) 

 The error introduced by using power instead of the 𝑛𝑡ℎ switching current harmonic can 

further be calculated as: 

Δ𝑆𝑃𝐴𝑛 = 𝑆𝑃𝐴𝑛,𝑃_𝑒𝑠𝑡 − 𝑆𝑃𝐴𝑛 = 20 log(|1 + 𝑘𝑃|) − 20 log(|1 + 𝑘𝑃𝑒
−𝑗𝜋𝑛(𝜆2−𝜆1)|) (5.96) 

which can also be expressed as: 

Δ𝑆𝑃𝐴𝑛 = 𝑆𝑃𝐴𝑛,𝑃_𝑒𝑠𝑡 − 𝑆𝑃𝐴𝑛 = 20 log (|
1 + 𝑘𝑃

1 + 𝑘𝑃𝑒
−𝑗𝜋𝑛(𝜆2−𝜆1)

|) (5.97) 

As it has been shown in the previous sections of this chapter, for optimal attenuation, the 

domain D2 is much larger in area and switching current than the domain D1. In case that the average 
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power consumption of the domain D2 is much bigger than the average power consumption of the 

domain D1, i.e. that: 

𝑘𝑃 =
𝑃2
𝑃1
≫ 1 (5.98) 

the equation (5.97) reduces to: 

Δ𝑆𝑃𝐴𝑛 ≈ 20 log (|
𝑘𝑃

𝑘𝑃𝑒
−𝑗𝜋𝑛(𝜆2−𝜆1)

|) = 20 log (|
1

𝑒−𝑗𝜋𝑛(𝜆2−𝜆1)
|) = 0 (5.99) 

This means that for low order harmonics, satisfying the equation (5.87), and in case that the 

power consumption in the domain D2 is much larger than the power consumption in the domain D1, 

the error introduced by using power consumption instead of a switching current harmonic becomes 

negligible, which justifies the simplification of the methodology by using power consumption. 

 It can also be noticed that for most of the possible values of 𝜆, the error is much smaller than 

the worst-case error, which makes the simplification of the methodology applicable for moderate 

values of 𝑘𝑃 as well. The range of 𝜆 is from 0 (corresponding to an infinitesimally narrow triangle 

right after the clock edge) to 1.5 (corresponding to the case where 𝑡𝑟 = 𝑇𝑐𝑙𝑘  and 𝑡𝑓 → 0). However, 

most of the theoretically possible values of 𝜆 are little probable, and wouldn’t occur when 

representing a realistic system. The shape of the switching current waveform of a block depends on 

the distribution of the signal paths within the block. Register switching happens at the beginning of 

the period, right after the clock edge, and in the combinatorial logic, most of the paths are usually 

significantly shorter than the critical path. Thus, for most of the systems, the peak of the triangular 

waveform would be in the first half of the period. Under this assumption, the range for 𝜆 narrows 

from the upper side from 1.5 down to 1. In Fig. 5.23, the error from (5.97) has been evaluated at the 

fundamental harmonic for 𝑘𝑃 = 5, in the range of 𝜆1 and 𝜆2 between 0 and 1. As it can be seen, 

even for this rather small value of 𝑘𝑃, the difference caused by the simplification is less than 2dB for 

most of the values of 𝜆1 and 𝜆2. Only for the extreme different values of 𝜆1 and 𝜆2 (one of them 

being close to 0 while another of them is close to 1), the error is somewhat larger, with the 

maximum value being 3.39dB.  
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Figure 5.23 – The error in SPA estimation introduced by using power consumption instead of a power 

harmonic, fundamental harmonic, 𝑘𝑃 = 𝑃2/𝑃1 = 5 
  

The same graph is shown again in Fig. 5.24, this time for 𝑘𝑃 = 10. This value of 𝑘𝑃 is already 

so large, that the error is below 2dB for all of the values of 𝜆1 and 𝜆2. 

 
Figure 5.24 – The error in SPA estimation introduced by using power consumption instead of a 

switching current harmonic, fundamental harmonic, 𝑘𝑃 = 𝑃2/𝑃1 = 10 
  

The simplification of using power consumption instead of a switching current harmonic can 

easily be incorporated into the algorithm described in Section 5.5. The cost function 𝑐2 from the 

equation (5.71) then turns into: 
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𝑐3 = max{|
1

1 +
𝑅1
𝑅2

𝑁𝑑
𝑁𝑑1

𝑃1
𝑃0
| , |

1

1 +
𝑅2
𝑅1

𝑁𝑑
𝑁𝑑2

𝑃2
𝑃0
|} (5.100) 

The ground bounce constraints can also be modified by replacing 𝛼𝑛 = 𝐼1,𝑛/𝐼0,𝑛 with 𝛼𝑃 =

𝑃1/𝑃0, which, knowing that 𝛼𝑃 is a real number, results in: 

𝛼𝑃(𝑁𝑑 − 1) < 𝑁𝑑1 < 𝛼𝑃𝑁𝑑 + 1 (5.101) 
𝛼𝑃𝑁𝑑 − 1 < 𝑁𝑑1 < 𝛼𝑃(𝑁𝑑 − 1) + 1 (5.102) 

Note, however, that this approximation is valid only for lower switching current harmonics. 

Thus, while the ground bounce at low frequencies will still remain properly constrained, this doesn’t 

have to apply to the higher harmonics, which may have large impact on the total ground bounce. As 

a consequence, the ground bounce constraints (5.101) and (5.102) are less tight than the ground 

bounce constraints (5.78) and (5.79), and applying them in the optimizing algorithm would result in a 

larger increase in the ground bounce. This limits the application to the cases where the power 

delivery network is well dumped, so that the dominant part of the ground bounce spectrum is at 

lower frequencies, or to the cases where the ground bounce margin in the initial system is large, so 

that the increase in ground bounce is not critical. 

  

5.6.2. Power approximately uniformly distributed per area 

 

A further simplification can be achieved if the modules out of which the system is composed 

don’t differ much from each other in terms of power per area, i.e. if the switching activity is 

approximately uniformly distributed per area. Let’s observe a system which consists of 𝑁𝑚 modules, 

with average power consumptions 𝑃𝑚1, 𝑃𝑚2, …, 𝑃𝑚𝑁𝑚  and areas 𝐴𝑚1, 𝐴𝑚2, …, 𝐴𝑚𝑁𝑚, such that for 

each of those modules: 

𝑃𝑚1
𝐴𝑚1

≈
𝑃𝑚2
𝐴𝑚2

≈ ⋯ ≈
𝑃𝑚𝑁𝑚
𝐴𝑚𝑁𝑚

≈
𝑃0
𝐴

 (5.103) 

where 𝑃0 and 𝐴 are the total average power consumption and area of the initial system, respectively. 

 If the approximation (5.103)  is valid, it can be written that: 

𝛼𝑃𝑚𝑖 =
𝑃𝑚𝑖
𝑃0

≈
𝐴𝑚𝑖
𝐴
= 𝑎𝑚𝑖 , 𝑖 = 1, 2, … , 𝑁𝑚 (5.104) 

This, combined with the previously introduced approximation (5.93), roughly corresponds to 

the case where switching activity is uniformly distributed per area, which has been theoretically 

discussed in sections 5.2-5.4. Note that, for every feasible partitioning, the following condition is 

fulfilled: 

𝛼 ≈ 𝛼𝑃 =
𝑃1
𝑃0
≥ min{𝛼𝑃𝑚𝑖} = min {

𝑃𝑚𝑖
𝑃0
} (5.105) 

since at least one module has to be assigned to the domain D1. 

Let 𝛼𝑜𝑝𝑡 be the value of 𝛼 ≈ 𝛼𝑃 = 𝑃1/𝑃0 for which the optimum substrate noise spectral 

peak attenuation could theoretically be reached, if the system granularity was infinite. As already 

explained in sections 5.2-5.4, in case that the switching activity is uniformly distributed per area, the 
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optimum attenuation is theoretically expected for small values of 𝛼, in the range where the 

appropriate choice for 𝑁𝑑 is 𝑁𝑑1 = 1. When 𝑁𝑑1 = 1 is applied to the constraints (5.101) and 

(5.102), a following constraint for 𝛼 can be derived:

0 < 𝛼 <
1

𝑁𝑑 − 1
(5.106)

The exact value of 𝛼𝑜𝑝𝑡 depends on the substrate resistance ratio 𝑅1/𝑅2, and it has 

approximately the same value both for the case when only power domain separation is applied and 

for the case when galsification is applied as well. As seen in Section 5.5, the substrate resistance ratio 

can be approximated by a rational fitting function (5.73). Under the assumption (5.104), for any pair 

of parameters 𝑘1 and 𝑘2, the theoretical optimum 𝛼𝑜𝑝𝑡 can be approximately calculated from:

d

d𝛼

(

 
 1

1 +
𝑘1
𝛼𝑘2

𝑁𝑑𝛼 +
1

1 +
𝛼𝑘2

𝑘1

𝑁𝑑
𝑁𝑑 − 1

(1 − 𝛼)

)

 
 
= 0 (5.107)

For example, in the example chip from previous sections, in IHP 130nm SiGe:C technology 

[25] and with dimensions 0.64 𝑥 0.64 mm2, the fitting parameters are, as calculated in Section 5.5, 

𝑘1 = 0.01 and 𝑘2 = 1. In that case, equation (5.107) results in:

𝛼𝑜𝑝𝑡 =
1

100
(√
𝑁𝑑 + 100

𝑁𝑑 − 1
− 1) (5.108)

which, for example, would result in 𝛼𝑜𝑝𝑡 = 0.049 for 𝑁𝑑 = 4 and 𝛼𝑜𝑝𝑡 = 0.062 for 𝑁𝑑 = 3.

Figure 5.25 – Substrate noise ration and spectral peak attenuation, for an example system with 
uniform distribution of power per area, with the range from (5.105) marked
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Now, let’s observe the range of 𝛼 between the theoretical optimum point 𝛼 = 𝛼𝑜𝑝𝑡  and the 

point 𝛼 = 1/(𝑁𝑑 − 1), where 𝑁𝑑1 has to be changed from 1 to 2 due to the ground bounce 

constraint (5.106): 

𝛼𝑜𝑝𝑡 < 𝛼 <
1

𝑁𝑑 − 1
 (5.109) 

 In this range, the impact of the close domain D1 to the substrate noise is dominant, and the 

substrate noise ratio 𝑉𝑠𝑢𝑏𝑝/𝑉𝑠𝑢𝑏0 is a monotonically rising function. In Fig 5.25, substrate noise ratio 

𝑉𝑠𝑢𝑏𝑝/𝑉𝑠𝑢𝑏0 and spectral peak attenuation for the example from Section 5.2 are shown again, with 

this range marked. 

If, additionally, each of the modules of the system is large enough in terms of power and 

area, so that: 

(∀𝑖)(𝛼𝑃𝑚𝑖 > 𝛼𝑜𝑝𝑡) (5.110) 

no feasible partitioning resulting in 𝛼 below the range (5.109) is possible, due to (5.105). 

Consequently, taking into account the monotonicity of 𝑉𝑠𝑢𝑏𝑝/𝑉𝑠𝑢𝑏0 in the range (5.109), the 

optimum feasible partitioning for this system is reached for the smallest possible 𝛼, which is: 

𝛼 = min{𝛼𝑃𝑚𝑖} (5.111) 
 In other words, assigning only one module to the domain D1, and precisely the model with 

the lowest average power, would result in the optimum feasible partitioning for such a system. 

 

5.7. A comparison to other physical and system level substrate noise 

reduction methodologies 
 

The methodology presented in this chapter is partially a physical-level methodology (due to 

using the isolating property of lightly-doped substrates and applying a power-domain separation) 

and partially a system-level methodology (due to applying galsification to an initially synchronous 

design). Thus, in this section, it will be compared to both physical- and system- level methodologies. 

Prior to that, main limitation of the methodology will be discussed. 

 

5.7.1. Main limitations of the substrate noise reduction methodology based on power 

domain separation and galsification 

 

Similar to PB-pGp and HB-pGp, the methodology presented in this chapter also has a 

dependence on system granularity. The minimum achievable size of the power domain closer to 

victim is limited by the minimum block – if this block is too large, the optimum point as shown in 

Sections 5.2 to 5.4 cannot be reached. On the other hand, the PD closer to the victim shouldn’t be 

too small. Its minimum allowable size is limited by the size of the victim – it has to be large enough, 

so that a floorplan as shown in Fig. 5.3 is feasible, i.e. so that it can „shield“ the victim from the larger 

partition which is further away from it. 
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If higher order harmonics are targeted, i.e. if the power-based version of the methodology 

can’t be used, the dependence on the correct estimation of the switching current profile becomes a 

drawback, similar to HB-pGp. Here, it’s even more expressed, since the EDA tool would have to 

provide the estimation for two different PDN configurations. The reliability of the methodology can 

be expected to improve with the developement in EDA tools for estimating current profiles. 

However, if lower order harmonics are targeted, i.e. if the power-based version of the methodology 

can be used, the power estimations, which are already quite reliable with standard tools, are used 

instead.  

 Finally, similar to HB-pGp, the equal ground bounce approximation has been used to derive 

this methodology as well. Thus, the methodology is only applicable to systems where package 

parasitics are dominant compared to on-chip parasitics. 

 

5.7.2. Comparison to other physical-level methodologies for substrate noise reduction 

 

As it has been presented in Chapter 2, a variety of physical level methodologies can be used 

for substrate noise reduction, ranging from standard ones like using p+ guard rings, deep trench 

isolation or triple-wells, to more sophisticated and complex ones. 

More sofisticated physical-level methodologies, such as porous silicon, silicon post-

processing or using of Faraday-cage-like isolation  can provide huge substrate noise attenuations, up 

to several tens of dB. However, all of these methodologies are expensive both in terms of area usage 

and in terms of additional technology options and steps needed for them. Thus, despite 

outperforming the methodology presented in this chapter, they would not be suitable for a low-cost 

MSIC solution. 

Attenuation reported for SOI is comparable to that achievable by the methodology described 

in this chapter. However, at frequencies in the order of GHz, SOI loses its isolating property. This can 

be counteracted by using some technology enhancements, such as GPSOI, but this again means 

introducing additional non-standard technology steps, and is thus not applicable for a low-cost MSIC 

solution. Triple wells can provide even better attenuation at lower frequencies, but they area also 

not readily available in every technology. Similar to SOI, they lose their isolating property at higher 

frequencies, where they can even worsen the substrate noise coupling. Additionally, their 

performance is strongly dependent on biasing parasitics. 

The p+ guard rings, on the other hand, are readily available in every technology, they have 

relatively low area cost, and may provide comparable or even better attenuation even at higher 

frequencies. Their performance, however, is highly dependent on biasing. Bias parasitics, if too big, 

can completely remove the attenuation. On the other hand, for proper operation, a separate, quiet 

biasing is needed. Biasing a p+ guard ring with digital ground would only introduce an additional 

noise injection point closer to the victim and worsen the noise coupling. Also, biasing a p+ guard ring 

with analog ground would introduce an additional noise reception point, by which the substrate 

noise would couple directly to the victim's ground. Thus, for an optimal performance of a p+ guard 

ring, an extra pad for biasing to the quiet ground would be needed. 



 
157 

Power domain separation and galsification, on the other hand, doesn’t require an extra pad – 

it is based on redistributing the existing pads among the two power domains. Thus, it is especially 

fitting for a low-cost solution in a smal MSIC, where the number of package pins is limited, so that no 

extra pin can be reserved for the quiet ground. 

The frequency range which can be targeted by power domain separation and galsification 

depends on whether the galsification is power or harmonic based. Power based galsification targets 

lower harmonics for reduction. This frequency limitation, however, is not physical (like for SOI or 

DNW); it is defined by the clock frequency instead. For example, let’s assume a system with a 1GHz 

clock. Some physical methodologies, such as SOI and DNW, lose their noise reduction performance in 

the GHz range. So, if strong substrate noise harmonics are present in the 1GHz - 10GHz range, 

these methodologies most probably can’t provide a satisfactory substrate noise attenuation. On the 

other hand, power domain separation and power based galsification would provide a large 

attenuation in this range, because the harmonics in the range are of lower order. Additionally, if 

harmonic and area based attenuation is applied, targeting even higher harmonics at even higher 

frequencies would also be possible. 

 

5.7.3. Comparison to other system-level methodologies for substrate noise reduction 

 

As already explained in Section 2.3.2 and 4.5.3, synchronous methodologies for substrate 

noise reduction perform generally well at spectral peak attenuation of higher harmonics, but they 

offer marginal attenuation (if any) at lower harmonics. Power domain separation and galsification, on 

the other hand, can provide quite a high attenuation at low harmonics as well – in the numerical 

evaluation in Section 5.5, a spectral peak attenuation of almost 10dB was reached. 

Harmonic-balanced plesiochronous GALS partitioning, presented in Chapter 4, as well as 

power-balanced plesiochronous GALS partitioning as its special case, provide an attenuation of 

20log(𝑀), where 𝑀 is the number of LSMs. Thus, they can also deliver a superior result at lower 

order harmonics. The power and area overheads of a GALS partitioning depend on the type of clock 

domain crossing wrapper which is applied, as well as on the number of partitions and the number of 

signals crossing between the LSMs. Thus, HB-pGp and PB-pGp could be expected to have similar 

overheads to the power domain separation and galsification methodology, if the resulting GALS 

system has the same number of LSMs. 

Note that in power domain separation and galsification, the initially synchronous system is 

partitioned into two LSMs. If a single power domain was kept and PB-pGp or HB-pGp into two power 

domains was applied, the achieved attenuation would be around 6dB attenuation, which is a lower 

result for the same power and area overhead. Thus, power domain separation and galsification can 

be preferable to PB-pGp and HB-pGp, if allowable power and area overheads are small, which might 

be especially the case in small ASICs. If there’s enough room for more power and area overheads, so 

that partitioning with a larger number of LSMs is feasible, a larger attenuation can be reached by PB-

pGp and HB-pGp. 

The methodology presented in this chapter can also easily be combined with other system 

level noise methodologies. For example, it is possible to first separate the initially synchronous 
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design into two power domains which are then galsified, and further partition the larger power 

domain into several LSMs by using PB-pGp or HB-pGp. That way, an even larger attenuation could be 

achieved. The investigation of such combinated methodologies could be an interesting topic for a 

future work. 

 

5.8. Summary 
 

In this chapter, a substrate noise reduction methodology based on power domain separation 

and galsification has been presented. Unlike the methodology presented in Chapter 4, this 

methodology makes use of the isolating property of lightly-doped substrate, and is thus applicable 

only in this kind of substrates. 

The methodology achieves substrate noise reduction in two steps. The first step consists of 

splitting the initial synchronous design into two power domains – the first one smaller and closer to 

the victim, and the second one larger and further away from the victim. The supply and ground pads 

are distributed among the power domains so that the ground bounce in the smaller domain reduces 

compared to the original system, while the ground bounce in the larger domain increases. The 

floorplanning of the two power domains should be such that the smaller one effectively „shields“ the 

victim from the larger one. The achievable substrate noise reduction by power domain separation 

has been theoretically examined by using a simplified PDN model without decoupling capacitance, 

and the optimal point for the separation has been determined. The penalty of increased ground 

bounce in the larger power domain has been analyzed as well. 

In the second step, the design is galsified, so that the two power domains become the LSMs 

of the resulting GALS design. A plesiochronous GALS clocking scheme has been used. The further 

improvement of substrate noise reduction by galsification has been examined on the same model, 

and it has been shown that several additional dB of attenuation can be achieved that way. Further, 

the model has been extended by introducing the decoupling capacitance, and the impact of this 

capacitance was analyzed. It has been shown that in this, more realistical model, the attenuation 

which can be reaches becomes even larger, while the penalty of the increased ground bounce in the 

larger power domain decreases. 

Based on the theoretical analysis, an algorithm for reaching the optimal substrate noise 

reduction by power domain separation and GALS partitioning has been developed. In the most 

general version of the methodology, switching current harmonics generated by the blocks within the 

design, as well as their area, are used in order to determine this optimal partitioning. The attenuation 

is dependent, among else, on the ratio of the equivalent substrate resistances between each of the 

aggressor to the victim. An analytical function to estimate this ratio based on the area ratio between 

the LSMs has been proposed, thus enabling faster execution of the algorithm. This function needs 

two substrate resistivity extractions as fitting parameters, which can be calculated prior to starting 

the optimization procedure. The methodology has been numerically evaluated in MATLAB with the 

fundamental harmonic being targeted, resulting in an attenuation of 9.98dB. 
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Further it has been shown that in some special cases the methodology can be significantly 

simplified. If low order substrate noise harmonics are targeted for reduction, average power 

consumption of the blocks can be used in the algorithm instead of switching current harmonics. This 

makes the methodology easier to implement, because power consumption is easier to estimate than 

switching current harmonics. If the power is approximally uniformly distributed per area, and if the 

granularity of the design is coarse, the methodology can even be simplified so that the optimal 

partitioning can be determined manually, without applying the optimization algorithm. 

Finally, the methodology has been compared to the other substrate noise reduction 

methodologies, both physical-level and system-level. The methodology has similar drawbacks as the 

methodology presented in Chapter 4 - the dependence on granularity, the relying on switching 

current profile estimation and the limitation of applicability to small systems where package 

parasitics are dominant to on-chip parasitics. 

Compared to the more sophisticated and complex physical-level methodologies, such as 

porous silicon and Faraday-Cage structures, this methodology provides much less attenuation, but it 

also introduces less area overheads, and it doesn’t require any special technology enhancements. If 

switching current harmonics are used in the optimization algorithm, the methodology can be used 

for higher frequencies, unlike SOI or triple wells. Even if average power consumption is used instead 

of switching current harmonics, and the methodology becomes applicable only to low order 

harmonics, the frequency limitation is not physicaly hard, but only relative to the initial synchronous 

clock frequency. At low frequencies, the methodology can provide attenuation comparable to that 

provided by SOI. P+ type guard rings, on the other hand, can provide superior results both at high 

and low frequencies. However, the performance of guard rings is extremely dependent on the quality 

of biasing, and for optimal operation they would need to be biased to a separate quiet ground, which 

would require a separate package pin. The methodology based on power domain separation and 

galsification, on the other hand, only redistributes the existing supply and ground pins among the 

two power domains, and is thus suitable for MSICs in small packages where the number of available 

pins is limited. 

Compared to the synchronous system-level substrate noise reduction methodologies (SCS 

and CM), this methodology provides a significantly better performance at lower frequencies. 

Compared to harmonic-balanced and power-balanced plesiochronous GALS partitioning, it provides 

better attenuation for the same number of LSMs (and thus the same overheads). However, if HB-pGp 

and PB-pGp have a larger number of LSMs, they would outperform the methodology presented in 

this chapter. It is important to notice that GALS methodologies presented in Chapter 5 and Chapter 4 

are complementary, i.e. they can be combined in order to further improve the substrate noise 

reduction. 

In the next chapter, the application of a special case of the methodology described in this 

chapter on a test chip is presented as a case study, and the results of measurements on silicon are 

demonstrated. 
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6. Case study: SGE chip

In the previous chapter, harmonic-and-area-based plesiochronous GALS partitioning with 

power domain separation has been presented. The methodology has been theoretically analyzed and 

evaluated by numerical simulations in MATLAB. At low frequencies, harmonic-and-area-based 

plesiochronous GALS partitioning can be simplified by using the average power instead of switching 

current harmonics. This special case has been named power-and-area-based plesiochronous GALS 

partitioning with power domain separation. For the purpose of silicon validation of this methodology, 

a test chip named SGE (power domain Separation and Galsification Experiment) has been developed.

The SGE chip contains two completely separate cores with the identical functionality: a 

synchronous core, which is the reference design, and a GALS core resulting from galsification of the 

reference synchronous design. In this chapter, details of implementation of this test ASIC are 

presented, as well as the results of noise measurements on silicon.

In Section 6.1, the architecture of the original synchronous reference design, the GALS 

partitioning strategy and the architecture of the resulting GALS design are presented, together with 

the floorplan, layout and the packaging of the test chip. In Section 6.2, the results of noise 

measurements are presented. The noise reduction achieved by applying the methodology is 

demonstrated, and the power and area overheads of the GALS design are discussed. Finally, in 

Section 6.3, the conclusions are drawn.

6.1. Architecture of the SGE chip and GALS partitioning strategy 

applied

6.1.1 Architecture of the reference design

Figure 6.1 – Cascaded stages of the reference design – a simplified representation

The reference design consists of 6 cascaded stages, as shown in Fig. 6.1. Each stage has one 

8-stage 32/16 bit divider, and one 8-stage 32*16 bin multiplier. Each of the dividers has a 32-bit 

dividend dd32 and a 16-bit divisor ds16 as inputs, and a 32-bit quotient q32 and a 16-bit 

remainder r16 as outputs. Each of the multipliers has a 32-bit factor f32 and a 16-bit factor f16 as 

an input, and a 32-bit product p32 as an output. A shift register is used to set all the configurable 

registers, and to capture outputs of each divider and multiplier. BIST checks outputs for each stage. A 
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simplified block diagram of the first stage, st1, is shown in the Figure 6.2. Stages st2-st6 are 

similar, except that they don’t have a linear-feedback shift register (LFSR), but receive their dd32

inputs from the previous stage instead.

Figure 6.2 – A simplified block diagram of the first stage in the pipeline of the SGE chip

The reference design is synchronous. It contains only one clock domain using the CLK clock,

which is provided to the chip as an input signal. The nominal clock frequency is 50 MHz. The 

operation of the core, including the BIST operation, is enabled by a BIST_EN signal. By an output 

multiplexer, it can be selected which one of the six bist_ok signals will be forwarded to the 

BIST_OK output. This way, in case of an error, the stage in which the error occurs can be localized. 

In the GALS version, the multiplexer can additionally be used to forward the two LSM clocks to the 

BIST_OK output, thus enabling the trimming of the GALS clock frequencies. The multiplexer is 

shown in Figure 6.3.

Figure 6.3 – BIST_OK multiplexer
For configuring the core, and for capturing the results, a shift register is used. The shift 

register has a serial input SREG_IN and a serial output SREG_OUT, its read/write operation is 

enabled via the SREG_EN signal. In both core versions, the shift register is clocked by the CLK clock, 

and it is reset by the RSTN_S reset signal.

Inputs for ds16, f16, and golden registers for BIST for each of the stages, as well as the 

mux_sel signal for configuring the BIST_OK multiplexer, are set via the shift register. Shift register 

can capture the output of LFSR, the outputs of each divider (q32, r16) and the output of each 

multiplier (p32). Additionally, in the GALS version, shift register can capture the output of the 

asynchronous FIFO, and it sets the frequency of the LSM clocks.

Capturing the data via the shift register is shown in Figure 6.4. The capture counter register 

cpt_cnt is loaded from the shift register, and it starts counting when the operation is enabled via 

BIST_EN. The purpose of this counter is to determine the capture time, i.e. the number of clock 

cycle in which the data is captured. When it counts down to zero, capture enable pulse signal
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cpt_en is risen, which triggers the capturing of data to the capture register cpt_reg. When the 

shift register clock starts again, the content of the capture register cpt_reg is written into the shift 

register, and when the SREG_EN is raised, the output of the shift register is forwarded to the serial 

output. This way of capturing the output data was chosen because it can also be used for GALS, 

where the signals which need to be captured belong to a different clock domain than the shift 

register.

Figure 6.4 – Capturing the data via the capture register
A detailed architecture of the original synchronous design is presented in Fig. 6.6, at the end 

of the Subsection 6.1.2. The total number of supply/ground pad pairs assigned to the original 

synchronous design is 𝑁𝑑 = 3.

6.1.2 GALS partitioning goal, the applied partitioning methodology and the architecture 

of the resulting GALS design

The goal of the partitioning is to optimally reduce substrate noise at lower frequenices, i.e. at 

lower clock harmonics. Thus, the power and area based plesiochronous GALS partition methodology 

can be used, provided that the power in the domain which is further from the victim is sufficiently 

larger than the power of the domain which is closer to the victim.

Prior to determining the optimum partitioning, the supply/ground pad pairs have to be 

properly distributed among the two newly created power domains. According to the discussion in 

Chapter 5, the optimum attenuation is achieved when only one supply/ground pad pair is assigned to 

the power domain closer to the victim. Since the original synchronous system has 𝑁𝑑 = 3

supply/ground pad pairs, this means that 𝑁𝑑1 = 1 pad pair gets assigned to the power domain closer 

to the victim, while 𝑁𝑑2 = 2 pad pairs get assigned to the power domain further away from the 

victim.

As the next step in applying the methodology, the modules of the initial system which 

shouldn’t be split during partitioning have to be identified. It is important to keep the power and 

area overheads as small as possible. Thus, the interfaces between the modules should have as few 

signals as possible. Also, in order to enable the testability of each of the partitions, regardless of the 

modules assigned to it, each of the modules should be testable. Pipeline stages st1-st6 satisfy both 

of these conditions; thus, they have been identified as the modules of the system to be used by the 

partitioning methodology.
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Table 6-I – Power/Area ratios for each of the modules (pipeline stages) in the SGE chip. 𝑷𝒔𝒘 – 
switching power; 𝑷𝑻 – total power; 𝑨 – area 

Module 𝑷𝒔𝒘(𝐦𝐖) 𝑷𝑻(𝐦𝐖) 𝜶𝑷𝒔𝒘 𝜶𝑷𝑻 𝑨(𝝁𝒎𝟐) 
𝑷𝒔𝒘/𝑨 

(𝒎𝑾/𝝁𝒎𝟐) 
𝑷𝑻/𝑨 

(𝒎𝑾/𝝁𝒎𝟐) 
ST1 1.45 × 10−3 4.14 × 10−3 0.179 0.179 152171 9529 27206 
ST2 1.48 × 10−3 4.05 × 10−3 0.183 0.175 139391 10618 29055 
ST3 1.25 × 10−3 3.61 × 10−3 0.154 0.156 137787 9072 26200 
ST4 1.3 × 10−3 3.7 × 10−3 0.160 0.160 139319 9331 26558 
ST5 1.38 × 10−3 3.94 × 10−3 0.170 0.171 139196 9914 28305 
ST6 1.24 × 10−3 3.66 × 10−3 0.153 0.158 138837 8931 26362 

 

The power (switching and total), area and power to area ratio are shown in Table 6-I for each 

of the stages st1-st6, i.e. for each of the modules of the initial system. For power estimation, dynamic 

vector based PrimeTime power analysis on the first available netlist of the synchronous design was 

used, while for area estimation, the cell area reported in synthesis was used. 

As it can be seen from the table, all of the modules have relatively similar power to area 

ratios, deviating only up to 11% from the medium value. Thus, it can be considered that power is 

approximately uniformly distributed per area on module level. Additionally, 𝛼𝑃𝑚 = 𝑃𝑚𝑜𝑑𝑢𝑙𝑒_𝑚/𝑃𝑡𝑜𝑡𝑎𝑙  

parameters are in the range 0.153 − 0.183, which should be substantially above the 𝛼𝑜𝑝𝑡 value. 

Thanks to this, the simplification from Section 5.6.2 can be applied: The optimum partitioning is 

reached if only the module with the lowest power is assigned to the closer partition, while the 

remaining modules are assigned to the partition which is further away from the victim. As it can be 

seen from the table, the lowest values of power are obtained for the modules st3 and st6. 

However, for st3 two synchronization FIFOs would be needed (towards st2 and towards st4), 

while for st6 only one is enough (towards st5). Since the difference in power between st3 and 

st6 is very small, and the overheads for st3 would be significantly larger, st6 was selected to be 

assigned to the closer partition. 

A simplified representation of the resulting GALS design is shown in Fig. 6.5. The GALS design 

has two locally synchronous modules (LSMs), which are placed in two power domains, P1 and P2. 

Each of the modules has its own clock, which is provided by a corresponding ring oscillator. 

Synchronization is done by asynchronous FIFO with Johnson code. The FIFO is placed in the larger 

power domain (P2). Besides these two clock domains, there’s also a third one, containing only the 

shift register and using the clock from the CLK pad. This third clock domain, however, is not active 

during normal core operation. 

When the asynchronous FIFO is full, a fulln signal is set to “0”, blocking the data flow in 

the clk2 clock domain. This has been achieved by adding a ready signal to each flip-flop (FF). 

When this ready signal is “1”, the FF operates normally – the value from the input is written to it 

at a rising clock edge. When the ready signal is “0”, instead of taking a new value from the input, the 

current state gets rewritten in the FF. In the clk2 clock domain, the fulln signal is used as the 

ready signal. This way, when the fulln signal is set to “0”, all of the registers of the clock domain 

clk2 keep the same state. This lasts until a data set is read from the FIFO, leaving the space for 

writing a new data set. Then, the fulln signal is set back to “1”, and the registers in the clk2 

domain resume their normal operation. 
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In an analogous way, when the asynchronous FIFO is empty, an emptyn signal is set to “0”, 

blocking the data flow in the clk1 domain, i.e. causing the registers of this clock domain to keep 

their state. This lasts until a data set is written in the FIFO. Then, the emptyn signal is set back to 

“1”, and the registers in the clk1 domain resume their normal operation.

Figure 6.5 – A simplified representation of SGE chip partitioning
A detailed architecture of the resulting GALS design is shown in Fig. 6.7.
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Figure 6.6 – The architecture of the original synchronous design
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Figure 6.7 – The architecture of the resulting GALS design
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6.1.3 Floorplan, layout and packaging of the test chip

The original synchronous core described in Section 6.1.1 and the GALS core with power 

domain separation described in Section 6.1.2 have been integrated on the same chip. In order to 

minimize the interaction of the cores, a wide NWell guard stripe is placed between them. The NWell 

guard stripe is biased via the pads NW_BIAS and NW_BIAS_G. The higher the biasing voltage 

applied to these pads, the better the isolation.

The layout of the chip is shown in the Figure 6.6, with the synchronous core on the left, the 

GALS core on the right, and NWell guard stripe in the middle. The total area of the chip is 

approximately 8 mm2 (4 x 2 mm²).

Figure 6.8 – SGE chip layout
Each half of the chip has a ptap substrate contact for probing the substrate voltage, which is 

connected to two sensing (probe) pads. Also, two pads for probing core supply voltage, and two pads 

for probing core ground voltage are provided per each core. In the GALS core, one of the supply 

voltage probe pads is connected to the supply ring of P1 power domain, while the other is connected 

to the supply ring of P2 power domain; the same applies for ground probe pads. The ptap contact is 

acting as the victim of substrate noise coupling. Thus, the floorplanning of the GALS core is done so 

that the domain P1 is closer to the ptap and “shields” it from the larger P2 domain.

In the synchronous half of the chip, there’s one pad with high switching activity – it’s the CLK

pad, through which the core is clocked. Since ring oscillators are used for clocking the GALS core, 

there aren’t any pads with high switching activity in the GALS half of the chip. If the noise from the 
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pads would significantly propagate to the victim, it might lead to an unfair comparison in favour of 

GALS design version. Thus, it’s important to keep the pad ring as far as possible from the sensing ptap 

victim. In order to achieve that, the pads have been put to the core sides opposite of the corner in 

which the ptap is placed. This way, the noise which might propagate from the pads is “shielded” by 

the substrate biasing in the core. Note, however, that this floorplanning decision also has a 

drawback: the P1 power domain has to be biased with long power and ground lines. Consequently, 

the on-chip parasitic PDN impedance in power domain P1 is increased, which might negatively 

impact the effectiveness of the noise reduction methodology. 

The chip has been packaged in a QFN64 package, with dimensions 9x9mm2, as shown in 

Fig. 6.9. In order for the methodology to be applicable, there must be no conductive backplate 

connected to the die. Thus, the die has been isolated on the backside during packaging. 

 
Figure 6.9 – Samples of the SGE chip 

  

 

6.2. Testing and measurement results 
 

Since noise measurements make sense only on package level, only package level tests have 

been performed. In order to functionally test the SGE chip and to be able to measure the noise, an 

adapter board has been developed, as shown in Fig. 6.10. The board is mounted on the baseboard of 

the Advantest V93000 testing system, which provides signal stimuli and performs the functional 

testing. For noise measurements via the spectrum analyzer, SMA connectors are provided on the 

board. During the testing and measurements, the chip is set in a socket. 
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Figure 6.10 – The adapter board used for package level functional testing and noise measurements 

  

During the measurements on one half of the chip, another half has been kept inactive, with 

supply and all the input signals connected to ground. The NWell isolation stripe has been biased to 

3.3V in order to further reduce the interaction between the two halves of the chip. 

 All of the noise measurements have been performed using the same resolution bandwidth, 

𝑅𝐵𝑊 = 10kHz. 

In Fig. 6.11, the measured substrate noise spectra in synchronous and GALS case are shown. 

As it can be seen, each of the harmonic peaks from the substrate noise spectra of the synchronous 

core is replaced by a pair of lower spectral peaks in the GALS core. That way, spectral peak 

attenuation has been achieved. 

 
Figure 6.11 – Substrate noise spectra (left – synchronous core; right – GALS core) 

 

The first two harmonics, as the highest spectral peaks, are shown more precisely in Fig. 6.12. 

and Fig. 6.13, for the synchronous core and the GALS core, respectively. 
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Figure 6.12 – Substrate noise spectra for the synchronous core – the first two harmonics 

 

 
Figure 6.13 – Substrate noise spectra for the GALS core – the first two harmonics 

  

The highest harmonic peak in the synchronous system is the second harmonic peak, at about 

100MHz and with an amplitude of −35.25dBm. In the GALS system, this peak has been 

transformed into two approximately equal harmonic peaks, corresponding to the impacts of the two 

domains P1 and P2. In other words, the impacts of the two domains to the substrate noise are well-

ballanced, and consequently a substantial attenuation, somewhat larger than 6.5dB, has been 

achieved at this peak. 
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On the other hand, the first harmonic peak in the synchronous system, at about 50MHz, also 

turns into two harmonic peaks in the GALS system, but one of these two is much higher than the 

other one. In other words, the impacts of the two domains are not balanced in the GALS system. 

Thus, the first harmonic peak of the substrate noise remains approximately the same in the 

synchronous and in the GALS system, becoming the highest peak in the GALS system with an 

amplitude of −41.28dBm. 

Consequently, the difference between the largest substrate noise harmonic peak in the 

synchronous core and the largest substrate noise harmonic peak in the GALS core is 6.03dB. Thus, it 

has been confirmed that by applying the methodology, substrate noise reduction can be achieved. 

The ground bounce spectra in the synchronous and GALS cores have been measured as well. 

The comparison between the ground bounce spectrum in the synchronous system and the ground 

bounce spectrum in the partition P1 is shown in Fig. 6.14, while the comparison between the ground 

bounce spectrum in the synchronous system and the ground bounce spectrum in the partition P2 is 

shown in Fig. 6.15. 

 
Figure 6.14 – The comparison of ground bounce spectrum in the synchronous system (left) and the P1 

partition of the GALS system (right) 
 

 
Figure 6.15 – The comparison of ground bounce spectrum in the synchronous system (left) and the P2 

partition of the GALS system (right) 
  

As it can be seen in Fig. 6.14, the ground bounce in the partition P1 is significantly lower than 

in the synchronous system. The highest ground bounce peak in both cases is the second one, with an 

amplitude of −18.52dBm in the synchronous system, and −24.16dBm in the GALS system. 

 On the other hand, as shown in Fig. 6.15, the ground bounce in the partition P2 increases 

compared to the initial system. Here, the first harmonic peak becomes the highest one, with an 
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amplitude of −16.80dBm , which is 1.72dBm higher than the highest (i.e. the second) ground 

bounce peak in the synchronous systems. However, this increase is not large enough to impact the 

operation of the logic gates in the partition P2, and thus it is acceptable. 

 The first harmonic peak in the domain P2 increased for more than 8dB compared to the 

same peak in the synchronous domain. This large increase is an explanation for the absence of the 

spectral peak attenuation of the first harmonic of the substrate noise. Due to this huge increase, the 

impact of the domain P2 at this harmonic remains almost as strong as the impact of the original 

synchronous system, despite the higher substrate resistivity on the path to the victim. 

 Besides the cost in increasing the ground bounce of the P2 partition, the power and area 

overheads should be taken into account as well. These are presented in Table 6-II. 

Table 6-II – Power and area overheads of the GALS design compared to the original synchronous 
design 

Parameter Synchronous GALS Overhead 

Core area (post synthesis estimation) 0.997mm² 1.175mm² 17.9% 

Estimated 
average 
power 

From dynamic vector-based estimation 
on the post layout netlist 
in Synopsys PrimeTime 

27.1mW 29.7mW 9.6% 

From dynamic vector-based estimation 
on the post layout netlist 
in Cadence Voltus 

23.67mW 25.28mW 6.8% 

Measured 
operating 
current 

𝒇𝑹𝑶𝟏 = 𝟓𝟐. 𝟖𝐌𝐇𝐳 = 𝟏. 𝟎𝟓𝟔𝒇𝒔𝒚𝒏𝒄 

𝒇𝑹𝑶𝟐 = 𝟓𝟏. 𝟔𝟓𝐌𝐇𝐳 = 𝟏. 𝟎𝟑𝟑𝒇𝒔𝒚𝒏𝒄 
22.048mA 25.524mA 15.8% 

𝒇𝑹𝑶𝟏 = 𝟒𝟗. 𝟒𝐌𝐇𝐳 = 𝟎. 𝟗𝟖𝟖𝒇𝒔𝒚𝒏𝒄 

𝒇𝑹𝑶𝟐 = 𝟒𝟖. 𝟕𝟐𝐌𝐇𝐳 = 𝟎. 𝟗𝟕𝟒𝒇𝒔𝒚𝒏𝒄 
21.484mA 23.132mA 7.7% 

 

 As it can be seen in Table 6-II, the galsification has created a quite large area overhead of 

17.9%. The reason is the GALS interface with the asynchronous FIFO and ready signals for blocking 

the data flow in case of a full or empty FIFO. Adding the ready signals to the FFs means that some 

additional gates are added in the feedback loop for each of the flip-flops (FFs) of the original design. 

Since there are many FFs in the system, this makes the most of the area overhead. 

A more detailed look into the area data from the post synthesis estimation confirms this 

observation. The area of the asynchronous FIFO itself is 0,0143mm², the area of each of the two 

ring oscillators is 0.0026mm², while the shift registers for setting the ring oscillators and reading the 

FIFO output, as well as the capture registers at the FIFO output, together make additional 

0.0136mm² of area. Thus, the asynchronous FIFO, the ring oscillators and the related circuitry for 

configuration and testing together comprise only about 3.3% area overhead. Most of the remaining 

14.6% area overhead is due to the additional gates needed for introducing the ready signals to the 

FFs. 

If pausible clocking [160] was used instead of the asynchronous FIFO interface with ready 

signals, the additional gates around the FFs wouldn’t be needed. In that case, the area overhead 

would mainly consist of the ring oscillators, the asynchronous FIFO and the related setup and test 

circuitry, and it would be much smaller. 
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 Estimated average power overhead, on the other hand, is moderate. Depending on the 

software tool used for the dynamic vector-based estimation, the power overhead estimation was 

6.8% - 9.6%. 

Similarly to the area overheads, a more detailed look in the dynamic vector-based estimation 

on the post-layout netlist in Synopsys PrimeTime reveals that a large part of the power overheads 

could have been avoided if a more efficient GALS interface was used instead. The total power 

consumed by the asynchronous FIFO is 0.515mW, the total power of the two ring oscillators is 

0.532mW, while the shift registers for setting the ring oscillators and reading the FIFO output, as 

well as the capture registers at the FIFO output, together consume very little power in normal 

operating mode – only 0.067mW. In total, the asynchronous FIFO, the ring oscillators and the 

related circuitry for configuration and testing comprise together only about 4.2% power overhead. 

The remaining 5.4% power overhead is mainly due to the additional gates needed for introducing 

the ready signals to the FFs. 

Once more, if a more efficient GALS interface such as pausible clocking [160] was used 

instead, a significantly smaller power overheads would be achieved. Note that the power overheads 

also contribute to the ground bounce, and consequently also to the substrate noise. Thus, using a 

more efficient GALS interface could further improve the noise reduction results as well. 

 Finally, the data for the measured operating current has been provided. It is known [202] 

that the switching power is linearly proportional to the clock frequency. On the other hand, the 

average power is linearly proportional to the average operating current. Thus, for the GALS system, 

the average operating current depends on the average frequency of the ring oscillators, used for 

clocking the two LSMs of the GALS system. The frequency of the ring oscillators is process 

dependent. In Table 6-II, two examples have been shown – a GALS system with ring oscillator 

frequencies 5.6% and 3.3% higher than the synchronous clock frequency, and a GALS system with 

ring oscillator frequencies 1.2% and 2.6% lower than the synchronous clock frequency. For a faster 

GALS system, operating current overhead is 15.8%, while for the slower GALS system, the operating 

current overhead is 7.7%. 

For a system with constant supply voltage as this one, the average operating current is 

proportional to the average power, which makes the operating current overhead basically the same 

as power overhead. As already mentioned in the overview of the estimated power overhead above, 

using a more efficient GALS interface such as pausible clocking [160] would reduce this overhead. 

 

6.3. Summary 
 

In this chapter, a test chip SGE, demonstrating the power-and-area-based plesiochronous 

GALS partitioning methodology for substrate noise reduction, has been presented. The chip contains 

two cores – a reference synchronous design and a GALS design derived from the reference design.  

The architecture of the original synchronous design has been presented, and the modules to 

be taken into account for partitioning have been identified. Since the modules have similar power to 

area ratios, a simplified version of the methodology could be applied – the module with the lowest 
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power has been assigned to the partition closer to the victim, i.e. to the point where the substrate 

noise is measured. After determining the GALS partitioning, a GALS interface has been added. An 

asynchronous FIFO with Johnson counter has been used. Also, two ring oscillators have been added 

as the clock generators for the LSMs of the new GALS system. The chip has been fabricated, 

packaged in a QFN64 package, and tested functionally on an Advantest V93000 testing system. 

Finally, substrate noise spectra and ground bounce spectra have been measured by a 

spectrum analyzer. Substrate noise attenuation has been demonstrated. Each of the substrate noise 

harmonic peaks in the synchronous design has been transformed into two lower harmonics peaks in 

the GALS design. The highest substrate noise harmonic peak of the GALS design is 6.03dB lower than 

the highest harmonic peak of the synchronous design. 

The price to be paid is a slight increase in the ground bounce in the larger GALS domain P2. 

The highest ground bounce harmonic peak of the P2 domain of the GALS design is 1.72dB higher 

than the highest ground bounce harmonic peak of the original synchronous design. This increase, 

however, is acceptable, since it doesn’t impact the operation of the core. 

Finally, the power and area overheads have been analyzed. A significant area overhead of 

17.9% has been estimated. The estimated power overhead is 6.8% − 9.6%, depending on the tool 

used for dynamic power analysis. The measured operating current overhead (proportional to the 

average power overhead) is 7.7% − 15.8%, and it depends strongly on the frequency of the ring 

oscillators in the GALS system. The GALS interface used in this design is not very efficient in terms of 

power and area, since it requires additional logic for stopping the data flow at each of the FFs. Using 

a more efficient GALS interface, such as pausible clocking [160], would have reduced these 

overheads significantly, and would have further improved the noise reduction achieved. 
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7. Conclusion 
 

In this thesis, a new approach for substrate noise reduction in MSICs is explored. An initially 

synchronous digital design is converted into a GALS design, thus naturally spreading the switching 

activity and reducing the switching noise. GALS-based noise reduction methodologies had already 

been used for reducing other forms of simultaneous switching noise. However, to the best of the 

author's knowledge, no GALS-based methodology targeting specifically substrate noise reduction had 

been developed prior to this work. 

As an auxilliary task of this work, a coarse, high abstraction level model for substrate noise 

propagation in lightly doped substrates has been developed. The focus has been on lightly-doped 

substrates, because this substrate type is mostly used for MSICs. The purpose of this model is to 

enable the theoretical analysis of the impact of system level configurations to the substrate noise. By 

using this model, two new GALS-based substrate noise reduction methodologies have been 

developed: harmonic-balanced plesiochronous GALS partitioning (HB-pGp) and harmonic-and-area-

based plesiochronous GALS partitioning with power domain separation (HAB-PDS&G). While HB-pGp 

is a purely system-level methodology, and is applicable independent on the substrate type, HAB-PDS 

is partially also a physical-level methodology, because it makes use of the isolating property of lightly 

doped substrates (and is thus specific only for such kind of substrates). 

A theoretical analysis has shown that HB-pGp can reach substrate noise attenuation of up to 

20log(𝑀), where 𝑀 is the number of LSMs of the resulting GALS system. On the other hand, the 

attenuation achievable by HAB-PDS depends on the distribution of switching current harmonics and 

area among the partitions, as well as from the substrate itself. For each of the two methodologies, a 

suitable partitioning procedure for a practical application has been developed; these partitionig 

procedures have been numerically evaluated in MATLAB. HB has further been embedded within the 

EMIAS CAD tool, where it has been evaluated on a real design example – a wireless sensor node. A 

special case of HAB-PDS&G for low frequencies has been applied for developing a test chip called 

SGE. The measurements on silicon have proved the applicability of the methodology. 

Both methodologies presented in this thesis have similar limitations. The effectiveness of 

both methodologies is dependent on granularity of the system, which can limit the achievable 

attenuation. Also, they both rely on switching current profile estimation, and are thus dependent on 

the EDA software delivering such estimation. This, however, can be avoided in special case when 

attenuation lower order harmonics is targeted. Finally, both methodologies assume the applicability 

of equal ground bounce approximation, which means that their usage is limited to small ASICs where 

package parasitics are dominant to on-chip parasitics. 

On the other hand, both HB-pGp and HAB-PDS&G have some significant advantages to the 

existing methodologies. 

At lower frequencies, HP-pGp outperfroms synchronous system-level methodologies (SCS 

and CM). The attenuation it provides is independent on the slack and the switching current profile of 

the initial system, which is an advantage compared to SCS. Unlike for CM, the upper harmonic order 

limit set by overlapping can be avoided, and the in-band spectral power attenuation is provided. An 

additional advantage compared to both SCS and CM is that HB-pGp has the possibility to specifically 
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target one or more deliberate frequency bands. Compared to PB-pGp, which had already been used 

for reducing switching current harmonic peaks at lower frequencies, HB-pGp is more difficult to 

implement, but it can target harmonics of higher order, and it can also specifically target harmonics 

within one or more frequency bands; so, it is more general and it covers more use cases. PB-pGp can 

actually be viewed as a special case of HB-pGp if the harmonics of lower order are targeted for 

reduction. 

HAB-PDS&G doesn't require any sophisticated technology enhancements. Unlike SOI and 

triple-wells, it can also be used for higher frequencies. Moreover, even for its lower-frequency 

version, PAB-PDS&G, the frequency limitation is not physicaly hard, but only relative to the initial 

synchronous clock frequency. Also, unlike p+ guard rings, it doesn't require any additional biasing 

pads for optimal performance, which makes it suitable for application for MSICs in small packages, 

where the number of pins is limited. It can deliver a significantly larger attenuation at lower 

frequencies compared to synchronous system-level methodologies (SCS and CM). It provides a larger 

attenuation compared to HB-pGp and PB-pGp with the same number of LSMs (𝑀 = 2), but HB-pGp 

and PB-pGp outperform it when the partitioning into a larger number of LSMs is done. It is also 

important to notice that the two methodologies presented in this thesis are complementary, which 

means that they can be combined in order to further improve the substrate noise reduction. 

The author hopes that this work will lead to further research, improvement and finally wider 

acceptance of GALS-based methodologies for substrate noise reduction. 
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