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A B S T R A C T

This thesis is an attempt to assess some of the effects that electroqua-
sistatic body forces exert on turbulent internally forced convective
flows. In order to do that, a stochastic turbulence model is employed,
namely, the One-Dimensional Turbulence (ODT) model.

The reduced dimensionality of ODT demands a reduction of the
Navier-Stokes equations (and in this case, also the Maxwell equations),
into a 1-D system. This is done by performing an asymptotic analysis
in terms of the nondimensional numbers of the flow. Also, a valida-
tion step due to the relative novel character of the cylindrical ODT
formulation is done for an incompressible and constant properties
flow regime and a variable density flow regime. The validation is
presented for both the temporal (T-ODT) and a novel spatial (S-ODT)
formulation in both planar and cylindrical geometries. Results in the
constant property case show that wall normal (and radial) profiles, in
both the T-ODT and S-ODT formulations, show good agreement with
each other and to the data of Direct Numerical Simulations (DNSs).
For the evaluated variable density heated pipe flow, gradients at the
wall can be better reproduced with S-ODT.

After validating the model, ODT is applied first into a planar con-
figuration which emulates the flow in a wire-plate Electrostatic Pre-
cipitator (ESP). For this flow, the additional input energy due to the
electroquasistatic body force has an effect on the modification of the
bulk velocity, and subsequently, the skin friction coefficient. Some
qualitative DNS trends are confirmed with ODT, such as the local-
ized increase of the Reynolds stress, as a consequence of increased
eddy activity close to the discharge electrodes. Next, the results of
ODT simulations in a cylindrical wire-tube ESP are presented. Here,
ODT results are compared to experimental results. ODT results for
global integral quantities such as the streamwise pressure gradient
and the Nusselt number enhancement ratio are able to match in a
reasonable way the experimental results. The competing relevance
between the EHD contribution to turbulence by momentum, and by
affecting the temperature and density due to the Joule heating effect
is also analyzed, showing the leading order relevance of the former
one. Specifically for the Nusselt number results, the sensitivity of the
EHD flow to transition effects is shown to be very significant.

This thesis may open the door to a vast new field of phenomena
which can not only serve for the further validation of the ODT model
against DNSs or experiments, but also for the real use of ODT in
applications which are so far inaccessible for traditional DNSs.
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Z U S A M M E N FA S S U N G

Ziel dieser Dissertation ist die Untersuchung der Effekte von elek-
troquasistatischen Volumenkräften auf turbulente druckgetriebene
Strömungen. Dazu wurde das stochastisch Eindimensionale Turbu-
lenzmodell (ODT) angewendet.

Als ein Modell niedriger Ordnung benötigt ODT eine Reduktion der
Navier-Stokes-Gleichungen (sowie der Maxwell-Gleichungen hier) zu
einem 1-D System. Diese Reduktion erfolgte mittels einer asymptoti-
schen Analyse, welche die Strömung als Funktion von Leading-Order-
Effekten entdimensionalisierter Kennzahlen beschreibt. Zusätzlich
erfolgte in der Dissertation ein Validierungsschritt aufgrund der kürz-
lich veröffentlichten Zylinderformulierung für ODT. Zur Validierung
wurden inkompressible Strömungen konstanter Fluideigenschaften,
sowie Strömungen variabler Dichte betrachtet. Die Validierung stellt
Ergebnisse von zeitlich (T-ODT) und räumlich (S-ODT) entiwckelnde
ODT-Simulationen für planare und zylindrische Koordinatensysteme
vor. Die Ergebnisse zeigen, dass wand-normale (oder radiale) Profile,
sowohl in T-ODT und S-ODT, eine gute Übereinstimmung miteinander
und mit Daten von Direkten Numerische Simulationen (DNS) aufzei-
gen. Im Fall der aufgeheizten Rohrströmungen variabler Dichte lassen
sich die Gradienten an der Wand mittels S-ODT besser reproduzieren.

Nach der Validierung des Modells wurde ODT erstmals auf eine
planare Konfiguration, welche die Strömung einer Plattenelektroab-
scheider simuliert, angewendet. Der zusätzliche Energiebeitrag, der
von der elektroquasistatischen Volumenkraft geliefert wird, hat einen
Effekt auf die Bulk-Geschwindigkeit, sowie auf den Reibungsbei-
wert. Einige Trends der DNS lassen sich mit ODT bestätigen, z.B.
der lokalisierte Anstieg der Reynolds’schen Schubspannungen, der
aufgrund der erhöhten Wahrscheinlichkeit der Erzeugung turbulen-
ter Wirbel in der Nähe der Sprühelektrode verursacht wird. Im An-
schluss werden ODT-Ergebnisse eines zylindrischen Rohrelektroab-
scheiders vorgestellt. Diese sind in Form von integralen Größen gegen
experimentellen Messungen vergliechen, z.B., der Druckgradient in
Strömungsrichtung, sowie das Erhöhungsverhältnis der Nusseltzahl.
Die von ODT generierten integralen Größen stimmen gut mit expe-
rimentellen Messwerten überein. Die Wichtigkeit des EHD-Beitrags
zur Turbulenz mittels Impulstransport, sowie dessen Einfluss auf die
Temperatur und Dichte gemäß des ersten Jouleschen Gesetzes wur-
de ebenfalls mit ODT untersucht. Die Ergebnisse zeigen den Effekt
führender Ordnung des EHD-Beitrags auf die Turbulenz. Eine große
Sensitivität der Nusseltzahl-Ergebnisse bzgl. der Transitionseffekten
in EHD-Strömungen konnte parallel nachgewiesen werden.
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Dank dieser Arbeit lassen sich neue Phänomene mittels numerischer
Simulationen untersuchen. Dies dient zur weiteren Validierung des
ODT-Modells anhand DNS und Experimenten. Außerdem erlaubt die
Dissertation zukünftige Anwendungen von ODT auf Phänomene und
Strömungen, die bisher unzugänglich für DNS sind.

ix





P U B L I C AT I O N S

publications of the author which have been adapted to

be part of this thesis

Some concepts and figures from this work have been previously pre-
sented and discussed in the following publications:

Journal articles:

J. A. Medina Méndez, H. Schmidt, D. Lignell, Application of the One-
Dimensional Turbulence model to incompressible channel and pipe
flow. Article submitted to Z. Angew. Math. Mech., 2019.
URL: https://ignite.byu.edu/public/Medina_2019.pdf

J. A. Medina Méndez, M. Klein, H. Schmidt (2019), One-Dimensional
Turbulence investigation of variable density effects due to heat transfer
in a low Mach number internal air flow, Int. J. Heat Fluid Flow, 80,
108481.
DOI: https://doi.org/10.1016/j.ijheatfluidflow.2019.108481

J. A. Medina Méndez, H. Schmidt, F. Mauß, Z. Jozefik (2018), Constant
volume n-Heptane autoignition using One-Dimensional Turbulence,
Combust. Flame, 190, 388–401.
DOI: https://doi.org/10.1016/j.combustflame.2017.12.015

Conference proceedings:

J. A. Medina Méndez, H. Schmidt, U. Riebel, Towards a One- Dimen-
sional Turbulence Approach for Electrohydrodynamic Flows, Proc.
11th Int. Symp. Turb. Shear Flow Phen. (TSFP11), July 30 - August 2

(2019), Southampton, UK.
URL: http://www.tsfp-conference.org/proceedings/2019/265.pdf

J. A. Medina Méndez, H. Schmidt, One-Dimensional Turbulence in-
vestigation of incompressible and low Mach number variable density
pipe-flow, Proc. Appl. Math. Mech. 18(e201800090), March 19 - 23

(2018), Munich, Germany.
DOI: https://doi.org/10.1002/pamm.201800090

J. A. Medina Méndez, H. Schmidt, Application of ODT to constant
volume autoignition problems, Proc. Appl. Math. Mech. 17(1), 643-644,
March 6 - 10 (2017), Weimar, Germany.
DOI: https://doi.org/10.1002/pamm.201710291

xi

https://ignite.byu.edu/public/Medina_2019.pdf
https://doi.org/10.1016/j.ijheatfluidflow.2019.108481
https://doi.org/10.1016/j.combustflame.2017.12.015
http://www.tsfp-conference.org/proceedings/2019/265.pdf
https://doi.org/10.1002/pamm.201800090
https://doi.org/10.1002/pamm.201710291


other publications of the author

The following is a second list of publications in which the author
participated either as lead or co-author. Although these publications
were carried out in a similar time frame to the one of the realization
of this thesis, and may possibly be cited in this work, they may not
necessarily be related to the main topics discussed here.

Journal articles:

Rakhi, M. Klein, J. A. Medina Méndez, H. Schmidt (2019), One-
Dimensional Turbulence modeling of incompressible developing tur-
bulent boundary layers with comparison to DNS, J. Turbul., 20(8),
506-543.
DOI: https://doi.org/10.1080/14685248.2019.1674859

T. Starick, J. A. Medina Méndez, H. Schmidt (2019), One-Dimensional
Turbulence Simulations for Reactive Flows in Open and Closed Sys-
tems, Tech. Mech., 39(1), 162-174.
DOI: https://doi.org/10.24352/UB.OVGU-2019-015

C. Glawe, J. A. Medina Méndez, H. Schmidt (2018), IMEX based Multi-
Scale Time Advancement in ODTLES, Z. Angew. Math. Mech. 98,
1907-1923.
DOI: https://doi.org/10.1002/zamm.201800098

D. Lignell, V. Lansinger, J. A. Medina Méndez, M. Klein, A. Kerstein,
H. Schmidt, M. Fistler, M. Oevermann (2018), One-dimensional turbu-
lence modeling for cylindrical and spherical flows: model formulation
and application, Theor. Comput. Fluid Dyn., 32(4), 495-520.
DOI: https://doi.org/10.1007/s00162-018-0465-1

Conference proceedings:

J. A. Medina Méndez, C. Glawe, T. Starick, M. S. Schöps, H. Schmidt,
IMEX-ODTLES: A multi-scale and stochastic approach for highly
turbulent flows, Proc. Appl. Math. Mech. 19(e201900433), February 18

- 22 (2019), Vienna, Austria.
DOI: https://doi.org/10.1002/pamm.201900433

xii

https://doi.org/10.1080/14685248.2019.1674859
https://doi.org/10.24352/UB.OVGU-2019-015
https://doi.org/10.1002/zamm.201800098
https://doi.org/10.1007/s00162-018-0465-1
https://doi.org/10.1002/pamm.201900433


A C K N O W L E D G M E N T S

This thesis is the culmination of a research journey which could not have
been possible without the contributions and support of many people. It is
probably not possible to cite everybody in these lines, who, in one way or
another, made a direct or indirect contribution to this thesis. For everyone,
mentioned or not along these lines, my sincere words of appreciation.

It is impossible for me not to mention here, in the first place, the most
direct contributor to this thesis, Prof. Heiko Schmidt. Prof. Schmidt not
only entrusted me with absolute freedom to perform my research, but he
also had total confidence, from the very beginning, in the fact that I would
succeed in the process of delivering this thesis. Considering that I was an
outsider in the field when I joined as part of the research staff at the chair, I
am very grateful for the confidence, the opportunity, and the technical and
professional guidance that he offered me.

In a similar level of importance, I reckon the unvaluable contributions
to this thesis done by Dr. Alan Kerstein and Prof. David Lignell. I had
the opportunity to have very interesting and fruitful discussions with Prof.
Lignell regarding the ODT model. Prof. Lignell is also the creator of the base
C++ code which was used to develop this thesis. Although I have not had
the chance to meet Dr. Kerstein in person so far, I do thank him for all the
time and valuable quality reviews he has done for several texts and articles
which are now part of this thesis. Similarly, I would like to thank Prof. Julius
Reiß for the time and effort he took to voluntarily be part of the review body
of this thesis.

It would also be a grave mistake not to recognize the guidance and
contributions to this thesis and to other published articles done by the
research project partners of the Chair of Particle Technology at the BTU
Cottbus. I want to thank Prof. Ulrich Riebel, who I consider in practical
terms to be my second supervisor, as well as the project colleagues, Christian
Bacher and Patrick Burger. Specifically, I want to acknowledge not only
Christian’s direct contributions to this work, but also his detailed, and mostly
passionate discussions in the topics of EHD flows.

Special thanks to my current and former colleagues, Marten Klein, Tommy
Starick, Rakhi, Mark Simon Schöps, Pedro Pupo Sa da Costa and Tian-Yun
Gao. In one way or another, all of them had always offered me, more than
once, not only valuable technical and professional advice, but were also
ready to support me in personal issues, or simply to have a nice time at the
office. I also want to thank my friends Nigel and Viviane, who went through
the tedious task of proofreading and correcting parts of this thesis.

To my former professors in Venezuela, Gruber Caraballo, and Carlos Pérez
Silva, may he rest in peace, I want to thank you for motivating me to come to
Germany and pursue postgraduate studies in the fields of energy and fluid
mechanics. To all the friends I met in Cottbus, my whole Aikido training
group, and my eternal high school and university friends from Venezuela
now also residing in Germany, thank you for your constant support and
simply for being there.

Finally, I want to thank my family. Without them I would not be here, and
this journey would simply not have been possible.

xiii



research funding support and other formal acknowledg-
ments

The financial support provided by the European Regional Development
Fund (EFRE-Brandenburg) is acknowledged and greatly appreciated. Most
of the publications which are now part of this thesis were carried out within
the framework of the project ’Einsatz elektrohydrodynamisch getriebener
Stromungen zur erweiterten Nutzung von Elektroabscheidern’, grant number
EFRE StaF 23035000.

The financial support provided by the DAAD for two different research
exchange visits to Prof. David Lignell at the BYU University in Utah, USA, is
also acknowledged and appreciated.

Finally, I would also like to thank and acknowledge the support of the
Norddeutsche Verbund fur Hoch- und Hochstleistungsrechnen (HLRN -
Berlin, Germany) for the supply of the computational resources which was
necessary in order to carry out some of the simulations in this thesis.

xiv



C O N T E N T S

i introduction and theory

1 introduction 3

1.1 The study of electrohydrodynamic flow 5

1.2 State-of-the-Art research on EHD flows 8

1.2.1 Canonical pipe flow as a study case for the un-
derstanding of wall-bounded turbulence 9

1.2.2 Transition to turbulence and turbulence modifi-
cation by variable density effects 12

1.2.3 Applications of EHD-enhanced turbulent pipe
and channel flows 14

1.3 The fundamental question behind this thesis 15

1.4 Thesis Outline 15

2 governing equations for electrohydrodynamic

flow 17

2.1 The electroquasistatic limit of the Maxwell equations 17

2.1.1 Types of electric currents in the EQS limit 18

2.1.2 Gauss’s law 20

2.1.3 Faraday’s law 20

2.1.4 Charge conservation 21

2.2 Electroquasistatic force, work and energy 23

2.2.1 Lorentz and Coulomb force 23

2.2.2 Electroquasistatic energy balance 23

2.3 Eulerian and Lagrangian EQS treatment 25

2.4 Hydrodynamic equations (Navier-Stokes) 28

2.4.1 Newton’s generalized law of viscosity 28

2.4.2 Fourier’s law of heat conduction 28

2.4.3 Equation of state 28

2.4.4 Kinetic energy equation 29

2.4.5 Enthalpy equation 30

3 modeling of turbulent electrohydrodynamic flow 33

3.1 Fundamentals of the One-Dimensional Turbulence model 33

3.2 Sampling of eddy events 37

3.3 Adaptive ODT formulation 39

3.4 Variable density and vector ODT formulation 41

3.5 Potential energy ODT formulation 46

3.5.1 Case I: the limit of zero transfer of potential into
kinetic energy 47

3.5.2 Case II: Transfer of potential into kinetic en-
ergy 48

3.6 Deterministic ODT 1-D scalar governing equations 49

3.6.1 Low Mach number EHD-asymptotics 49

xv



xvi contents

3.6.2 Reduction of the deterministic low Mach system
to a scalar 1-D system 56

3.6.3 Specialization to the T-ODT and S-ODT formu-
lations 60

ii validation of the odt model : application to in-
compressible constant property and variable

density internally forced convective flows

4 incompressible constant property channel and

pipe flows with odt 67

4.1 Setup of the numerical simulations 68

4.2 Calibration of the model inputs 72

4.2.1 Calibration of the ODT model parameters in T-
ODT simulations 72

4.2.2 Influence of the choice of lmax 74

4.2.3 Influence of the choice of ATimeFac 74

4.3 Simulation results and discussion 77

4.3.1 Mean flow statistics 78

4.3.2 Reynolds shear stress and TKE Budgets 85

5 variable density pipe flows with odt 89

5.1 Setup of the numerical simulations 90

5.2 Simulation results and discussion 92

5.2.1 Bulk flow statistics 92

5.2.2 Streamwise velocity and temperature statistics 100

5.2.3 Turbulent fluctuations 101

5.2.4 Relaminarization effect and flow regimes 109

iii application of the odt model to ehd internally

forced convective flows

6 ehd flow in a wire-plate electrostatic precipi-
tator 115

6.1 Role of the EHD body force in turbulence and ODT
modeling 115

6.2 Implementation of the EHD body force in the ODT
wire-plate ESP 118

6.3 Setup of the numerical simulations 120

6.4 Simulation results and discussion 123

7 ehd flow in a cylindrical electrostatic precipi-
tator 135

7.1 Incompressible constant property flow in a cylindrical
ESP 137

7.1.1 Setup of the numerical simulations 137

7.1.2 Bulk flow results 142

7.2 Quasi-incompressible and transitional flow in the cylin-
drical ESP 146

7.2.1 Setup of the numerical simulations 147

7.2.2 Bulk flow results 149



contents xvii

7.3 Variable density flow in a cylindrical ESP 153

7.3.1 Setup of the numerical simulations 153

7.3.2 Bulk flow results 160

8 closing comments 165

8.1 Conclusions 165

8.1.1 Review and conclusions 165

8.1.2 Closing comments regarding the fundamental
question of this thesis 168

8.2 Recommendations and outlook on future work 169

8.2.1 Recommendations 169

8.2.2 Outlook to future work 170

iv appendix

a navier-stokes equations 175

a.1 Mass conservation 176

a.1.1 Lagrangian representation 176

a.1.2 Eulerian representation 176

a.2 Momentum conservation 176

a.2.1 Lagrangian representation 176

a.2.2 Eulerian representation 177

a.3 Energy conservation 178

a.3.1 Lagrangian representation 178

a.3.2 Eulerian representation 179

b relevant thermodynamic relations 181

b.1 Some additional energy definitions 182

b.1.1 Kinetic energy 182

b.1.2 Gravitational potential energy 182

b.1.3 Electrostatic potential energy 183

c stochastic odt implementation 185

c.1 Cylindrical triplet map 185

c.2 Energy terms and kernel coefficients calculations 187

c.3 Stochastic ODT implementation algorithm 189

d deterministic odt implementation 197

d.1 T-ODT governing equations 198

d.1.1 Cartesian coordinates 199

d.1.2 Cylindrical coordinates 200

d.1.3 Advancement algorithm 203

d.2 S-ODT governing equations 203

d.2.1 Cartesian coordinates 204

d.2.2 Cylindrical coordinates 206

d.2.3 Advancement algorithm 208

e average operators 209

e.1 Time and streamwise averages 209

e.2 Ensemble average 209

e.3 Favre average 210

f mean flow and tke equations 211



xviii contents

f.1 Generalized incompressible constant property mean
momentum and TKE equations 211

f.2 ODT incompressible constant property mean momen-
tum and TKE equations 212

f.2.1 Planar ODT mean flow and TKE equations 212

f.2.2 Cylindrical ODT mean flow and TKE equations 215

f.3 Generalized variable density mean flow and TKE equa-
tions 217

f.4 ODT variable density mean flow and TKE equations 220

f.4.1 Planar ODT mean flow and TKE equations 220

f.4.2 Cylindrical ODT mean flow and TKE equations 223

g scaling in wall units 229

g.1 Incompressible constant property flow 229

g.2 Variable density flow 231

h calculation of electroquasistatic fields 235

h.1 Boundary conditions required for the calculation of
electroquasistatic fields 235

h.2 Wire-plate ESP: 2-D planar electroquasistatic fields 236

h.3 Cylindrical ESP: 1-D cylindrical electroquasistatic fields 239

h.3.1 Analytical solutions 240

h.3.2 Numerical solution method 242

bibliography 247



L I S T O F F I G U R E S

Figure 1.1 (a) Number of publications related to ’electro-
hydrodynamics’ in Web Of Science from 1960-
2018 (https://apps.webofknowledge.com/). (b)
Number of Floating Point Operations per Sec-
ond (FLOPS) of selected Supercomputers from
the years 1985 to 2018. The names of the cor-
responding Supercomputers are given in the
plot. 7

Figure 1.2 Development of FLOPS of selected supercom-
puters in comparison to achievements in turbu-
lent channel flow simulations 11

Figure 1.3 Achievements in incompressible constant prop-
erty pipe and channel flow simulations, as well
as in variable properties (variable density, VD
in the plot) pipe and channel flow simulations,
as in, e.g. compressible flows. 13

Figure 3.1 Effect of a turbulent eddy of an initially unsta-
ble thermally stratified Rayleigh-Bénard config-
uration (the fluid parcels have been coloured ac-
cording to their temperature, where red parcels
have a higher temperature than the blue ones).
The image on the left is the instant right be-
fore the instability and the image on the right
is the instant after the appearance of the 2-D
turbulent eddy. 34

Figure 3.2 Discrete eddy event representation of a stable
charge density field within a cylindrical sys-
tem (wall and inner concentric electrode). The
image on the left is the instant right before
the appearance of an electrical convective cur-
rent and the implementation of an eddy event.
The image on the right is the instant after the
appearance of the electrical convective current
and the eddy event implementation. 35

xix

https://apps.webofknowledge.com/


xx list of figures

Figure 4.1 (a) Wall-normal ODT line in a channel flow. (b)
Radial ODT line in a pipe flow. In both (a) and
(b) cases, the T-ODT formulation produces a
temporal representation of the scalar profiles
within the line. In the S-ODT formulation, the
line is advected in the streamwise direction,
producing a stationary quasi-2-D scalar repre-
sentation. 67

Figure 4.2 Influence of the ODT model parameters on the
normalized wall-normal pipe flow mean ve-
locity profile for Reτ = 550, 1000, 2000. The fig-
ures are taken from [91]. DNS results from
Khoury et al. [94] (Reτ = 550, 1000) and Chin
et al. [41] (Reτ = 2003) are shown for refer-
ence. Results at larger Reynolds numbers have
a vertical offset of 10 nondimensional units for
better visualization. a) Sensitivity to C and b)
Sensitivity to Z. 73

Figure 4.3 Influence of the upper limit of the eddy size
PDF lmax on the normalized wall-normal pipe
and channel flow mean velocity profiles. Pipe
flow results are shown for Reτ = 550 and com-
pared to DNS results from Khoury et al. [94].
Channel flow results are shown for Reτ = 590
and compared to DNS results from Moser et
al. [27]. Channel flow results have been shifted
upwards for better visualization. The figure is
taken from [91]. 75

Figure 4.4 Influence of ATimeFac on the normalized wall-
normal pipe and channel flow mean velocity
profiles. Pipe flow results are shown for Reτ =

550 and compared to DNS results from Khoury
et al. [94]. Channel flow results are shown for
Reτ = 590 and compared to DNS results from
Moser et al. [27]. Channel flow results have
been shifted upwards for better visualization.
The figure is taken from [91]. 76

Figure 4.5 Influence of DATimeFac scaling on the nor-
malized wall-normal pipe flow mean velocity
profile for Reτ = 550, 1000, 2003. DNS results
from Khoury et al. [94] (Reτ = 550, 1000) and
Chin et al. [41] (Reτ = 2003) are shown for
reference. The results for increasing Reynolds
numbers have been shifted upwards in the plot
for better visualization. The figure is taken
from [91]. 77



list of figures xxi

Figure 4.6 Wall-normal profiles of mean streamwise veloc-
ity component in ODT channel and pipe flow
simulations. a) The low friction Reynolds num-
ber case (Case A) is shown along with DNS
results from Moser et al. [27] (channel) and
Khoury et al. [94] (pipe). b) Case B results
are shown along with DNS results from Hoyas
and Jiménez [30] (channel) and Khoury et al.
[94] (pipe). c) Case C results are shown along
with DNS results from Hoyas and Jiménez [30]
(channel) and Chin et al. [41] (pipe). The fig-
ures are taken from [91]. 79

Figure 4.7 Wall-normal RMS profiles of streamwise veloc-
ity component. (a): the low friction Reynolds
number case (Case A) is shown along with DNS
results from Moser et al. [27] (channel) and
Khoury et al. [94] (pipe). (b): Case B results
are shown along with DNS results from Hoyas
and Jiménez [30] (channel) and Khoury et al.
[94] (pipe). (c): Case C results are shown along
with DNS results from Hoyas and Jiménez [30]
(channel) and Chin et al. [41] (pipe). The fig-
ures are taken from [91]. 82

Figure 4.8 Case B results for channel crosswise and span-
wise RMS velocity profiles compared to DNS
results from Hoyas and Jiménez [30]. The figure
is taken from [91]. 83

Figure 4.9 Pre-multiplied mean velocity gradient obtained
in Case B simulations. DNS results from Jiménez
et al. [97] (channel) and Khoury et al. [94]
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straint ṁ. Both vertical and horizontal flows are
evaluated in this chapter (for horizontal flows,
g = 0. The vertical flows are evaluated in both
upward and downward directions, as indicated
by the thick gray arrow in the sketch. 136

Figure 7.2 Experimental voltage-current curves measured
at the different evaluated Reynolds numbers
[116] (note the citation comment at the be-
ginning of section 7.1). a) Electrode diameter
Delec = 1mm, and b) Delec = 1.5mm. 141

Figure 7.3 Friction Reynolds number Reτ obtained in ex-
periments and T-ODT simulations as a func-
tion of the electrohydrodynamic number NEHD

(defined based on the hydraulic radius of the
pipe). The ratio N2

EHD/Re2 is shown along
the results (with both numbers defined based
on the radius of the pipe). a) Electrode di-
ameter Delec = 1mm. b) Electrode diameter
Delec = 1.5mm. 144



xxvi list of figures

Figure 7.4 Normalized streamwise pressure gradient ob-
tained in experiments and T-ODT simulations
as a function of the electrohydrodynamic num-
ber NEHD (defined based on RH). a) Electrode
diameter Delec = 1mm. b) Electrode diameter
Delec = 1.5mm. 145

Figure 7.5 a) Streamwise profile of normalized bulk tem-
perature. b) Streamwise profile of normal-
ized bulk velocity. The figures show the re-
sults of downward, horizontal, and upward
S-ODT simulations. The black and red colors
are indicative of different bulk Reynolds num-
bers. 151

Figure 7.6 Normalized contributions to the pressure gra-
dient in the downward, horizontal and vertical
S-ODT simulations. The reported case is that at
NEHD = 4722.56 and Reb,0 = 2433.33. The hor-
izontal solid lines indicate the reported mean
experimental values, while the dashed lines in-
dicate the mean plus or minus the standard
deviation (SD) of the experimental values [116]
(see the citation comment at the beginning of
section 7.1). The horizontal dot-dashed line
indicates the reported incompressible constant
property T-ODT simulation value. 153

Figure 7.7 Normalized contributions to the pressure gra-
dient in the downward, horizontal and vertical
S-ODT simulations. The reported case is that at
NEHD = 4581.55 and Reb,0 = 4866.67. The hor-
izontal solid lines indicate the reported mean
experimental values, while the dashed lines in-
dicate the mean plus or minus the standard
deviation (SD) of the experimental values [116]
(see the citation comment at the beginning of
section 7.1). The horizontal dot-dashed line
indicates the reported incompressible constant
property T-ODT simulation value. 154

Figure 7.8 Experimental voltage-current curves used for
the different variable density cylindrical ESP
S-ODT simulations according to the reported
experimental values in [50] and [49]. 156

Figure 7.9 S-ODT simulation results for Nusselt number
enhancement in the variable density cylindrical
ESP. The experimental results obtained by [50]
and [49] are reported for comparison. 161



Figure 7.10 S-ODT simulation results for Nusselt number
enhancement in the variable density cylindri-
cal ESP after the correction for transition ef-
fects by Eq. (7.15). The experimental results
obtained by [50] and [49] are reported for com-
parison. 163

Figure 7.11 S-ODT simulation results for Nusselt number
enhancement in the variable density cylindrical
ESP after the correction for transition effects
by Eqs. (7.15) and (7.16). The experimental
results obtained by [50] and [49] are reported
for comparison. 164

Figure C.1 (a) Planar triplet map of an initially monotonic
density profile with eddy size l = 0.6 and left
edge y0 = 0.2. (b) Cylindrical triplet map of an
initially monotonic density profile with eddy
size l = 0.6 and left edge r0 = 0.2. 188

Figure H.1 Calculation region and boundary conditions for
the electrostatic potential Poisson equation in
the wire-plate ESP case. 237

L I S T O F TA B L E S

Table 4.1 T-ODT and S-ODT model parameters used for
channel flow simulations. Table adapted from
[91]. 69

Table 4.2 T-ODT and S-ODT model parameters used for
pipe flow simulations. Table adapted from
[91]. 69

Table 4.3 Adaptive ODT and flow configuration parame-
ters used for channel flow simulations (T-ODT
and S-ODT formulation). Table adapted from
[91]. 70

Table 4.4 Adaptive ODT and flow configuration param-
eters used for pipe flow simulations (T-ODT
and S-ODT formulation). Table adapted from
[91]. 71

Table 5.1 Physical, adaptive mesh, and ensemble settings
of the variable density T-ODT and S-ODT sim-
ulations. Table adapted from [72]. 93

Table 5.2 ODT model parameters of the variable density
T-ODT and S-ODT simulations. Table adapted
from [72]. 93

xxvii



Table 6.1 Electrostatic field parameters for the different
cases investigated. LV and HV refer to the
low voltage and high voltage cases, respec-
tively. 122

Table 6.2 Physical and adaptive mesh settings of the S-
ODT simulations. 123

Table 6.3 ODT model parameters used for the wire-plate
ESP simulations. 123

Table 6.4 Obtained bulk velocities and corresponding
skin friction coefficients in the nonscaled and
scaled C-parameter S-ODT simulations (C0 and
Cscal , respectively). The DNS obtained values
are also shown for reference [53]. 134

Table 7.1 Adaptive ODT and flow configuration parame-
ters used for incompressible constant property
cylindrical ESP simulations with Delec = 1mm
(T-ODT). 138

Table 7.2 Adaptive ODT and flow configuration param-
eters used for constant property cylindrical ESP
simulations with Delec = 1.5mm (T-ODT). 139

Table 7.3 T-ODT model parameters used for the constant
property cylindrical ESP simulations (Delec =

1mm and Delec = 1.5mm). 140

Table 7.4 S-ODT model parameters used in the cylin-
drical ESP simulations for the determination
of the streamwise pressure gradient (Delec =

1mm). 147

Table 7.5 Flow configuration parameters used for vari-
able density cylindrical ESP simulations (S-
ODT). 157

Table 7.6 Adaptive mesh settings and ensemble settings
used for variable density cylindrical ESP simu-
lations (S-ODT). 158

Table 7.7 S-ODT model parameters used for the variable
density cylindrical ESP simulations. Parame-
ters calibrated to obtain values of Nub given by
Eq. (7.11). 160

Table C.1 T-ODT eddy turnover time formula and kernel
coefficients 191

Table C.2 S-ODT eddy turnover length scale formula and
kernel coefficients 193

Table C.3 S-ODT eddy turnover length scale formula and
kernel coefficients (boundary layer S-ODT for-
mulation from [64, 66, 69]) 195

xxviii



nomenclature xxix

N O M E N C L AT U R E

Unless explicitly listed as a symbol in this nomenclature list, any
combination of latin or greek characters with superindices and/or
subindices can be interpreted with all of the other list entries. Explicitly
listed symbols (characters with superindices or subindices) are those
in which the combination given by the corresponding character and
superindex or subindex item in the nomenclature list may result in a
wrong interpretation of the symbol.

Acronyms

BC Boundary Condition

BVP Boundary Value Problem

CFD Computational Fluid Dynamics

CFL Courant-Friedrichs-Lewy condition number

CFR Constant Flow Rate

DL Darrieus-Landau

DNS Direct Numerical Simulations

EBF Electric Body Force

EHD Electrohydrodynamics

EQS Electroquasistatic

ESP Electrostatic Precipitator

FD Finite Difference

FDC Fully Developed Condition

FDM Finite Difference Method

FLOPS Floating Point Operations per Second

FPG Fixed Pressure Gradient

FV Finite Volume

FVM Finite Volume Method

HV High Voltage

IEEE Institute of Electrical and Electronics Engineers
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JPDF Joint Probability Density Function

LES Large Eddy Simulation

LHS Left Hand Side

LV Low Voltage

ODT One-Dimensional Turbulence

OWC One-Way Coupling

PDE Partial Differential Equation

PDF Probability Density Function

RANS Reynolds-Averaged Navier-Stokes

RB Rayleigh-Bénard

RHS Right Hand Side

RMS Root-Mean-Square

RTT Reynolds Transport Theorem

S-ODT Spatial ODT formulation

T-ODT Temporal ODT formulation

TDMA Tridiagonal Matrix Algorithm

TKE Turbulent Kinetic Energy

TMA Triplet Map A formulation

TMB Triplet Map B formulation

Dimensionless parameters

(1 − r)+ = (R−r)⟨ρw⟩uτ

⟨µw⟩ Nondimensional distance from the pipe wall

Bo = Ma2

Fr2 Bulk Boussinesq number

fD = 8τw
ρU2

b
Nondimensional Darcy friction factor

FE = ϕ0βb
D f

Bulk ion drift number

Fr = Ub√
gL

Bulk Froude number. L is either the half-width of the chan-

nel, or the (hydraulic) radius of the pipe

Mβ = Re
ReE

Mobility ratio

Ma = Ub√
γpb
ρb

Bulk Mach number
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NEHD =

√
IL3ρb
Sβbµ2

b
Bulk EHD number

Pr = cp,bµb
σT,b

Bulk Prandtl number

Re = ρbUb L
µb

Bulk Reynolds number. L is either the half-width of the
channel or the (hydraulic) radius of the pipe

Reb =
ρbUb L

µb
Bulk Reynolds number. For pipe flow, Reb uses in L the

(hydraulic) diameter of the pipe

ReE = ρbϕ0βb
µb

Bulk electric Reynolds number

Sc f =
µb

ρbD f
Bulk free charge Schmidt number (Schmidt number of the

ions with respect to air)

St = f L
Ub

Bulk Strouhal number. L is either the half-width of the chan-
nel or the (hydraulic) radius of the pipe

u+
k = ũk

uτ
Inner scaled nondimensional velocity

y+ = y⟨ρw⟩uτ

⟨µw⟩ Nondimensional distance from the wall

ϵ+TKE = ϵTKEν
ρu4

τ
Nondimensional incompressible TKE dissipation

P+
TKE = PTKEν

ρu4
τ

Nondimensional incompressible TKE production

C f =
2τw

ρbU2
b

Skin friction coefficient

Gr = gqwD4
Hρ2

b
µ2

bσT,bTb
Bulk Grashof number (pipe flow)

Nub =
2Hc f ,bR

σT,w
Bulk Nusselt number in pipe flow

Reτ = ⟨ρw⟩uτ L
⟨µw⟩ Friction Reynolds number. L is in this case half of the

channel width (or height) in planar coordinates and the (hy-
draulic) radius of the pipe in cylindrical coordinats

Greek characters

α ODT model parameter for kinetic energy redistribution after
an eddy event [−]

β Mobility [m2/(V · s)]

ω̇ Charge species source term [A/m3]

ϵ Energy dissipation density [W/m3]

ϵ0 Electrical permittivity of the vacuum ≈ 8.854188× 10−12 [F/m]

η Kolmogorov length scale [m]
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Γ (Closed) Path [m]

γ Heat capacity ratio [−]

κ Wavenumber [m−1]

Λ Global eddy rate [s−1] (T-ODT), [m−1] (S-ODT)

λ Eddy rate [m−2 · s−1] (T-ODT), [m−3] (S-ODT)

µ Dynamic viscosity [Pa · s]

µM,0 Magnetic permeability of the vacuum ≈ 1.256637× 10−6 [s2/F]

ν Kinematic viscosity [m2/s]

Ω Eddy event acceptance probability [−]

ϕ Electrostatic potential [V]

π π constant ≈ 3.141593 [−]

Ψ Generic symbol for any extensive property [unit]

ψ Generic symbol for any mass specific property or any kind of
conserved scalar [unit/kg] or others

ρ Mass density [kg/m3]

ρ f Free charge density [C/m3]

σ Electrical conductivity [A/(V · m)]

σT Thermal conductivity [W/(m · K)]

τ Shear stress [Pa]

τeddy Eddy turnover time [s]

θ Cylindrical circumferential or tangential coordinate [rad]

Ξ Energy [J]

ξ Specific energy [J/kg]

Greek characters (only vectors or matrices)

κ Wavenumber vector [m−1]

ΦE Power flux vector [W/m2]

τ Shear stress tensor [Pa]

Latin characters

ǰ Imaginary unit [−]
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C1,Peek First Peek’s formula constant in a wire-cylinder configuration
31 × 105 [V/m]

C2,Peek Second Peek’s formula constant in a wire-cylinder configura-
tion 0.0308 [m

1
2 ]

CAv Avogadro constant ≈ 6.0221 × 1023 [mol−1]

D Diffusion coefficient [m2/s]

F JPDF of eddy position and size [m−2]

G Approximated JPDF of eddy position and size [m−2]

Hc f Convective heat transfer coefficient [W/(m2 · K)]

P (Energy) Production term [W/m3]

R Bulk mapping and transport effects of the stochastic eddy
events on a momentum component due to vψ, or the bulk effect
of the turbulent transport on the TKE due to stochastic eddies.
Also used for the bulk mapping and transport effects of the
stochastic eddy events on the heat flux due to vψ. Momentum:
[m2/s2]; TKE or enthalpy: [(W · m)/kg]

S Stochastic pressure scrambling effects on a momentum com-
ponent by ODT eddy events (momentum source), or pressure
transport contribution to the TKE due to eddy events. Mo-
mentum: [m/s2] (constant density incompressible) or [N/m3]

(variable density); constant density TKE: [W/kg]; variable den-
sity TKE or enthalpy: [W/m3]

T Stochastic turbulent transport effects on a momentum compo-
nent by ODT eddy events, or turbulent transport contribution
to the TKE due to eddy events. Also used for the turbulent
transport effects on enthalpy by ODT eddy events. Momentum:
[m/s2] (constant density incompressible) or [N/m3] (variable
density); constant density TKE: [W/kg]; variable density TKE
or enthalpy: [W/m3]

a Arc length [m]

ATimeFac Nondimensional proportionality factor for the time interval
after which a mesh adaption process takes place [−]

B Depth of the channel or length of the electrode in the wire-plate
(channel) ESP in z direction, or length of the electrode (and
pipe length) in the axial z direction in a cylindrical ESP [m]

b ODT kernel coefficient (unless otherwise specified) [s−1]

(T-ODT) or [kg/(m3s)] (S-ODT)
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C ODT model parameter controlling eddy events frequency [−]

c ODT kernel coefficient (unless otherwise specified) [s−1]

(T-ODT) or [kg/(m3s)] (S-ODT)

c0 Speed of light in a vacuum inertial system 299, 792, 458 [m/s]

cp Specific heat capacity at constant pressure [J/(kg · K)]

cv Specific heat capacity at constant volume [J/(kg · K)]

D Pipe diameter [m]

E Electric field magnitude [V/m]

Eon Onset electric field. Normally given by Peek’s formula, Eq.
(H.13) [V/m]

f Frequency [s−1]

g Gravitational acceleration 9.8 [m/s2]

gDens Nondimensional grid cell number density (input parameter for
adaptive ODT formulation) [−]

H Width (or height, in ODT notation) of a channel (distance
between walls) [m]

h Specific enthalpy [J/kg]

I Electric current [A]

j Electric current density component [A/m2]

JODT ODT kernel function [m]

k Incompressible or variable density TKE [m2/s2]

K0 Nondimensional ODT kernel identity scaling factor for eddy
turnover time or turnover length scale (see Eq. (3.33)) [−]

kB Boltzmann constant ≈ 1.38065 × 10−23 [J/K]

KODT ODT kernel function [m]

L (Generally characteristic) Length [m]

l Length scale; in ODT, it refers to the eddy length [m]

lF Most probable eddy length scale [m]

M Stochastic mapping effects on a momentum component by vψ

or on the TKE due to turbulent transport. Also used for the
mapping effects on enthalpy by ODT eddy events. Momentum:
[m/s2] (constant density incompressible) or [N/m3] (variable
density); constant density TKE: [W/kg]; variable density TKE
or enthalpy: [W/m3]
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m Mass [kg]

N Number density [m−3]

N0 Air number density at standard conditions ≈ 2.5 × 1025 [m−3]

P Thermodynamic pressure [Pa]

p In Chapters 1-3 until section 3.6.1, as well as appendix A,
the generalized pressure is implied. From Chapter 3 section
3.6.1 onwards, unless otherwise noted, only the hydrodynamic
pressure is implied [Pa]

Q Heat [J]

q Electric charge [C]

qe Elementary charge ≈ 1.602177 × 10−19 [C]

qw Wall heat flux [W/m2]

R Pipe radius [m]

r Cylindrical radial position coordinate [m]

r0 Left edge position of an eddy event in a cylindrical coordinate
system [m]

Ru Universal gas constant ≈ 8314.4626 [J/(K · kmol)]

Rair Specific gas constant for air ≈ 287.058 [J/(kg · K)]

Rgas Specific gas constant [J/(kg · K)]

S Surface or area [m2]

s Specific entropy [J/kg]

T Temperature [K]

t Time [s]

U (Generally bulk flow) Velocity [m/s]

u (Generally streamwise) Velocity [m/s]

uD Numerically delayed streamwise velocity component in S-ODT
internal flow formulation [m/s]

v Velocity component aligned in the ODT line direction, either
the wall-normal (y) or the radial direction (r) [m/s]

vψ Deformation velocity of a (purely deforming) ODT Lagrangian
volume. Equivalently, this is the irrotational contribution to the
(absolute) Eulerian velocity field in ODT
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va Absolute (Eulerian) velocity field in the ODT line direction
[m/s]

W Mechanical work [J]

w Velocity component for either the spanwise (z) direction in a
planar coordinate system or the circumferential or tangential
direction in a cylindrical coordinate system (θ) [m/s]

x Cartesian streamwise position coordinate [m]

y Cartesian crosswise (vertical) position coordinate [m]

y0 Eddy event position (left edge of the eddy) [m]

Z ODT model parameter for energetic viscous penalty [−]

z Cartesian spanwise position coordinate and cylindrical stream-
wise (vertical) position coordinate [m]

V Volume [m3]

v Specific volume [m3/kg]

Latin characters (only vectors or matrices)

ř Unit position vector [−]

I Identity matrix [−]

B Magnetic flux density [Wb/m2] = [T]

D Electric displacement vector [C/m2]

E Electric field vector; E = Ek = [E1, E2, E3]T [V/m]

F Force vector [N]

g Gravitational acceleration vector [m/s2]

H Magnetic field intensity vector [A/m]

J Electric current density vector; J = jk = [j1, j2, j3]T [A/m2]

n Unit surface normal vector [−]

P Polarization density vector [C/m2]

q Heat flux vector [W/m2]

S Surface or area vector [m2]

V Velocity vector field; V = [u, v, w]T = uk = [u1, u2, u3]T [m/s]

Va Absolute (Eulerian) velocity vector field [m/s]
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Mathematical operators

: Double dot (scalar) product

· Scalar (inner) product

◦ Dyadic (outer) product

∆ Difference operator. Generally used to indicate discrete cell
sizes or discrete time steps

δ Dirac delta function

⟨D⟩
⟨D⟩t Averaged material derivative, ⟨D⟩

⟨D⟩t =
∂
∂t + (⟨V⟩ · ∇).

D
Dt Material derivative, D

Dt =
∂
∂t + (V · ∇).

D̃
D̃t

Favre-averaged material derivative, D̃
D̃t

= ∂
∂t +

(
Ṽ · ∇

)
.

δ̂ Path differential

⟨ψ⟩ Ensemble average of ψ, where ψ can be any type of tensor.
The ensemble average operator is defined as, ⟨ψ⟩ = 1

N ∑n ψ∆n,
where ∆n may refer either to a time or streamwise step, ∆t
or ∆x (or ∆z), or to equidistant ensemble members ∆n = 1
respectively, and N to an averaging period in terms of time or
streamwise advancement, or a number of ensemble members

F{} Fourier Transform

d Total differential

∇ Nabla operator

∇2 Laplace operator

ψ Time average (T-ODT) or streamwise spatial average (S-ODT)
operator applied to ψ, where ψ can be any type of tensor

∂ Partial differential

ψ′′ Favre fluctuation, ψ′′ = ψ − ψ̃

ψ′ Ensemble fluctuation, ψ′ = ψ − ⟨ψ⟩

sgn() Sign operator

× Cross (vector) product

ψ̂ (Triplet) Mapped scalar profile of ψ

ψ̃ Favre average of ψ, where ψ can be any type of tensor. The
Favre average is defined as ψ̃ = ⟨ρψ⟩

⟨ρ⟩ , where ρ is the (mass)
density
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f (r) Triplet map indicator (cylindrical coordinate r)

f (y) Triplet map indicator (planar coordinate y)

int() Integer rounding function

Superscripts

ψ∗ Nondimensional quantity

ψ+ Nondimensional quantity scaled in wall units or with inner
scaling

ψ† Fourier Transform of ψ (spectral representation)

ψn Property evaluated at time-step index n (T-ODT) or streamwise
position index n (S-ODT)

ψT Transpose (matrix or vector)

Subscripts

ψ0 Initial, or reference quantity

ψ∆ Filtered quantity

ψτ Friction quantity

ψb Bulk quantity

ψc Center related quantity

ψE Electric or electrical related quantity, or charge relaxation scale
(if ψ is energy, it implies electrostatic potential energy)

ψg Gravitational related quantity (if used with energy, implies
gravitational potential energy)

ψH Hydraulic quantity

ψh Enthalpy or heat flux related quantity

ψi Discrete grid cell i value of ψ

ψk Component index k of vector ψ

ψM Magnetic related quantity

ψn Species index n of species vector array ψ

ψp Polarization related quantity

ψS Surface related quantity

ψT Thermal related quantity
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ψw Wall related quantity

ψconv Convective related quantity

ψcr Critical quantity

ψdi f f Diffusion related quantity

ψeddy Eddy related quantity

ψelec Electrode related quantity.

ψext External related quantity (generally force or force density)

ψint Internal related quantity, generally energy (or specific energy)

ψirrot Irrotational component of ψ

ψkin Kinetic related quantity, generally energy (or specific energy)

ψmax Maximum of ψ

ψmin Minimum of ψ

ψODT ODT related quantity

ψpot Potential related quantity, generally energy (e.g., gravitational,
electrostatic)

ψRMS RMS value, ψRMS =
√

ψ̃2 − ψ̃2

ψsamp Sampling related quantity

ψsol Solenoidal component of ψ

ψstr Streamwise related quantity

ψtot Total quantity

ψvert Vertical related quantity (the vertical direction is taken as the
direction in which the gravity acts)

ψvp Viscous penalty quantity (refer to Ξvp,eddy; units dependent on
the ODT formulation, see appendix C)
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I N T R O D U C T I O N A N D T H E O RY





1
I N T R O D U C T I O N

Ever since the publication of the celebrated Hydrodynamica by Daniel
Bernoulli in 1738 [1], the phenomenon of flow inside tubes (or ves-
sels, according to the terminology used by Bernoulli) has fascinated
researchers across the disciplines of natural sciences. The early ideas
of classical (Newtonian) mechanics regarding motion by the act of
forces, were used by Bernoulli to describe the outflow from vessels,
even accounting for what could be considered today as one of the
first rudimentary descriptions of energy conservation, i.e., the loss of
mechanical energy from the fluid macromotion to the internal motion
of particles and heat [2]. However, the widespread use of the term
energy, as it is understood today, only arrived almost a century after
the publication of Hydrodynamica 1. Hydrodynamica also proposes a
kinetic model of air as a way to estimate the air pressure on the vessel
walls in terms of the collisions between particles and walls. Nowadays,
this is regarded as the precursor of the kinetic theory of gases [2].

Despite the visionary treatment of the flow inside vessels made by
Bernoulli, macroscopic and microscopic phenomena were generally
considered unrelated. This philosophy persisted until the appearance
of statistical thermodynamics as a formal branch of science, largely
thanks to the derivation by James Clerk Maxwell of the distribution
of molecular velocities in 1860 [3] 2. The description of physical phe-
nomena by statistical principles was a revolution in classical physics.
Today, it is still one of the most solid approaches in fluid mechanics
for the description of turbulent flows. Maxwell is also celebrated in
physics thanks to his treatise on electromagnetism [4]. The unified
theory of electricity and magnetism also implied the arrival of the
concepts of fields and wave physics.

In retrospective, even 300 years after Hydrodynamica, some aspects
of our understanding regarding the flow inside vessels, or pipes,
remain, at best, confusing. In the middle part of the 19

th century,
thanks in part to the novel statistical treatment of physics, a new
rhetoric of exactitude in the natural sciences took researchers down
the path of rigurous theoretical and experimental analysis. For simple
pipe flows without the influence of any external force, a monolithic
work by Reynolds was published in 1883 [5]. This work could very
well be the cause of much of the confusion and issues in turbulent

1 The general consensus is that the energy conservation principle was understood and
recognized in its modern day form after the connection between heat and mechanical
work was demonstrated by the ideas and experiments of both James Prescott Joule
and Julius Robert von Mayer

2 Maxwell-Boltzmann distribution

3
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flow research that still persist nowadays. Reynolds showed a critical
value above which steady motion was superseded by the appearance
of eddies in laboratory pipe flows. With most of the mathematical
framework of viscous flow already developed thanks to the birth
of the theory of elasticity by Claude-Louis Navier back in 1821 [6],
Reynolds already considers both the theoretical and the experimental
methods as the two ways to proceed forward with his investigation.
The theoretical method, quoting Reynolds, “was not promising” [5].
Thus, he proceeded to state six fundamental questions, which are now
the thesis of the celebrated nondimensional Reynolds number. For
bulk flow, the bulk Reynolds number is defined as,

Re =
ρbUbL

µb
(1.1)

where ρb is the bulk density of the flow, Ub is the bulk velocity, L is the
characteristic length scale of the bulk flow and µb is the bulk dynamic
viscosity. The nondimensionalization of the governing equations for
fluid flow is now a much more systematic method than it was at the
times of Reynolds. Proven by Joseph Bertrand in 1878 [7], the now
called Buckingham π theorem is taught nowadays in most elementary
fluid mechanics courses worldwide. For viscous flow in pipes, the
bulk Reynolds number is a straightforward result of the theorem for
the rate of change of the velocity when evaluating flows governed by
the effects of two primary dimensions (length and time)3.

There is a certain charm in the universality of the postulates done
by Reynolds, and, in general, of the results that can be obtained with
the Buckingham π theorem. The fact that Reynolds was able to quali-
tatively (and up to some extent quantitatively) describe the pipe flow,
not only from his laboratory test, but of any pipe flow4 is, at the very
least, remarkable. Perhaps this is the reason why engineers have been
investigating and naming nondimensional numbers in fluid mechanics
for almost two centuries. Nondimensional numbers usually indicateFor sure there may

be no greater joy
than having a

nondimensional
number named after

you.

the ratio between two concurrent phenomena. When the flow depends
on one nondimensional number only, we can simply set a number, a
critical value, which indicates the dominant phenomena governing the
flow. For the Reynolds number, this is a critical value indicating the
dominance of either the inertial or the viscous force. Highly viscous
flows with very little inertia are laminar flows with highly organized
motion. Flows with high inertia, where viscous effects do not play
a large role, are turbulent flows with random velocity fluctuations5.

3 The variables that need to be chosen for the Buckingham π theorem are in this case
the flow acceleration, the diameter of the pipe, the velocity and the kinematic viscosity
of the flow

4 without the influence of external forces, or complicated geometries, or surface rough-
ness

5 The current critical value for the classification of a pipe flow as fully turbulent is
currently Reb,cr = 2040 ± 10 according to Avila et al. [8]
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For two or three nondimensional numbers, the critical value loses its
meaning and we start discussing regimes of interest associated with
the ranges of the two or three nondimensional numbers, respectively.
This can be represented in a regime diagram. Having a distinctive
regime of fluid flow with clearly defined boundaries is one of the most
useful tools that physicists and engineers have applied in order to de-
velop some intuition and conceptual models for physical phenomena6.
For more than three nondimensional numbers, however, our limited
perception begins to trick us. Our understanding struggles with our
intuition, given that we can not easily visualize diagrams in more than
three dimensions.

1.1 the study of electrohydrodynamic flow

It is clear that in most flows of practical relevance there might be
more than one nondimensional parameter governing the regimes and
dynamics of the flow. The specific interest of this thesis takes us back
to the contributions of Maxwell. Long before Maxwell’s publication
of his treatise on electromagnetism, William Gilbert noticed in the
early 1600’s that smoke rushed towards electrically charged regions
[10]. This is considered to be one of the first experiments on electricity.
Gilbert himself coined the latin term electricus, which evolved later
in the corresponding modern english words electric and electricity.
For Adamiak, the work of Gilbert is also the first experiment in the
area of electrostatic precipitation [11] and thus, in Electrohydrody-
namics (EHD)7. However, in the early 1600’s, nobody believed that
Gilbert’s discoveries would have any real application. Further curiosi-
ties appeared in 1709, when Hauksbee published a compilation of
experiments in which he reported the phenomena of electric wind for
the first time8 [14].

Biscombe does a very interesting review regarding the events sur-
rounding the discovery of electrokinetics [15]. Although the discovery
of electrically induced liquid atomization by Bose in the 1740’s is
rebutted by Biscombe as being the discovery of electrophoresis, it is,
nonetheless, one of the first relevant experiments in EHD. Accord-

6 There will be an exhaustive use of the word Model throughout this thesis. Çengel and
Cimbala define a mathematical model as an analysis identifying important variables,
making reasonable assumptions and approximations, and choosing a suitable incre-
ment for the changing variables. This is in contrast to a Partial Differential Equation
(PDE), where the increments in the change of the variables are infinitesimal [9]

7 Electrohydrodynamics is implied here in the broadest possible sense, i.e., flow motion
under the influence of electric fields. Later in this thesis, EHD is only implied as
the study of electrically driven mechanical motion of fluids in weakly conducting
dielectrics, as opposed to electrokinetics, which would refer to motion in electrolytes
and ionic liquids [12]

8 Robinson defines the electric wind as the “gas motion induced by repulsion of ions
from the vicinity of a high voltage discharge electrode” [13]
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ing to Biscombe, the discovery of electrophoresis9 was done by the
french chemist Nicolas Gautherot [16]. This was six years before the
experiments of Ferdinand Friedrich Reuss, the commonly believed
discoverer of electro-osmosis and electrophoresis [17]. These events
are already very close to the publication of the theory of elasticity
by Navier that was already discussed, and only approximately half
a century away from the publication of Maxwell’s treatise on electro-
magnetism. With such an intense rate of discoveries, or new physics,
happening during the 19

th century, it is a wonder, as Adamiak puts
it, that there is still a very large interest in the topic of electrostatic
precipitation [11]. Furthermore, the interest in EHD flows in general
seems to be growing at an accelerated rate. A quick online search for
the number of publications shows that the number of publications
related to the topic of EHD has increased exponentially in the last 20

years, see Figure 1.1a.
This is only due to the fact that, as in the case of the simple pipe

flow, after almost 400 years of De Magnete [10], there are a number
of issues that are yet to be resolved. Of course, in comparison to the
simple pipe flow, the number of issues that need some closure in EHD
flows is significantly larger. However, the fact that there are still a
multitude of open issues in EHD flows, does not explain the trend seen
in Figure 1.1a. After all, the number of open issues in 2019 can not be
larger than the number of open issues in the mid of the 1800’s, the
dawn of the electromagnetism and fluid mechanics research. In order
to understand this trend, we need to take a look at another exponential
trend from the last years, i.e., the computational resources. Figure 1.1b
shows the increase in the number of floating point operations per
second (FLOPS) from symbolic supercomputers in the last 30 years.
The exponential increase is also seen in this logarithmic plot. Not only
are the barriers for publications today smaller than ever before, but
also the amount of available resources for computations is larger than
ever. The mandatory comment in this regard is that we have added
to the purely theoretical (analytical) and experimental (laboratory)
work of the 19

th century, a new numerical (computational) component,
as well as the implied big data management. Yet again, the question
why are there still so many open issues, not only in EHD flows, but even in
simple pipe flow research? remains elusive. If all of the advantages of
today’s scientific research are compared to the means available to the
researchers in the 19

th century, and it is tailored against the discovery
of fundamentally new scientific principles, as it was once the publication
of Maxwell’s treaty on electromagnetism, we can not avoid a feeling
of dissatisfaction. Thus, a discussion of the State-of-the-Art issues that

9 Using Biscombe’s definition taken from IUPAC, “electrophoresis involves electrical
migration of colloids in liquids”, while electro-osmosis is the “electrically driven
motion of liquid through a porous solid medium” [15]
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(a)

(b)

Figure 1.1: (a) Number of publications related to ’electrohydrodynamics’ in
Web Of Science from 1960-2018 (https://apps.webofknowledge.
com/). (b) Number of Floating Point Operations per Second
(FLOPS) of selected Supercomputers from the years 1985 to 2018.
The names of the corresponding Supercomputers are given in the
plot.

https://apps.webofknowledge.com/
https://apps.webofknowledge.com/
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are faced in turbulent EHD flow research is presented next, in order
to partially address this elusive question.

1.2 state-of-the-art research on ehd flows

Turbulent flow research is a challenge for theoretical and compu-
tational analysis due to its highly non-linear nature. Several non-
successful attempts were done during the 19th century in order to find
analytical solutions to the Navier-Stokes equations. Although many ofEven nowadays, the

solution of the
Navier-Stokes

equations is one of
the famous

Millenium Prize
Problems of the Clay

Institute of
Mathematics [18]

these attempts were focused on finding solutions in a heuristic way, by
comparing educated guessed functions against the PDEs of fluid mo-
tion, by the beginning of the 19th century, Pierre-Simon Laplace had
already developed a method to transform PDEs from the temporal-
spatial domain into the frequency-wavenumber domain. This was
partly inspired on the work done by Joseph Fourier for decomposi-
tion of periodic functions into a superposition of harmonic sinusoidal
waves. Today, that transformation function carries the name of Laplace.
A special case of the bilateral Laplace Transform is the Fourier Trans-
form, which is highly relevant in today’s turbulent flow research. In
order to illustrate its importance, consider the set of Navier-Stokes
equations in the incompressible constant property regime, i.e., when-
ever ρ is a constant and total energy conservation is trivial. The reader
is referred to the appendix A for a detailed derivation of the Navier-
Stokes equations. Considering the incompressible constant property
regime, the differential Eulerian laws for mass and momentum con-
servation, based on Eq. (A.6) and (A.11), are,

∇ · V = 0. (1.2)

ρ
∂V
∂t

+ ρ∇ · (V ◦ V) = −∇p +∇ · τ + ρg + ρ f E. (1.3)

Here, V is the velocity vector field, p is the pressure of the Navier-
Stokes momentum equation, τ is the shear stress tensor, g is the
gravitational acceleration vector, E is the electric field vector, and ρ f
is the charge density field. Charge density fields and electric fields
are, in general, not uniform. If the Fourier Transform is applied to
this set of equations, the difficulties regarding the analytical and
computational analysis of the Navier-Stokes equations become clear.
That is, assume the spectral representation of the velocity, pressure,
shear stress, charge density and electric field, F{V} = V†, F{p} = p†,
and F{τ} = τ†, F{E} = E†, F{ρ f } = ρ†

f , then,

ǰκ · V† = 0. (1.4)
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ρ
∂V†

∂t
+ ǰρκ ·

( ∞y

−∞

V†(k)V†,T(κ − k)dk

)

= − ǰp†κ + ǰκ · τ† + ρδ(κ)g +
∞y

−∞

ρ†
f (k)E†(κ − k)dk.

(1.5)

Here, ǰ is the imaginary unit and δ(κ) is the Dirac delta function in the
wavenumber domain. The attention is focused on the triple integral
terms on both the LHS and RHS of Eq. (1.5). Indeed, despite having
eliminated all of the other differential operators, the integral terms
involving all wavenumber vectors κ have appeared. The solution for
the velocity field, depends, thus, not only on one wavenumber, but
on all of them. In practical terms, there are not infinite wavenumbers,
since real problems have finite length and can only be measured down
to a given tolerance. Nonetheless, the implications for the theoretical
analysis are clear, in the sense that the integral equation is intractable.
The so-called non-linearities are evident for both the advective term
and the electric body force term. For the computational analysis, if
a discretization of the PDE is desired, the spatial resolution should
be such, that at least a wavelength equivalent to twice the maximum
wavenumber can be represented10.

1.2.1 Canonical pipe flow as a study case for the understanding of wall-
bounded turbulence

This work is focused on the physics of internally forced convective
flows. In turbulent flow research, this area of study has the name of
wall-bounded turbulence. Although there are still unresolved issues
in this topic, much progress has been achieved towards the under-
standing of the mechanisms for turbulence generation, sustainment
and decay since the experiments of Reynolds in 1883. For numerical
modeling of turbulent flows, Richardson realized that the upper limit
to the size of an eddy was a matter of ”human convenience“ [19], and
that motion smaller than the numerical grid had the necessity to be
ignored, yet, represented by additional terms. He also recognized two The famous lines by

Richardson
inmortalizing this
discovery can be
found in his book
from 1922: ”Big
whirls have little
whirls that feed on
their velocity, and
little whirls have
lesser whirls and so
on to viscosity“

competing mechanisms for turbulence generation and decay. Turbu-
lence generation in the wind originated near the ground and could be
facilitated by instabilities in the atmospheric thermal equilibrium, thus
relating it to the diffusion of eddy-heat-per-mass from places where
eddies were very likely to occur, to places where eddies were seldom
[20]. A large eddy could then transport air containing several smaller
eddies. Concurrently, he acknowledged that (large) convectional mo-
tions were hindered by the formation of small eddies [19]. This idea
of an eddy energy cascade involving different length scales was later

10 This is the Nyquist-Shannon sampling theorem
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formally transformed into the most celebrated theory of turbulence by
Andrei Kolmogorov [21].

In the Kolmogorov picture of turbulence11, there is some inertial
range of wavenumbers [κ1, κ2] where the spectral energy density of
the flow12 is proportional to κ−5/3, i.e., there is an inverse power law
at some inertial range of wavenumbers [22]. Beyond this range, the
decay of the spectral energy density is exponential until the length
scale η = 2π/κ2 , which corresponds to the Kolmogorov length scale.
Any turbulent motion with a length scale l < η will be suppressed
by the viscosity, which converts the kinetic motion of the very small
eddies into heat. The Kolmogorov’s hypothesis implies that there is
a universal energy range, in which the characteristic length of the
dissipative motion scales with η.

For wall-bounded turbulence, the Kolmogorov picture of turbulence
opened the door into a heated discussion which is still going on.
Unlike in the Kolmogorov isotropic turbulence picture, where the
integral length scale is unique and well defined, in wall-bounded
turbulence, the wall imposes a variable integral length scale for the
largest eddies depending on the wall normal position [23]. Hence, the
scale ratio (and thus, wavenumber range) where the spectral energy
density acquires the −5/3 power law varies depending on the wall-
normal position, making the use of a scaling based on η questionnable.
Nonetheless, geometrically, the energy scales are still defined based
on the wall-normal position, given that there is a peak of turbulence
production close to the wall, which sustains turbulence away from the
wall by a diffusion mechanism. Between the region close to the wall13

and the region away from the wall14, there is an overlapping region at
sufficiently large turbulence states, where turbulence generation and
dissipation are in a quasi-equilibrium condition. Thus, this produces a
self-similar flow [23]. Hence, the great wall-bounded turbulence flow
discussion is focused on the question of what should be the characteristic
property of the flow in wall-bounded turbulence? a scaling based on viscous
units, such as in the Kolmogorov’s hypothesis, or some other similarity based
on the geometry of the flow, i.e., the bulk flow, large scale structures or eddies?.
Marusic et al. [24] give a very detailed overview of the progress and
related issues regarding this discussion. A quick review of some of
the theoretical aspects regarding these issues will be discussed in
the Theory part of this thesis. For the current research overview, it is
sufficient to say that the major push in contemporary research is on
the achieval of the above mentioned sufficiently large turbulence state
(sufficiently large Reynolds number), such that the viscous layer of the
flow can overlap with the outer layer, and the self-similar picture due
to geometry becomes clearer. The nondimensional number associated

11 Isotropic turbulence
12 This would be roughly equivalent to (1/2)(V̂ · V̂) in an isotropic turbulent flow
13 Viscous layer of the flow
14 Outer or logarithmic layer
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Figure 1.2: Development of FLOPS of selected supercomputers in comparison
to achievements in turbulent channel flow simulations

to the magnitude of the turbulence in wall-bounded flows is the
friction Reynolds number. It uses a scaling based on viscous units for
all near-wall motions, partially maintaining the original idea from the
Kolmogorov’s hypothesis [23],

Reτ =
ρwuτ L

µw
. (1.6)

Here, uτ is the friction velocity, and the w subindex refers to the
position of the wall. Depending on whether the flow is planar (channel)
or cylindrical (pipe), L is equivalent to either half of the channel width
or to the pipe radius. uτ is defined in terms of the wall shear stress τw,

uτ =

√
τw

ρw
. (1.7)

Figure 1.2 shows again the evolution of the FLOPS for selected su-
percomputers in the last 30 years, this time comparing the corre-
sponding achievements of Direct Numerical Simulations (DNS) for
wall-bounded turbulence (channel flows) in terms of friction Reynolds
numbers. As a comparison, for flows of interest in very large pipes,
the expected friction Reynolds number is in the range of orders of
magnitude 105 − 106 [25].
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1.2.2 Transition to turbulence and turbulence modification by variable
density effects

So far, the discussion regarding the physics of wall-bounded turbu-
lence has been done considering homogeneous (yet anisotropic) tur-
bulent flows, i.e., incompressible constant property turbulent pipe or
channel flows15. Part of the scope of this thesis considers the evaluation
of turbulent flows which do not necessarily adhere to these assump-
tions. On top of the homogeneous turbulence picture of an incom-
pressible constant property channel flow16, where the self-similarity
due to the overlapping of the viscous and outer layers may take place
at all streamwise locations in the channel, one could also account
for a streamwise variation of the turbulence statistics. In the case of
channel and pipe flows, the inhomogeneity in streamwise statistics is
commonly known as the effect of the entrance length.

The entrance length problem is mostly interesting in the field of
heat transfer, given that it determines whether the heat transfer co-
efficients (and therefore, the design of, e.g. the heat exchanger) are
dependent or independent of the streamwise position of the internal
flow. Meyer and Everts present a detailed and extensive investigation
which could be considered the cornerstone of experimental research in
heat transfer transitional effects [33–36]. Considering only the Nusselt
number, the work of Everts and Meyer is the best evidence that can
be shown concerning the distinction between the internal flows with
homogeneous turbulence and non-homogeneous turbulence internal
flows. For homogeneous flows, it is possible to represent the Nusselt
number in terms of other nondimensional numbers (e.g. Grashof and
Reynolds number) with relatively simple regression models, achiev-
ing high accuracy. For fully developed internal laminar flows with
constant properties, the Nusselt number can even be obtained in an
analytical way. The work of Gnielinski presents a detailed overview
of several correlations used for the calculation of the Nusselt num-
ber and the heat transfer coefficient [37]. The latter ideas could be
understood as a 1-D turbulence picture, given that the turbulence is
only defined in this case by the characteristic Reynolds number of
the flow. In the limit of transitional flow, i.e., between the fully lami-
nar and fully turbulent flow, the correlations for the Nusselt number
change. The apparent discontinuity in the behavior of the Nusselt
number as a function of the Reynolds (or Grashof) number is, as of
today, not accurately described by any simple regression model. For a
non-homogeneous flow, this transitional limit is also achieved in the

15 In very simple terms, an homogeneous turbulent flow is one which is invariant along
its translation direction, while an isotropic turbulent flow is one where turbulence
propagates in the same way in all directions. A fully developed internal flow is an
example of an homogeneous turbulent flow

16 see e.g. Pope for details regarding the boundary layer equations and examples for
the mean and RMS velocity profiles in a canonical channel flow [32]
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Figure 1.3: Achievements in incompressible constant property pipe and chan-
nel flow simulations, as well as in variable properties (variable
density, VD in the plot) pipe and channel flow simulations, as in,
e.g. compressible flows.

region between fully laminar and turbulent flow. However, this region
is no longer an abstract nondimensional number space, but rather, a
well defined direction of propagation of the flow. The 1-D turbulence
picture may be now considered 2-D (or quasi 2-D, if a quasi-steady
flow is assumed, i.e., ∂V/∂t ≈ 0).

For the representation of the actual flow fields, the use of com-
putational simulations has long superseded the little flexibility of
experiments. However, due to the inherent wavenumber coupling
of turbulent flows, the gap between computer simulated flows and
practically relevant flows remains still significantly large for most
applications, as in the pure incompressible constant property flow
case. Even worse than in the constant property flow case, trying to
account for variable properties in the flow, as one would expect in
the study of heat transfer, results in an even larger gap, e.g. between
achievements in variable property flows and constant property flows.
As an example, Figure 1.3 shows the achievement in incompressible
constant property channel and pipe flow simulations with respect to
the friction Reynolds numbers, in comparison to variable density chan-
nel and pipe flow simulations. Variable properties such as variable
density effects may also be responsible for seldom phenomena such as
the relaminarization of an initially fully turbulent flow, see e.g. [38].
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1.2.3 Applications of EHD-enhanced turbulent pipe and channel flows

The discussions regarding the nature of turbulence, transitional regimes
and variable properties are also seen in the trends describing the re-
search on EHD-enhanced internally forced convective flows. One could
classify these flows into two main categories: one category comprises
those flows where EHD literally enhance specific effects, and these are
then considered as an optimization in the application performance
(EHD is not the dominant phenomenon); a second category comprises
those flows where the leading order effects are EHD effects, however,
these may be affected by the flow regimes (EHD is the dominant
phenomenon).

An example of flows where the EHD effects are not in leading
order are the plasma assisted flames. Early experiments in this regard
show flame augmentation due to the additional available energy by
the electrical discharge of an electrode, as quoted by [48]. Although
there may be numerous advantages for plasma assisted flames, in
comparison to traditional premixed or diffusion flames, specifically
regarding potential soot reduction, the main limitation for further
progress in this topic is the elevated power consumption of such an
application. Probably a less sophisticated example of flows in this
first category is a simple heat exchanger with an incorporated array
of electrodes. Experimental work from Ohadi and Nelson et al. [49,
50] show Nusselt number increases larger than 200% for transitional
Reynolds number pipe flows. This could be thought of, as the effect of
turbulence due to additional available energy by the generated electric
field.

Probably the most salient example for this thesis of the first type of
flows, is the industrial application of Electrostatic Precipitators (ESPs),
or just electrostatic precipitation. In essence, an electrostatic precipita-
tor is a device which is able to precipitate particulate matter in a flue
gas (normally air). This is due to the collision-induced charging of
the particulate matter with ions in air. The particulate matter is then
electrically repelled from the electrode at the center of the precipitator,
flying towards the collector walls of the device. One of the first nu-
merical studies in this topic was done by Yamamoto [51]. [51] studied
the behavior of the electric wind inside a wire-plate precipitator. [52]
examined the characteristics of the turbulence under the influence of
weak and strong Electric Body Forces (EBFs). For weak EBFs, the tur-
bulent kinetic energy spectrum still retains features of the Kolmogorov
turbulence. An electrokinetic length scale, intermediate between the
integral and Kolmogorov length scale appears, marking the boundary
between the inertial subrange and the EBF range in the spectrum. The
EBF range ends at the dissipation range [52]. For the large EBF regime,
the inertial range of the spectral energy density entirely disappears. In
simpler terms, the analysis and results from [52] show that, the larger
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the EBF is, the larger the importance of the ionic wind will be, until,
eventually, what in principle was just a secondary flow, ends up being
the primary flow, as well as the reference length and time scale of the
flow.

The importance of the large structures in EHD flows certainly seem
like a compelling argument for the discussion of the characteristic
property in wall-bounded turbulence. Soldati and Banerjee performed
numerical simulations in order to corroborate the influence of these
large scale EHD structures on the Turbulent Kinetic Energy (TKE) bud-
gets(e.g. production and dissipation of turbulence) [53]. The friction
Reynolds number for the numerical simulation of Soldati is, not sur-
prisingly, one order of magnitude less than the highest Reτ achieved
for variable property pipe flow. This, of course, points out to the obvi-
ous conclusion, which is that solving the Maxwell equations on top of
the Navier-Stokes equations is a very expensive task.

Finally, what could be said about the transition to turbulence in EHD
flows? Or more fundamentally, is the role of the characteristic nondi-
mensional numbers in EHD flows well understood? A recommended
international standard of the Institute of Electrical and Electronics
Engineers (IEEE) seems to argue that there is great confusion in the
use of nondimensional parameters across research studies [54]. It is, in
this context, unimagineable to argue in a similar way to the studies of
[33–36] regarding the Nusselt number behavior, according to whatever
nondimensional number is the appropriate one for the characterization
of EHD flows.

1.3 the fundamental question behind this thesis

Can the numerical study of EHD-enhanced internally forced convec-
tive flows aid in the titanic task of bringing some light into the un-
derstanding of wall-bounded turbulence? or will this just take us
further down a rabbit hole of even more sophisticated problems? If it
is indeed able to bring some understanding into the topic, which al-
ternatives are possible for the numerical simulation of slightly more
realistic flows? Although this thesis will not be able to answer these
questions, it is the hope of the author that this work is considered at
least a summary of issues, as well as a first stepping stone towards
possible solution alternatives for tackling EHD flow problems with
numerical simulations.

1.4 thesis outline

The One-Dimensional Turbulence (ODT) model will be used in this
thesis to simulate EHD flows. In the next chapter of this part of the
thesis, a quick review of the fundamentals of the continuum elec-
tromechanic equations will be given, i.e., an overview of the Maxwell
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equations together with their coupling to the Navier-Stokes equations.
Chapter 3 discusses the most important concepts required for the
understanding of the One-Dimensional Turbulence model.

The Part II of this thesis is dedicated to the validation of the ODT
model for non-EHD flows. The validation consists in the evaluation
of the results of the model against published numerical simulation
results of incompressible constant property pipe and channel flows
(Chapter 4), as well as of variable density pipe flows (Chapter 5). The
latter is done for the study of the relation between turbulence and
heat transfer, which will be required later in the thesis.

Having a validated model is the necessary condition for the Part
III of the thesis, which discusses the results of its application into a
variety of EHD flows. All of the evaluated EHD flows correspond to
the category of flows which can be found in ESP. First, the numerical
simulation of an incompressible constant property flow inside a wire-
plate electrostatic precipitator is presented (Chapter 6), followed by
the results of several numerical simulations for the flows inside a
wire-tube (or cylindrical) electrostatic precipitator (Chapter 7). The
conclusions, recommendations, as well as an outlook for future work
will be presented in Chapter 8, at the end of Part III of the thesis.



2
G O V E R N I N G E Q UAT I O N S F O R
E L E C T R O H Y D R O D Y N A M I C F L O W

The electrohydrodynamic phenomena are governed by the simulta-
neous postulates of the Maxwell and Navier-Stokes equations. A de-
tailed presentation of the Navier-Stokes equations in Eulerian and La-
grangian representation is given in appendix A. The relevant Maxwell
equations and issues regarding electrohydrodynamic flow are dis-
cussed now in this chapter. The entirety of the nomenclature used in
this chapter and in subsequent chapters is described at the first time
or moment of introduction of the relevant quantity, index or mathe-
matical operator. Subsequent redundant nomenclature explanations
are, thus, omitted. Nonetheless, the nomenclature is listed in a com-
prehensive way at the beginning of this thesis, in the Nomenclature
section.

2.1 the electroquasistatic limit of the maxwell equa-
tions

Probably one of Maxwell’s greatest discoveries was that electricity and
magnetism were just 2 manifestations of the same phenomenon. Both
the electric field E and the magnetic field intensity H can be written
in the form of the wave equation,(

∂2

∂t2 − c2
0∇2

)
Ψ = 0. (2.1)

Here, Ψ is either E or H and c0 is the speed of light in vacuum. In fact,
the speed of light can be written as,

c0 =
1

√
ϵ0µM,0

. (2.2)

ϵ0 is the electrical permittivity of the vacuum and µM,0 is the magnetic
permeability of the vacuum .

Eq. (2.1) is obtained for time-dependent and dynamic electric and
magnetic fields, under the assumptions of a vacuum, i.e., charge-free
space. The absence of electric currents is also assumed [55]. ϵ0 and
µM,0 are also assumed as constants. c0 can, in turn, be associated to a
characteristic wavelength l, and a characteristic electromagnetic wave
transit time tEM,

c0 =
l

tEM
. (2.3)

17
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Alternatively to the wave philosophy, it is also possible to arrive at
the definition of the electromagnetic transit time tEM in a particle
philosophy. This is done by means of the evaluation of the character-
istic charge relaxation time scale tE, and the characteristic magnetic
diffusion time scale tM, as in [56],

tEM =
√

tEtM. (2.4)

In order to derive appropriate scaling arguments for tE and tM, a
reasoning based on the movement of charges, or on the presence of
electric currents is required. An overview of the different types of elec-
tric currents is shown next. This thesis is focused on the phenomena
associated to phenomena governed by dynamical time scales t >> tEM.
In general, for any non-relativistic application, tEM/t << 1. Melcher
performs the asymptotic expansion of the complete Maxwell equa-
tions in terms of tEM/t [56]. The electroquasistatic (EQS) limit of the
Maxwell equations can be derived for the case where tE > tEM > tM.

2.1.1 Types of electric currents in the EQS limit

According to [56] and [55], electric currents can be classified into the
following categories.

2.1.1.1 True currents

These are associated to the physical transport of true (free) charges. A
true or free charge is not bound to the atoms or molecules of matter.
Therefore it can also be referenced as an unpaired charge [57].

1. Conduction currents: Free, unpaired charges can travel over
relatively large distances (with respect to interatomic or inter-
molecular distances) under the influence of electric fields. The
particle density fields are determined by such electric fields.

• Drift or unipolar conduction currents: For unipolar con-
duction, the associated electric current density exists only
in the presence of a net (free, unpaired) charge density ρ f .
For a given mobility of charges within a specific medium
of propagation β, the drift current density, or unipolar con-
duction current density, is defined as in [57],

Jdri f t = ρ f βE. (2.5)

• Ohmic conduction currents: For many materials, the de-
gree with which they can resist or facilitate this transport of
charges is an inherent material property, i.e., the electrical
conductivity σ [57]. The electric current density associated
to a given external electric field follows in this case the
Ohmic conduction model, or Ohm’s law [57],

JOhm = σE. (2.6)



2.1 the electroquasistatic limit of the maxwell equations 19

2. Diffusion currents: An analogous mechanism for molecular
transport of charge is given by the transport due to non-uniform
concentration of charges or charged particles, or, conversely, due
to charge density gradients. The transport of charge is in this
case, in contrast to conduction currents, not caused by external
electric fields. If D is the diffusion coefficient for the charges or
charged particles, the electric current density is then given by
[56] as,

Jdi f f = −D∇ρ f . (2.7)

Interestingly, the Einstein relation provides a way to relate drift
and diffusion currents by means of the mobility and diffusion
coefficient of electric charges,

D =
βkBT

q
. (2.8)

Here, T is the temperature, q is the elementary charge and kB is
the Boltzmann constant.

2.1.1.2 Polarization currents

Unlike free charges, paired charges are bound to atoms or molecules
of matter. The polarization charge density ρp is related to the density
of electric dipoles in a medium [57]. Polarization current densities
arise from the temporal rate of change of the polarization density
vector P [55],

Jp =
∂P
∂t

. (2.9)

2.1.1.3 Convective currents

Additional currents can arise from convective effects, or due to the
direct transport of charges by the motion of the material medium [55].
These convective currents appear naturally as a consequence of the
charge flux relative to the mass-averaged velocity of the flow V. The
electric current density vector associated to a convective current is in
this case,

Jconv = ρ f V. (2.10)

2.1.1.4 Electric current density vector notation in this thesis

This thesis is focused on the effects of drift currents, or unipolar
conduction currents. Since fluid motion is also of interest, convective
currents must also be evaluated. However, the convective current Jconv
is, notation-wise, not included in the electric current density vector
notation used in this thesis, J. Instead, Jconv will be written directly
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as a charge flux in the corresponding governing equations. Thus,
notation-wise, for the scope of this thesis,

J = Jdri f t = ρ f βE. (2.11)

2.1.2 Gauss’s law

In its integral form, Gauss’s law states that the flux by electric dis-
placement of free charges through a given closed surface S is equal to
the free charge q f enclosed in the volume V defined by S,∮

S
D · ndS =

∫
V

ρ f dV. (2.12)

Here, D is the electric displacement vector. The integral on the RHS
of Eq. (2.12) is identically equal to the free charge q f in the volume
V. The differential form of Gauss’s law is obtained by applying the
divergence theorem to Eq. (2.12) and subsequently differentiating it in
terms of the volume,

∇ · D = ρ f . (2.13)

2.1.3 Faraday’s law

Faraday’s law predicts how a time-varying magnetic field affects an
electric field. Due to the circulation of electric field lines in a conductive
loop Γ, there is a time-varying magnetic flux B through the surface S
enclosed by the conducting loop, i.e.,∮

Γ
E · řdΓ = −

∫
S

∂B
∂t

· ndS. (2.14)

In order to obtain the differential form of Faraday’s law, the LHS of
Eq. (2.14) is transformed according to the Stokes’ theorem and both
LHS and RHS are differentiated in terms of surface elements,

∇× E = −∂B
∂t

. (2.15)

Neglecting the magnetic effects, according to the assumptions in the
EQS limit [56] results in,

∇× E = 0. (2.16)

Given that the electric field is irrotational, it is possible to express it
by means of a scalar potential. Indeed,

E = −∇ϕ, (2.17)

where ϕ is the electrostatic potential.
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2.1.4 Charge conservation

Analogous to the conservation of mass in appendix A, there is also
a corresponding law for conservation of charge. Since this thesis
is only focused on unipolar conduction currents, details regarding
polarization currents and polarization charge densities are omitted.
These details can be found in [55, 57]. In the absence of polarization
effects, and due to the unipolar conduction, all the charge is associated
to unpaired or free charges. Therefore, there is a simple linear relation
between the electric displacement vector and the electric field, such
that the electric field directly satisfies Gauss’s law [55, 57],

D = ϵ0E. (2.18)

2.1.4.1 Lagrangian representation

Following appendix A, for Ψ = q, the postulate for charge conservation
is,

dq
dt

= I. (2.19)

Here, I is the electric current, and q refers to the free charge, which
is the focus of this thesis. Therefore, the integral law for a finite size
system is

d
dt

∫
V(t)

ρ f dV = −
∮

S(t)
J · ndS. (2.20)

Here, J = I/S and points, per convention, from the surface to the inte-
rior of the control volume, implying an influx of charge, or, conversely,
the accumulation of charge. The vector S = Sn points outside of the
control volume, hence the minus sign on the RHS of the equation,
such that Eq. (2.19) holds in an absolute sense. Note that there may
not necessarily be just one type of free charge. In fact, for the type
of flows inside ESPs, it is very common to find, e.g., ions in air and
charged dust particles. Thus, for more than one type of free charge,

d
dt

∫
V(t)

∑
n

ρ f ,ndV = −
∮

S(t)
J · ndS,

where n is in this case an index for the different types of free charges.
Specifically, for the n-th charge species1, after using the divergence the-
orem for the surface integral of the current density, the corresponding
statement of charge conservation is, as in [56],

d
dt

∫
V(t)

ρ f ,ndV =
∫

V(t)

(
ω̇ f ,n −∇ · Jn

)
dV. (2.21)

1 The term charge species is used here in analogy to the term of chemical species found in
turbulent reactive flows
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ω̇ f ,n = qedN f ,n/dt is the n-th charge species source term (rate of
generation minus rate of recombination of the species), given by the
product of the rate of change of the number density N f ,n

2 and the
elementary charge qe. ω̇ f ,n must satisfy,

∑
n

ω̇ f ,n = 0. (2.22)

Likewise, Jn is the n-th current density, such that,

∑
n

Jn = J. (2.23)

2.1.4.2 Eulerian representation

In order to obtain the differential Eulerian representation, the Reynolds
Transport Theorem, Eq. (A.1), is used to transform Eq. (2.20). The
surface integrals are replaced by their volume counterpart by means
of the divergence theorem,∫

V

[
∂ρ f

∂t
+∇ ·

(
ρ f V + J

)]
dV = 0. (2.24)

Here, again, J represents, physically, the surface density of any type of
electric current in the system. Eq. (2.24) is the same equation for charge
conservation obtained by Melcher for the reference frame measuring
V as the mass-averaged velocity [56]. For a system with an arbitrary
number of types of free charges, the equivalent version of Eq. (2.24) is,

∫
V

[
∂ρ f ,n

∂t
+∇ ·

(
ρ f ,nV + Jn

)]
dV =

∫
V(t)

ω̇ f ,ndV. (2.25)

The differential Eulerian representation for charge conservation is
obtained by differentiating Eq. (2.24) or (2.25) with respect to the
volume,

∂ρ f

∂t
+∇ ·

(
ρ f V + J

)
= 0. (2.26)

∂ρ f ,n

∂t
+∇ ·

(
ρ f ,nV + Jn

)
= ω̇ f ,n. (2.27)

The scope of this thesis is limited to the use of one single charge
species, namely, ions in air. Nonetheless, a brief discussion concerning
the effects of the presence of several types of charge species will be
presented later.

2 dN f ,n/dt can be calculated, e.g., by means of the population balance equations, as in
[58]
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2.2 electroquasistatic force , work and energy

2.2.1 Lorentz and Coulomb force

As commented by [56], it is now widely accepted that the fundamental
force in electromagnetic phenomena is that one associated to a test
charge. The Lorentz force acting on a charge particle in the vacuum is,

FLorentz = qE + qV f × B. (2.28)

For a distribution of charges and in the EQS limit, Eq. (2.28) is written
as,

dFE
dV

= ρ f E. (2.29)

The latter is the general expression for the Coulomb force. Note that
Eq. (2.29) can be rewritten by means of Eq. (2.13) as in [55],

dFE
dV

= (∇ · D) E. (2.30)

This could be considered a generalized Coulomb force without the
direct reference to the electric charge density field. For dielectrics or
propagation media with inhomogeneous permittivity and polarization
effects, the resulting force from Eq. (2.30) may not be as simple as Eq.
(2.29), although both expressions would imply the same [55]. Given
that polarization effects are neglected in this thesis, the appropriate
version of the Coulomb force to consider for the scope of this thesis is
that given by Eq. (2.29).

2.2.2 Electroquasistatic energy balance

In the presence of some external electric field, there is a work associ-
ated to the transport of charges, from one position to another, along a
path Γ. Using the definition of the Coulomb force from Eq. (2.30),

W = −
∫

Γ
FE · δ̂Γ = −

∫
V

∫
Γ
[(∇ · D) E] · δ̂ΓdV.

The minus sign is used here for the work as a consequence of the
definition of work having the opposite sign to the change in the
electrostatic potential energy. The electrostatic energy is recognized
as a potential energy due to the fact that the Coulomb force can
be expressed in terms of a scalar potential Eq. (2.17). An additional
consequence of the irrotationality of the electric field is that it is
possible to rewrite then the latter equation as,

W =
∫

V
(∇ · D) ϕdV.
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This work term is then treated as an electrostatic potential energy
term ΞE. For a given charge increment, or an increment in the electric
displacement, the increment in electrostatic potential energy is,

∆ΞE,V =
∫

V
(∇ · ∆D) ϕdV =

∫
V

ϕ∆ρ f dV. (2.31)

The latter expression on the RHS is obtained after substituting Eq.
(2.13). Note that this expression considers only the field of charge
within V (excludes the boundaries). There may be, however, also some
surface charge along the border of V. For such case, the change in
electrostatic potential energy would be given by,

∆ΞE =
∫

V
∆ρ f ϕdV + ∑ ϕS∆qS,

where qS and ϕS are the charge and electrostatic potential at the surface
(or surfaces) of the control volume. Replacing the second term on the
RHS by an equivalent surface integral, i.e., Eq. (2.12), and using Eq.
(2.18) while neglecting polarization effects, and finally applying the
divergence theorem for that surface integral results in,

∆ΞE =
∫

V
∆ρ f ϕdV −

∫
V
∇ · (ϵ0ϕ∆E)dV.

The minus sign on the second term on the RHS results from the
orientation of the normal surface vector of the boundaries, which
points towards V. Using a vector identity similar to the chain rule for
derivatives, and Eq. (2.17), (2.18) and (2.13) results in,

∆ΞE =
∫

V
ϵ0E · ∆EdV. (2.32)

The energy balance in the electroquasistatic limit can be obtained
based on the intuitive concept of electrical power as the multiplication
of voltage and current, as in [56]. Consider the multiplication of the
charge conservation equation, Eq. (2.26) with the electrostatic potential,

ϕ
∂ρ f

∂t
+ ϕ∇ ·

(
ρ f V + J

)
= 0.

The latter equation can be rewritten after using Eq. (2.13), (2.18) and
(2.17), while neglecting polarization effects, and after applying a con-
venient vector calculus identity,

ϵ0ϕ
∂ (∇ · E)

∂t
+∇ ·

[
ϕ
(
ρ f V + J

)]
+
(
ρ f V + J

)
· E = 0.

Interchanging the divergence and the time derivative on the LHS
of this equation, and applying again the convenient vector calculus
identity results in,
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∇ ·
(

ϵ0ϕ
∂E
∂t

)
+∇ ·

[
ϕ
(
ρ f V + J

)]
+ ϵ0

∂E
∂t

· E +
(
ρ f V + J

)
· E = 0.

(2.33)

It is now possible to define the electrostatic power flux ΦE, the elec-
trostatic potential energy density dΞE/dV = ρξE, and the electrostatic
energy dissipation density ϵE, as in [56],

• Electrostatic power flux:

ΦE = ϕ

(
ϵ0

∂E
∂t

+ ρ f V + J
)

. (2.34)

• Electrostatic potential energy density: Similar to Eq. (2.32), the
rate of chage of the electrostatic potential energy density is,

∂ (ρξE)

∂t
= ϵ0

∂E
∂t

· E. (2.35)

Rearranging this expression by means of a convenient vector
calculus identity, it is possible to write the electrostatic potential
energy density as,

ρξE =
1
2

ϵ0 |E|2 . (2.36)

• Electrostatic energy dissipation density:

ϵE,Eulerian = −
(
ρ f V + J

)
· E. (2.37)

As it is usual in fluid mechanics, the energy dissipation density is
associated to an entropy change as detailed in appendix A,

ϵE = − d
dV

(
δQ
dt

) ⏐⏐⏐
E
= −ρT

ds
dt

⏐⏐⏐
E

. (2.38)

This electrostatic energy dissipation term is the commonly known
Joule heating effect.

2.3 eulerian and lagrangian eqs treatment

Maxwell’s treatise on electromagnetism implied the beginning of the
description of physical phenomena by fields and distributions. In this
sense, it is a bit odd to talk about electric fields within a Lagrangian
description. Formally, calculations of electric fields need to take place
within an Eulerian framework. This formalism will be partially ignored
in the notation of this thesis during the discussion of the coupling
between the Maxwell and Navier-Stokes equations. In such cases,
the expression of the electroquasistatic force that is used is simply



26 governing equations for electrohydrodynamic flow

FE = qE as in the limit of Eq. (2.28), instead of the electrostatic force
given directly by Coulomb’s law, i.e.,

FE =
q1q2

(4πϵ0) |r21|
2 ř21. (2.39)

Here, q1 = q and q2 is another charge producing the electric field line,
which starts at a charge q1 and ends at another charge q2. r21 is the
position vector pointing in the direction of q2 centered in q1, where |r21|
and ř21 are the magnitude and unit direction of the vector, respectively.
This notation and calculation dilemma will be encountered several
times in the next chapter of the thesis due to the Lagrangian treatment
of the turbulence model used here. In order to bridge the Eulerian and
Lagrangian frameworks, an extensive use of the material derivative
will be applied. Although electric field calculations will only take
place within an Eulerian framework, the calculated electric field can
be used in a Lagrangian framework as well. This is due to the Galilean
invariance of the quasistatic formulations of electromagnetism [56],
i.e., the electric field is the same in any3 reference frame.

In order to obtain another important identity relating the Eulerian
and Lagrangian treatment in relevant EQS quantities used in this
thesis, a discussion regarding the calculation of the rate of change
of the electrostatic potential energy density follows. Indeed, there is
an alternative way to calculate the rate of change of the electrostatic
potential energy density. Consider the power given by the rate of
change of the electrostatic potential energy,

δ̂ΞE

dt
= FE · Vq = qE · Vq.

If q = ρ f V and Vq = V f , i.e., the velocity of the free charge continuum,
then,

dΞE

dt
=
∫

V
ρ f E · V f dV.

Thus, differentiating with respect to the volume,

d
dV

(
dΞE

dt

)
= ρ f E · V f .

In a fixed mass system (Lagrangian system) moving with an averaged-
mass velocity V, this expression is rewritten as,

ρ
dξE

dt
= ρ

DξE

Dt
= ρ f E · V f . (2.40)

Thus, it is immediately clear that Eq. (2.40) is the Lagrangian counter-
part of Eq. (2.35). This proposition is easily verifiable by considering

3 Any non-relativistic
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the EQS limit of Ampere’s law, as derived by Melcher. In the (fixed)
Eulerian reference frame, as in [56],

∇× H = J + ρ f V + ϵ0
∂E
∂t

+
∂P
∂t

+∇× (P × V) . (2.41)

Here, H is the magnetic field intensity vector measured at a fixed
reference frame. Neglecting polarization effects and in the limit where
magnetic effects are also negligible4, H → 0,

ϵ0
∂E
∂t

= −
(

J + ρ f V
)

.

Performing an scalar product with the electric field on both sides of
the equation results in,

ϵ0
∂E
∂t

· E = −J · E − ρ f V · E. (2.42)

Substituting now J by a relative charge flux from a system moving

with the velocity of the free charges, i.e., J = ρ f

(
V f − V

)
,

ϵ0

2
∂ |E|2

∂t
= −ρ f V f · E.

The identity is then demonstrated by considering that V f in the Eu-
lerian reference frame is identically equal to the same velocity but
with opposite sign in the Lagrangian reference frame due to the dis-
placement or deformation character of the Lagrangian velocity. Thus,

ϵ0

2
D |E|2

Dt
= ρ

DξE

Dt
= ρ f E · V f , VLagrangian = V f , (2.43)

If the velocity of the Lagrangian system is just V and not V f , then, it
is possible to recognize that Eq. (2.42) is the same Eq. (2.33) without
flux terms. This means that Eq. (2.42) is the Lagrangian power flow
balance, and as such,

ϵ0

2
∂ |E|2

∂t
→ ρ

DξE

Dt
= −J · E − ρ f V · E. (2.44)

It is also possible to recognize directly from Eq. (2.44), that the elec-
trostatic energy dissipation rate is also, in the Lagrangian framework,

ϵE,Lagrangian = −J · E − ρ f V · E = ϵE,Eulerian. (2.45)

4 Even in the EQS limit of the Maxwell equations, the magnetic field intensity vector is
necessary for a fully consistent set of equations. It allows the consistency between the
charge continuity equation, Faraday’s and Gauss’s law
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2.4 hydrodynamic equations (navier-stokes)

As commented at the beginning of the chapter, a detailed derivation
of the Navier-Stokes equations is given in appendix A. In this section,
the discussion is focused on the set of constitutive relations coupling
the mass, momentum and energy conservation statements.

2.4.1 Newton’s generalized law of viscosity

The molecular transport of momentum in Newtonian fluids can be
described by the velocity gradient. This is a representation of the
momentum transport between layers of fluid by means of molecular
collisions. How fast the momentum can be transported between layers
of fluid, depends on the viscosity5 of the fluid. This thesis is limited
to the study of ideal gases. In such cases, the generalized statement
for the relation between shear stress 6 and velocity gradients is taken
from Bird et al. [59] as,

τ = µ
[
∇ ◦ V + (∇ ◦ V)T

]
− 2

3
µ (∇ · V) I. (2.46)

2.4.2 Fourier’s law of heat conduction

The molecular transport of energy can be represented in a very sim-
ilar way to the molecular transport of momentum. The rate of heat
transfer between layers of fluid, i.e., per unit area, can be related to
the temperature gradient. The constant of proportionality between the
heat flux and the temperature gradient is the thermal conductivity σT

[59],

q =
d

dS

(
δQ
dt

)
= σT∇T (2.47)

The corresponding energy generation density rate by heat conduction
can be obtained from the previously specified heat flux, by application
of the divergence theorem to Eq. (2.47). Using the notation from
appendix A,

∇ · q = ∇ · (σT∇T) =
d

dV

(
δQ
dt

) ⏐⏐⏐
T
= ρT

ds
dt

⏐⏐⏐
T

. (2.48)

2.4.3 Equation of state

The connection of the hydrodynamic equations with the actual work-
ing fluid is done via the equation of state. For ideal gases with fixed
composition, this takes the form,

p = ρRgasT. (2.49)

5 Dynamic viscosity
6 In this case, the force per area required for a given momentum transport
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Here, p is the thermodynamic pressure and Rgas is the specific gas
constant. For air as a working fluid, Rair ≈ 287.058 J/(kg · K).

2.4.4 Kinetic energy equation

As noted in appendix B, the use of enthalpy as a state function, instead
of the total energy, is preferred due to its relation with a measurable
thermodynamic parameter, the temperature, see Eq. (B.5). In order
to convert the total energy equation derived in appendix A into an
enthalpy equation, the definition of the total energy needs to be used,
Eq. (B.8). Substituting Eq. (B.8) into, e.g., Eq. (A.17) leads to,

d
dt

∫
V(t)

ρ

(
h − p

ρ
+ ξkin

)
dV

=
∫

V(t)

[
−ϵE +∇ · q −∇ · (pV) +∇ ·

(
τ · V

)]
dV

+
∫

V(t)

(
ρg · V + ρ f E · V

)
dV.

(2.50)

Here, the heat generation density rate was substituted based on the
molecular heat transfer by conduction, as per Eq. (2.48), and the Joule
heating per Eq. (2.38). The appropriate version of the Joule heating
effect is given by Eq. (2.45). An expression for the kinetic energy
density rate is required based on the LHS of the Eq. (2.50). This is
presented next.

2.4.4.1 Lagrangian representation

The point Lagrangian statement for conservation of kinetic energy
is obtained by doing a scalar product of Eq. (A.9) with the velocity
vector V,

V · d (mV)

dt
= − (V · ∇p)V +

[
V ·
(
∇ · τ

)]
V + mV · g + qV · E,

For a point system, V = V f and therefore, the only possible electrical
current existing is a convective current. Applying some convenient
vector identities and the specific kinetic energy definition from Eq.
(B.9), this can be rewritten as,

d (mξkin)

dt
=
[
−∇ · (pV) + (p∇ · V) +∇ ·

(
τ · V

)
− τ : ∇ ◦ V

]
V

+ mV · g + qV · E.

(2.51)
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For the integral representation, substitute m = ρV and q = ρ f V while
V → dV, and integrate with respect to the volume,

d
dt

∫
V(t)

ρξkindV

=
∫

V(t)

[
−∇ · (pV) + (p∇ · V) +∇ ·

(
τ · V

)
− τ : ∇ ◦ V

]
dV

+
∫

V(t)

(
ρV · g + ρ f V · E

)
dV.

(2.52)

2.4.4.2 Eulerian representation

In order to find the differential Eulerian representation for the con-
servation of kinetic energy, it is sufficient to substitute m = ρV and
q = ρ f V in Eq. (2.51). Considering a fixed control volume and apply-
ing the RTT, Eq. (A.2), to the LHS of the resulting expression leads to,

∂ (ρξkin)

∂t
+∇ · (ρξkinV) =−∇ · (pV) + (p∇ · V)

+∇ ·
(
τ · V

)
− τ : ∇ ◦ V

+ ρV · g + ρ f E · V.

(2.53)

The integral Eulerian representation is found by applying Eq. (A.1)
to Eq. (2.52),∫

V

[
∂ (ρξkin)

∂t
+∇ · (ρξkinV)

]
dV

=
∫

V

[
−∇ · (pV) + (p∇ · V) +∇ ·

(
τ · V

)
− τ : ∇ ◦ V

]
dV

+
∫

V

(
ρV · g + ρ f E · V

)
dV.

(2.54)

2.4.5 Enthalpy equation

2.4.5.1 Lagrangian representation

The enthalpy equation can be obtained by substituting the kinetic
energy equation, e.g. Eq. (2.52) into Eq. (2.50),

d
dt

∫
V(t)

ρhdV =
∫

V(t)

(
−ϵE +∇ · q − p∇ · V + τ : ∇ ◦ V

)
dV

+
d
dt

∫
V(t)

pdV.

It is possible to substitute the last pressure term on the RHS by the RTT,
Eq. (A.1). Doing so and after applying the definition of the material
derivative for the pressure leads to,

d
dt

∫
V(t)

ρhdV =
∫

V(t)

(
−ϵE +∇ · q + τ : ∇ ◦ V +

Dp
Dt

)
dV. (2.55)
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The point Lagrangian enthalpy statement would be in this case,

d (mh)
dt

=

(
−ϵE +∇ · q + τ : ∇ ◦ V +

Dp
Dt

)
V. (2.56)

2.4.5.2 Eulerian representation

It is necessary to work in this case with the analogous Eulerian repre-
sentation of Eq. (2.55). Applying the RTT, Eq. (A.1), to Eq. (2.55) leads
to,

∫
V

[
∂ (ρh)

∂t
+∇ · (ρhV)

]
dV =

∫
V

(
−ϵE +∇ · q + τ : ∇ ◦ V +

Dp
Dt

)
dV.

(2.57)

Finally, the differential Eulerian conservation law for enthalpy can
be obtained by differentiating Eq. (2.57) with respect to the volume,

∂ (ρh)
∂t

+∇ · (ρhV) = −ϵE +∇ · q + τ : ∇ ◦ V +
Dp
Dt

. (2.58)





3
M O D E L I N G O F T U R B U L E N T
E L E C T R O H Y D R O D Y N A M I C F L O W

The problem regarding the computational simulations of industrially
relevant flows was presented in chapter 1. There are, naturally, ways
to reduce the range of wavenumbers involved in the solution of Eq.
(1.4, 1.5). The widespread approach is to filter the velocity field in
order to introduce a cutoff in the wavenumber range. Numerical sim-
ulations tackling the full resolution of the flow wavenumbers and
frequencies are known as Direct Numerical Simulations (DNSs). The
use of a low-pass cutoff filter in the frequency or wavenumber do-
main, in addition to some mathematical model replacing the effect of
the time or length scales filtered out, is understood as the branch of
filter-based turbulence modeling. Reynolds-Averaged Navier-Stokes
(RANS) simulations or Large Eddy Simulations (LESs) are the most
representative filter-based turbulence models. By modeling a range of
the frequency or wavenumber range, these types of simulation meth-
ods are effectively less computationally intensive than DNSs. Filter
based turbulence models are ideally applicable whenever the dynam-
ics of the small, non-resolved scales are physically well understood
and well separated from the large flow scale behavior. Speziale [60]
and Chaouat [61] offer a very comprehensive review regarding the
fundamentals and trends in RANS, LES, as well as hybrid RANS-LES
turbulence models.

3.1 fundamentals of the one-dimensional turbulence

model

A different approach for turbulence modeling is taken in this the-
sis. This approach does not rely on the filtering of the frequency or
wavenumber range in order to perform feasible numerical simulations.
The One Dimensional Turbulence (ODT) model focuses on the view
of a turbulent field through a line-of-sight [62]. This reduces the com-
plexity of the problem of the numerical simulations from a 3-D to a
1-D problem. Considering the simplest case of a turbulent eddy in a
scalar density field, an instantaneous (and hence, time-discontinuous)
representation of some turbulent instabilities, e.g. like the turbulent
Rayleigh-Bénard (RB) instability, can be achieved by means of the lin-
ear transformation of a scalar profile. In the RB instability, an initially
stable and stratified density field undergoes vortical motion due to
the heating of the fluid from below. Consider the instant right before a
turbulent eddy in Figure 3.1, where the density field profile increases

33
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Figure 3.1: Effect of a turbulent eddy of an initially unstable thermally strati-
fied Rayleigh-Bénard configuration (the fluid parcels have been
coloured according to their temperature, where red parcels have
a higher temperature than the blue ones). The image on the left is
the instant right before the instability and the image on the right
is the instant after the appearance of the 2-D turbulent eddy.

monotonically from the bottom to the top of the 1-D domain due
to the heating effects. The heated fluid layers have a lower density
than the cold fluid ones and thus, the weight of the cold layers acts
as a destabilizing force in the system provoking mixing and break-
ing the thermal stratification (see Figure 3.1). This configuration is,
indeed, unstable. It can be said that the gravitational force acts as
the destabilizing force in the system. The effects of the 2-D turbulent
eddy on the 1-D profile can be reproduced by a linear mapping of the
density profile ρ(y) → ρ[ f (y)]. Note that the discussion of Figure 3.1
took place in a time-discontinuous context, and with a turbulent eddy
produced by a non-local action [63].

The linear mapping is a measure preserving transformation, which
guarantees that any material element is unaffected by the event [63].
Also, there are three random variables governing the mapping rule,
namely, the instant t0,eddy and location of the eddy y0,eddy, which will be
referenced from now on as eddy event, and its size leddy. The mapping
rule, called triplet map [62, 63], is a transformation for any scalar
profile ψ (including the density profile ρ), i.e., a threefold compression
and copy of the scalar profile within the range [y0,eddy, y0,eddy + leddy],
with the middle copy inverted,

ψ[ f (y), t0,eddy] =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ψ(3y − 2y0, t0,eddy) y0 ≤ y ≤ y0 +
l
3 ,

ψ(−3y + 4y0 + 2l, t0,eddy) y0 +
l
3 ≤ y ≤ y0 +

2l
3 ,

ψ(3y − 2y0 − 2l, t0,eddy) y0 +
2l
3 ≤ y ≤ y0 + l,

ψ(y, t0,eddy) otherwise.

(3.1)

The subindex eddy was, and will be omitted for y0 and l from now on.

Consider now a possible conceptual picture for an EHD instability.
In a stable configuration prior to an eddy event, the electric field,
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Figure 3.2: Discrete eddy event representation of a stable charge density field
within a cylindrical system (wall and inner concentric electrode).
The image on the left is the instant right before the appearance
of an electrical convective current and the implementation of
an eddy event. The image on the right is the instant after the
appearance of the electrical convective current and the eddy event
implementation.

interacting with the charge density field, causes an unipolar drift
current between the inner concentric electrode at high voltage of
the cylindrical system and the outer cylindrical wall (see Figure 3.2).
Turbulence can locally modify the charge density field by convecting
charge carriers, e.g., see Figure 3.2 after an eddy event. This implies the
existence of convective currents, and thus, of an electrostatic potential
energy difference distinct from the one in the stable configuration. In
analogy to the RB case, such electrostatic potential energy difference
can be released and transformed into fluid motion. However, unlike
in the RB case, the origin of the fluid motion is indirect. It is caused
by the disturbed charge density field (due to the convective currents),
which causes changes in the electrostatic force, the latter inducing
fluid motion. Similar to the gravitational force (or gravitational field)
in the RB instability, the Coulomb force (or the electric field) is the
destabilizing force in the system. For the ODT implementation of an
eddy event, due to the measure preserving property of the triplet map,
the charge density parcels close to r = 0 in the cylindrical coordinate
system are not only mapped, but also resized in order to conserve
the total charge density by means of the non-linear area differential
rdr. That is, the measure preserving property in the planar system
guarantees,∫

V(y0,l)
ψm(y)dy =

∫
V(y0,l)

ψm[ f (y)]dy, for any m, (3.2)

while in the cylindrical coordinate system,∫
V(r0,l)

ψm(r)rdr =
∫

V(r0,l)
ψm[ f (r)]rdr, for any m. (3.3)

It is noted that the resizing of fluid parcels seen in Figure 3.2 is due to
a mesh adaption process. This process is discussed extensively in [64].
A brief summary of the process is also given in the next section.
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Since the material elements are unaffected by the eddy event and
the integral of ψ is measure preserving, it should be possible to state
that

d
dt

∫ y0+l

y0

ψdy = 0. (3.4)

This is an advection equation for ψ in the 1-D domain (in this case
specializing to planar coordinates)1. This is just the Lagrangian rep-
resentation of the continuity equation for ψ (see appendix A), i.e., an
advection equation written in a conservative form. Due to the time-
discontinuous character of the triplet map, the time derivative in the
latter equation needs to be discretized. This leads then to the same
measure preserving statement discussed before,(∫

y
ψ̂dy

)
−
(∫

y
ψdy

)
= 0.

Here, ψ̂(y) = ψ[ f (y)], i.e., a notation for the mapped profiles. Note
that whenever ψ is uniform, the statement is trivial. Hence, the interest
is in the case that ∂ψ/∂y ̸= 0 (in the planar case). It is noted that Eq.
(3.4) implies the existence of an advecting velocity vψ. Indeed, the
application of the Reynolds Transport Theorem, Eq. (A.1), to Eq. (3.4),
considering constant density in the 1-D domain, results in∫ y0+l

y0

∂ψ

∂t
dy =

(
vψψ

)
y0
−
(
vψψ

)
y0+l .

In a non-turbulent flow, vψ follows the zero gradient condition which
results from the reduction of the zero divergence condition of the
velocity field for incompressible flow to 1-D. That is, vψ is uniform,
purely advective. However, the turbulent flow case necessary obeys
a 3-D velocity divergence condition, such that the nature of vψ is
not trivial and can not be determined directly. Under the absence of
uniform advection in the ODT line direction, the advecting velocity
vψ is then associated to the changes of the 1-D deforming Lagrangian
control volume,

vψ =
dy
dt

. (3.5)

The latter expression can be approximated in a zero dimensional sense
by means of the mixing length theory. For isentropic, homogeneous
and stationary turbulence, in analogy to the mixing length theory
[65], vψ is a characteristic velocity scale. The latter is associated to
a turbulent diffusivity coefficient, or, in general, to a mixing time
scale for the flow τeddy (along with the eddy length scale l), since

1 Properties outside of the line direction, e.g. in x and z, are considered homogeneous.
This suggests a representation of dV = dy∆x∆z. However, this may vary depending
on the desired ODT formulation
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vψ ∼ l/τeddy. This supposes, as stated before, statistical homogeneity
in at least two (of three) spatial dimensions. This is the so-called
temporal or T-ODT formulation. The mixing time scale could also be
related to a streamwise mixing length scale by an advecting streamwise
velocity. The latter is the spatial or S-ODT formulation.

Specializing to the T-ODT formulation, and considering the specific
turbulent kinetic energy2 derived from the previously mentioned
mixing time scale, or eddy turnover time scale, τeddy, it can be said
that, in a statistical isotropic and homogeneous turbulent flow for a
scalar velocity ψ = u,(

l
τeddy

)2

=
1
l2

(∫ y0+l

y0

udy
)2

. (3.6)

This is the basis for the modeling of the eddy turnover time in the
ODT model [62]. It is stressed that this formula is valid only for pure
ideal, adiabatic mixing of velocity scalars (or of any scalar, in general)
in an isentropic and homogeneous turbulence field. This is due to the
assumption relating the kinetic energy of the velocity scalar u with the
kinetic energy by vψ. In order to account for more complex phenomena,
the RHS of Eq. (3.4) needs to account for molecular transport, such
that conservation laws for momentum and energy can be obtained.
Likewise, vψ, the velocity scale, need not be the flow characteristic
velocity scale. The flow velocity field V could be totally independent
from vψ, e.g. in forced convective flows. The incorporation of molecular
diffusion terms (and/or other general source terms), can be done by
means of a relatively simple numerical treatment.

3.2 sampling of eddy events

Specializing to the T-ODT formulation, the time scale determined
by Eq. (3.6) (or its generalization, as discussed afterwards) is used
to determine the instant of implementation of the eddy, t0,eddy. An
eddy rate can be calculated on the basis of the eddy turnover time
scale τeddy, the eddy length l and position r0,eddy. r0,eddy is used here
to indicate that the eddy event discussion, from this point onwards,
will take place in the context of the cylindrical coordinate system. The
eddy rate per length and unit position, for one specific eddy can be
calculated as [64, 66],

λ ∼ 1
l2τeddy

→ λ =
C

l2τeddy
. (3.7)

Here, C is a proportionality coefficient. It is an ODT parameter control-
ling the frequency of eddy events. Likewise, the global rate of eddies
is given by,

Λ =
x

λdr0dl. (3.8)

2 for constant density or incompressible flow
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Direct sampling of an eddy for a given instant of time t0,eddy, at a
specific position r0 and of a given length l, is governed by the Joint
Probability Density Function of the eddy (JPDF),

Feddy(r0, l; t0,eddy) =
λ

Λ
. (3.9)

Due to the discrete time-dependence, Feddy is actually the JPDF of a
random process Feddy(r0, l; t) (see [32]). It is not possible to determine
an analytical closed form of Feddy. Numerically, Feddy could be ob-
tained by evaluating all of the possible numerical eddy events which
could take place in the flow at every possible instant of time t. This
is an unfeasible computational endeavour. In order to numerically
approximate Feddy(r0, l; t) and simplify the computation process, a
combination of the thinning and rejection methods is used [64, 67]. In
the thinning method, eddies are sampled in time as a Poisson process
with mean rate nΛ (n > 1) and then accepted with probability Λ/nΛ.
This eliminates the dependency on the unknown global rate Λ. In
the rejection method, eddies are accepted based on the ratio between
the unknown Feddy and a presumed JPDF Geddy(r0, l) as Feddy/(bGeddy)

(b > 1). Dropping the subindex eddy for the JPDFs, the acceptance
probability Ω of an eddy is calculated as,

Ω = (Ωt) (Ωr) =

(
Λ

nΛ

)(
F

bG(r0, l)

)
. (3.10)

Here, Ωt and Ωr refer to the probability of acceptance of an eddy
event by the thinning and by the rejection method, respectively. Substi-
tuting 1/(nbΛ) by ∆tsamp due to the arbitrary nature of the majorizing
constants n and b, as well as the product FΛ by λ according to Eq.
(3.9), results in,

Ω =
λ∆tsamp

G (3.11)

∆tsamp is chosen in such a way that the sampling time interval allows a
sufficiently good reconstruction of the global eddy rate Λ. In practice,
this can be done by ensuring that the sampling time is sufficiently
smaller in comparison to the eddy turnover time scale τeddy. Since τeddy
varies dynamically, ∆tsamp must also be adjusted dynamically. The
approximate JPDF of eddy sizes and positions, G, is given by,

G = h(l)g(r0). (3.12)

g(r0) is a uniform eddy location PDF and h(l) is a presumed eddy
size PDF. As detailed in [64], h(l) is given by,

h(l) =
2lF
l2

[
e−

2lF
l

e−
2lF
lmax − e−

2lF
lmin

]
. (3.13)
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lF , lmax and lmin refer to the most probable, maximum and minimum
expected length scales. lmin is generally considered the Kolmogorov
length scale. The upper limit of lmax is taken as the physically maxi-
mum boundary layer thickness achievable by the internal flows stud-
ied here, i.e., half-width of the channel or the radius of the pipe,
for channel and pipe flows, respectively. Likewise, the relation be-
tween the most probable and minimum length scales is assumed as
lF = 3lmin [68].

The (over)sampling procedure described above is a memoryless pro-
cedure, where the acceptance of each event is independent of the
previously accepted event. In reality, due to the presence of the molec-
ular transport described at the end of the previous section, the catchup
diffusion advancement procedure smooths the gradients provoked
by eddy events and adjusts the property profiles in order to satisfy
the set of given boundary conditions3. This alternating stochastic and
deterministic advancement, where each one feeds back on each other’s
previous advacement is a manifestation of the parabolic character of
the ODT model. At a fundamental level, the ODT model is restricted
to the application of dominantly parabolic (or hyperbolic) flows. Even
in the case of the spatial formulation (S-ODT), this characteristic is
maintained, with the subtle difference that the sampling process of
the stochastic part is done for the streamwise position, instead of the
time.

3.3 adaptive odt formulation

The Lagrangian character of the ODT formulation may involve the
resizing of fluid parcels, as commented for the implementation of eddy
events in the cylindrical system of Figure 3.2. The resizing of fluid
parcels may also be present during the deterministic advancement part
of ODT, in order to comply with mass conservation in the Lagrangian
system, i.e., changes in density at constant mass mandate changes
in volume. Therefore, a mesh adaption procedure was developed by
[64]. The process of mesh adaption may take place in ODT under the
following circumstances:

• Eddy events are implemented based on a threefold compres-
sion (and mid-copy inversion) of scalar profiles. Recurrent eddy
events in a given section of the 1-D domain will render the
simulations unfeasible. As a result, a mesh adaption process is
performed after every eddy event implementation, in the range
[r0, r0 + l].

• In flows with non-trivial momentum and energy conservation
due to the presence of diffusive fluxes (or some other source

3 This is an important aspect which will be discussed in a different context afterwards.
Eddy events do not enforce boundary conditions directly
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terms), mass conservation results in the change of the volume of
the discrete fluid parcels (grid cells). Minimum and maximum
thresholds for the grid cell sizes are specified as inputs for the
simulations, ∆rmin and ∆rmax. If changes in the volume of a given
grid cell (or a set of grid cells) results in the violation of this
pre-specified thresholds, a process of mesh adaption takes place.

• In regions of the flow where eddy events are only seldomly
implemented, diffusion may significantly smooth the property
profiles, warranting further coarsening of the mesh. Due to this
reason, the grid is adapted after an amount of time proportional
to the CFL time-step condition (T-ODT formulation), or to the
Kolmogorov length scale (S-ODT formulation). Alternatively,
in regions of sustained volume change of the grid cells due
to Lagrangian mass conservation, the difference between the
sizes of neighbor cells in the boundaries of such regions may be
exaggerate, resulting in distorted and inaccurate calculation of
gradients. This is another reason for the regular grid adaption.

• Finally, any grid adaption procedure may result in the dispro-
portionate size between cell neighbors. Each adaption step needs
to comply with a 2.5 rule of proportion between cell neighbors’s
sizes. Otherwise, further adaption of the mesh is required [64].

In a grid cell with cell sizes ∆ri and corresponding property differ-
ence ∆ψi (both ∆ri and ∆ψi are evaluated at the cell faces), it is possible
to normalize these quantities by the overall range size and the overall
property difference in such range, i.e., rmax − rmin and ψmax − ψmin in
the range. The nondimensional arc length ∆a∗i can then be calculated
as,

∆a∗i =

√(
∆r∗i
)2

+
(
∆ψ∗

i

)2. (3.14)

The total arc length can be uniformly redistributed based on a given
nondimensional number density gDens, such that, as in [64],

∆a∗u =
∑i ∆a∗i

int
(

gDens ∑i ∆a∗i
) . (3.15)

Here, int() is the integer rounding of the factor inside the parenthesis.
The new number of grid points is int (gDens ∑i ∆a∗i ). With the defini-
tions a∗0 = a∗0,u = 0, r∗0 = r∗0,u = 0, r∗i ̸=0 = r∗i−1 + ∆r∗i , a∗i ̸=0 = a∗i−1 + ∆a∗i ,
as well as a∗j ̸=0,u = a∗j−1,u + ∆a∗u, the new nondimensional grid can be
found by interpolating the nondimensional cell face positions r∗j,u
based on the calculated a∗j,u and the previous pairs [r∗i , a∗i ], i.e.,

r∗j,u = r∗i−1,u +
r∗i − r∗i−1

a∗i − a∗i−1

(
a∗j,u − a∗i−1

)
, a∗j,u ∈ [a∗i−1, a∗i ]. (3.16)
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The new nondimensional grid cell sizes are then ∆r∗j,u = r∗j,u − r∗j−1,u.
These cell sizes are then un-scaled to their dimensional counterparts
and the new grid faces are calculated.

After the grid is processed in the previously described way, the 2.5
rule of proportion between cell neighbors’s sizes is verified. Cells are
then either merged or split in a conservative way (conserving mass
in the T-ODT formulation and streamwise mass flux in the S-ODT
formulation).

An additional mesh adaption procedure is performed in this thesis
in order to enforce a fixed cell size at the origin (cell containing r = 0)
in a cylindrical coordinate system. This is done due to the Finite Vol-
ume Method (FVM) used in this thesis. Essentially, due to the area
differential in a cylindrical coordinate system, dV = rdr (for homoge-
neous circumferential properties), any Lagrangian conservation law
is nullified at r = 0. This implies a strict conservation of fluxes (in
the absence of body source terms), which can not be achieved with
a simple FV discretization unless the grid cell containing r = 0 is
symmetric. For cylindrical coordinate systems, therefore, an additional
input parameter ∆rc is required.

As commented previously, the grid is adapted regularly depending
on the formulation, at time steps (or streamwise spatial steps) propor-
tional to the CFL time-step condition (or the Kolmogorov length in
S-ODT). The proportionality factor is in this case another mesh input
parameter, ATimeFac, i.e., ATimeFac is a proportionality factor for the time
interval (or streamwise interval in S-ODT) after which a mesh adaption
process takes place, regardless of eddy event implementations.

To finalize this section, a comment on the convergence of the nu-
merical simulations by grid independence is given. Effectively, in the
ideal case, all of the input parameters related to the grid adaption
process should be irrelevant, once the grid is sufficiently refined, as in
the sense that no real adaption is necessary at any time. In this sense,
all of the parameters mentioned in this section are not considered as
ODT model parameters.

3.4 variable density and vector odt formulation

This section discusses the generalization of the previously discussed
concepts for the current ODT formulation used in this work. The
generalized ODT formulation is discussed extensively in the Cartesian
coordinate system by Ashurst and Kerstein [69, 70] and Lignell et
al. [64]. Additionally, a detailed discussion of the cylindrical ODT
formulation can be found in the work by Lignell et al. [66].

In the variable density and vector formulation, Eq. (3.4) is general-
ized to the conservation of mass, momentum and energy in the ODT
line. Considering the stochastic part treatment only, scalars such as
the density (mass conservation) or enthalpy (energy conservation) are
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mapped as usual, ρ → ρ̂. However, due to the vector character of
momentum, the treatment of each velocity component as a scalar also
needs to comply with the overall mass and energy conservation. This
is done by adding two kernel functions. Specializing to the planar
Cartesian coordinate system, these are defined as,

KODT = y − f (y). (3.17)

The notation used here is a convention adopted in ODT literature.
As in Eq. (3.1), the convention implies that fluid at location f (y) is
mapped to location y . For the kernel function JODT, this is defined as,

JODT = |KODT| . (3.18)

The treatment of the velocity components uk, where k ∈ {1, 2, 3}, is,
in T-ODT,

uk → ûk + ckKODT + bk JODT. (3.19)

Here, b and c are the corresponding kernel coefficients of JODT and
KODT.

For the S-ODT formulation, due to flux conservation, a different
version of the kernel application for the velocity components is applied
in this work. In comparison to T-ODT, where the specific mass (trivial),
specific momentum, and specific energy are mapped together with the
density (e.g., uk, h and ρ), the corresponding S-ODT mapped quantities
are the volumetric density of mass, momentum and energy density
(e.g., ρ, ρuk and ρh). In S-ODT, thus, the kernels are applied not to
the velocity components themselves, but rather, to the momentum
components [71],

ρuk → ρ̂uk + ckKODT + bk JODT. (3.20)

It is noted that ODT has traditionally used Eq. (3.19) as the only kernel
mechanism, even in S-ODT. The use of Eq. (3.20) is new and will
probably be superseded in the future. This is due to conservation
issues in the diffusion catchup step used with this method in the only
available publication to date using it [72]. Nonetheless, this method
has been tested (as will be shown in the validation part of this thesis
and in [72]), and has been verified to yield physically coherent results
for crosswise (or radial) confined systems. Thus, this is the method
used for S-ODT in this thesis. Mapped quantities, in general, can be
calculated as,

ψ̂ =
ρ̂ψ

ρ̂
. (3.21)

Before deriving the generalized version of Eq. (3.6) in the variable
density formulation, it is noted that there is a clear distinction be-
tween the velocity components subject to the kernel effects uk and the
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velocity of the (purely deforming) Lagrangian system, vψ, or u2,ψ in
index notation. From a Lagrangian viewpoint, the velocity vψ is the
deformation velocity of the Lagrangian volume. This is generally the
opposite sign of the Eulerian measured velocity field, given that, by
the calculation of relative velocities in a purely deforming system,

Vψ = Va − V. (3.22)

Here, Va is the advecting velocity of an inertial reference frame moving
with the Lagrangian system. This is assumed at rest for the case
of a purely deforming Lagrangian system (Va = 0). V is then the
Eulerian measured velocity field in this case. For a deforming and
advecting system, the velocity Vψ, or specifically vψ measured in the
ODT Lagrangian system (line), is only part of a more general Eulerian
measured velocity field. Now we can interpret the subindex a in Va
as symbolizing the absolute measure of the velocity (absolute with
respect to a fixed coordinate system). In fact, the absolute (Eulerian)
velocity field could be decomposed as,

Va = V + Vψ. (3.23)

In [73], Eq. (3.23) is written as VA = V + VD, in [74] as VL = V + VD
and in [72] as Vtot = V + VD. All statements refer to the same velocity
decomposition. This decomposition can be seen either as a numer-
ical splitting or as an analogy of a Helmholtz decomposition into
solenoidal (V) and irrotational (Vψ) components of the velocity. Fur-
ther details of this treatment will be given in the discussion of the
deterministic advancement. It is noted that Eq. (3.23) is introduced
with the sole purpose of explaining the numerical treatment in ODT.
Thus, in this thesis, everytime that the discussion is focused on ODT,
the notation V will refer to the solenoidal part of the Eulerian mea-
sured velocity field. For the cases that the discussion is general, e.g.,
the 3-D Navier-Stokes equations, V refers instead to the complete
Eulerian velocity field, i.e., Va in the notation of Eq. (3.23).

The generalized version of Eq. (3.6) in the variable density and
vector ODT formulation can now be derived. Consider, as an example,
the momentum balance before and after mapping based on Eq. (3.19),∫

l
(ρ̂uk + ρ̂ckKODT + ρ̂bk JODT)dV −

∫
l
ρukdV = 0. (3.24)

Clearly, the latter expression is set to 0 due to (turbulent) momentum
conservation. Here, dV = rdr = dr2/2 and the integral is evaluated in
the range [r0, r0 + l] according to the rule given by Eq. (C.1). Although
ρuk is not mapped in reality (in the T-ODT formulation), it is in any
case a fact that due to the measure preserving property of the triplet
map,

∫
l ρukdV =

∫
l ρ̂ukdV. Therefore,

ck

∫
l
ρ̂KODTdV = −bk

∫
l
ρ̂JODTdV. (3.25)
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For constant density, the LHS of this expression vanishes (according
to Eq. (3.17) and the measure preserving property of the map) and,
thus, bk = 0. This means that the kernel JODT is responsible for en-
forcing variable density effects only. The kernel KODT is responsible
for redistributing the kinetic energy among velocity components after
a turbulent eddy event. Evaluating the kinetic energy change in a
velocity component for constant density results in,

∆Ξ′
kin,eddy,k =

ρ

2

∫
l
(ûk + ckKODT)

2 dV − ρ

2

∫
l
u2

kdV,

= ρck

(∫
l
ukKODTdV +

ck

2

∫
l
K2

ODTdV
)

.
(3.26)

Maximizing this expression with respect to ck (dΞkin,k/dck = 0) results
in the available kinetic energy for transfer per velocity component,

Ξkin,eddy,k =
ρ

2

(∫
l ukKODTdV

)2∫
l K2

ODTdV
. (3.27)

Although the latter energy is available for transfer, it is not neces-
sary the case that all of it is actually transferred between velocity
components. In fact, the actual energy changes imposed per velocity
component are

∆Ξ′
kin,eddy,k = α ∑

j
GijΞkin,eddy,k. (3.28)

Gij is the transfer matrix given by [75],

Gij =

⎛⎜⎜⎝−2 1 1

1 −2 1

1 1 −2

⎞⎟⎟⎠ . (3.29)

In Eq. (3.28), the energy changes are selected in such a way that they
are proportional to a tendency to produce a kinetic energy resembling
an isotropic turbulence flow. The proportionality factor, α is an ODT
model parameter.

Going back to the discussion regarding Eq. (3.27), and trying to
follow the same analysis leading to Eq. (3.6), as well as considering
the sum of all available energies as the total available kinetic energy
would result in,(

l
τeddy

)2 ρ

2

∫
l
dV =

ρ

2
∫

l K2
ODTdV ∑

k

(∫
l
ukKODTdV

)2

. (3.30)

There are definitely some similarities between Eq. (3.30) and (3.6).
First of all, it is clear that Eq. (3.30) is the extensive counterpart of the
intensive Eq. (3.6). Additionally, one may infer that due to the energy
redistribution procedure, the correct available kinetic energy is the
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same velocity integral from Eq. (3.6), but with the added multiplication
by the kernel function (summed across all velocity components). The
appearance of the kernel function also introduced the appearance of
the integral

∫
l K2

ODTdV. In ODT, the latter is an identity related to the
mean square displacement of the fluid parcels due to the triplet map
[63, 69],∫

l
K2

ODTdV =
4
27

l2
∫

l
dV. (3.31)

Since there is no appearance of such mean square displacement fac-
tor in Eq. (3.6), although this is already an intrinsic property of the
mapping process, it is left to conclude that the consistent version of
Eq. (3.30) needs to remove the division by the factor

∫
l K2

ODTdV and
instead introduce a factor 1/l2 on the RHS. Therefore, the appropri-
ate equation for the eddy turnover time scale for the vector ODT
formulation with constant density (in T-ODT) is,

ρ

2

(
l

τeddy

)2 ∫
l
dV = K0 ∑

k
Ξkin,eddy,k, (3.32)

where,

K0 =

∫
l K2

ODTdV
l2
∫

l dV
. (3.33)

The last volume integral in the denominator of K0 is introduced in
order to make K0 the necessary nondimensional scaling factor.

In the generalization of Eq. (3.32) to variable density, the factor
ρ on the RHS is absorbed into the formula of the eddy available
kinetic energy. Due to the previously mentioned influence of the
kernel function JODT, the correct scaling of the density and the eddy
length scale on the LHS is given by

1
2

(
1

τeddy

)2 ∫
l
ρ̂J2

ODTdV = K0 ∑
k

Ξ′′
kin,eddy,k.

Here, the double dash in the kinetic energy term on the RHS, Ξ′′
kin,eddy,k,

is used to indicate, in analogy to the Favre average notation, that the
kinetic energy refers to the variable density version of the available
eddy kinetic energy. The detailed definition of Ξ′′

kin,eddy,k can be found
in C. It is noted that K2

ODT = J2
ODT. Therefore, due to the appearance

of the additional kernel in the LHS density integral, a compensating
factor K0 is required on the LHS, in order to keep the consistency with
Eq. (3.32). Therefore, the consistent scaling of the equation for τeddy in
the variable density and vector formulation is,

1
2K0

(
1

τeddy

)2 ∫
l
ρ̂K2

ODTdV = K0 ∑
k

Ξ′′
kin,eddy,k. (3.34)
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In addition to the turnover time scaling by kinetic energy, it is
traditional to incorporate in ODT additional forms of energy which
can be transformed into kinetic energy. The viscous penalty factor is
a kinetic energy loss (into heat) which is incorporated in Eq. (3.34)
by means of a dimensional analogy. Starting from the same kinetic
energy analogy,

Ξvp,eddy ∼ 1
2

ρeddyv2
eddy,ψ

(∫
l
dV
)

,

it is now possible to scale the eddy velocity veddy with the kinematic
viscosity of the eddy. In doing so, and inserting another proportionality
factor, Z, which is another ODT model parameter, the expression for
the viscous penalty is obtained,

Ξvp,eddy =
Zρeddyν2

eddy

2l2

(∫
l
dV
)
=

Zµ2
eddy

2ρeddyl2

(∫
l
dV
)

. (3.35)

Here, νeddy = µeddy/ρeddy is the kinematic viscosity of the eddy. µeddy
and ρeddy are filtered values of the dynamic viscosity and the density
in the eddy, i.e.,

µeddy =

∫
l µdV∫
l dV

, ρeddy =

∫
l ρdV∫
l dV

. (3.36)

Finally, within the scope of this thesis, an additional electrostatic
potential energy term is added to the calculation of the eddy turnover
time. The formulation of the term is discussed in the next section.
The generalized formula for the eddy turnover time in the T-ODT
formulation, thus, takes the form,

1
2K0

(
1

τeddy

)2 ∫
l
ρ̂K2

ODTdV = K0

(
∑

k
Ξ′′

kin,eddy,k

)
−Ξvp,eddy +K0Ξpot,eddy.

(3.37)

The last K0 factor on the RHS in Eq. (3.37) is used to scale the eddy
electrostatic potential energy term4 proportionally to the kinetic en-
ergy term. The detailed description of Eq. (3.37) for the planar and
cylindrical coordinate systems, as well as its S-ODT counterpart is
given in appendix C. The appendix also describes the functional form
of the cylindrical triplet map and lists an algorithm overview of the
ODT advancement process.

3.5 potential energy odt formulation

The last generalization of interest in ODT for this thesis is the treatment
of the potential energy. Specifically for this thesis, a detailed discussion

4 Electrostatic potential energy which may or may not be transformed into kinetic
energy
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of the electrostatic potential energy treatment will be presented. In
the limit of constant electric fields and charge density fields5, the
electrostatic potential energy term in Eq. (2.52) does not contribute
directly to the TKE (see appendix F). Rather, the contribution to the
mean kinetic energy of the flow is done mainly via the Reynolds shear
stress [76, 77]. More detailed considerations about the treatment for
the transformation of potential energy into the mean kinetic energy
follow next.

3.5.1 Case I: the limit of zero transfer of potential into kinetic energy

First, the case in which no transfer of potential into kinetic energy
occurs is discussed next. This case was formally introduced by Jozefik
et al. [73, 78] for the ODT modeling of the Darrieus-Landau instability.
In the Darrieus-Landau (DL) formulation, the rate of eddy events is
affected by the added potential energy term in Eq. (3.37). The influence
to the turbulent flow is done by an intrinsic force, which is not part
of the model dynamics due to the reduced order of the model (the
DL instability is a 3-D dynamical instability). In practical terms, this
means that the mechanism responsible for the instability is not directly
present, or rather, not directly recognizable as an external body force
transferring energy to the flow. Given that the deterministic PDEs
solved in ODT may not directly involve the electroquasistatic body
force, since, as it will be shown in the next section, it is assumed
to act directly on the line direction, such a limit treatment can be
justified. For the case of the DL instability, the flame front is unstable
to perturbations of any wavelength due to the thermal expansion of
the gas and the implied larger density of the reactants in comparison
to the density of the combustion products.

For the DL formulation in [73], the corresponding potential energy
term was modeled as,

ΞDL,pot,eddy =
∫

l

∂va

∂t
KODT

(
ρ̂ − ρeddy

)
dV. (3.38)

Here, va is the absolute velocity in the line direction. The notation
convention assumed here indicates that the second coordinate of the
coordinate system always represents the direction of the line, which in
the case of the internally forced convective flows studied in this thesis,
always corresponds either to the wall normal direction or the radial
direction. The first coordinate and the velocity component u is used to
indicate the streamwise direction, or streamwise velocity component,
respectively. The absolute velocity is calculated according to Eq. (3.23).
The acceleration term in Eq. (3.38) is part of the intrinsic or fictitious
force responsible for the DL instability.

5 Normally called One-Way Coupling (OWC) of electrostatics in the hydrodynamics of
the flow
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It is possible to express the electrostatic potential energy term in
a way similar to the DL formulation. In order to do this, it is first
important to examine Eq. (2.31). Given that boundary conditions are
not directly enforced during eddy events, and considering that only
fluid parcels are stirred due to turbulent advection, it is clear that the
potential energy term required in ODT should be analogous to Eq.
(2.31). Thus, the density terms in Eq. (3.38) must be substituted by
charge density terms. Furthermore, understanding the acceleration
term in Eq. (3.38) as the acceleration due to a conservative force, i.e.,
the result of the net effect of a scalar gradient field, it is possible to
consider the equivalent of the acceleration term ∂va/∂tKODT in the
electrodynamic case as KODTE · řl , where řl is the unit position vector
in the ODT line direction. This is because the electric field is unaffected
by the fluid displacement due to the absence of the enforcement of the
boundary conditions during eddy events (the electrostatic potential
remains fixed). Therefore, the corresponding DL formulation for the
electrostatic potential energy in ODT is,

ΞE,pot−DL,eddy =
∫

l
KODT

(
ρ̂ f − ρ f ,eddy

)
E · řldV. (3.39)

Due to the definition of the electric current density vector, Eq. (2.11),
the latter expression can be rewritten for constant mobility β as,

ΞE,pot−DL,eddy =
1
β

∫
l
KODT

[
Ĵ · řl −

(
J · řl

)
eddy

]
dV. (3.40)

Here,
(

J · řl
)

eddy is the current density average in the eddy range,
analogous to Eq. (3.36).

3.5.2 Case II: Transfer of potential into kinetic energy

This section considers the ideas of the potential energy formulation
discussed by [79–81] and of a technical communication sent to the
author by M. Klein [82]. For the case of transfer of electrostatic poten-
tial energy into kinetic energy, the electrostatic potential energy term
needs to be incorporated into the generalized version of the kinetic
energy balance, Eq. (3.26),

∆Ξ′
kin,eddy,k =

1
2

∫
l
ρ̂ (ûk + ckKODT + bk JODT)

2 dV − 1
2

∫
l
ρu2

kdV

+ ΞE,pot,eddy,k.
(3.41)

Note that in this case,
∫

l ρu2
kdV =

∫
l ρ̂u2

kdV due to the measure pre-
serving property of the map. The latter mapped term was substituted
on the LHS by the property of Eq. (3.21). For this case, the appropriate
version of the formula for the electrostatic potential energy is that
given by Eq. (2.31), i.e.,

ΞE,pot,eddy =
∫

l
ϕ
(
ρ̂ f − ρ f

)
dV. (3.42)
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The inclusion of the potential energy term in Eq. (3.41) implies that
it will actually be part of the kinetic energy calculated as ∑k Ξ′′

kin,eddy,k.
However, due to the presence of the factor K0 multiplying the potential
energy term in Eq. (3.37), there is no need to modify the equation,
understanding that in this more generalized case,

Ξkin+pot,eddy = ∑
k

(
Ξ′′

kin,eddy,k + ΞE,pot,eddy,k

)
. (3.43)

ΞE,pot,eddy,k also influences the calculation of the kernel coefficients
bk and ck. The calculation of these coefficients for the different planar,
cylindrical, T-ODT and S-ODT formulations is presented in appendix
C. In any case, one last important model parameter is required at this
point, which is related to the redistribution of potential energy. Indeed,
since,

ΞE,pot,eddy = ∑
k

ΞE,pot,eddy,k (3.44)

is the total electrostatic potential energy, a distribution of the potential
energy per velocity component is modeled as,

ΞE,pot,eddy,k = αpot,kΞE,pot,eddy. (3.45)

αpot,k is, therefore, the last one of the ODT model parameters (along
with α, C and Z). αpot,k is subject to,

∑
k

αpot,k = 1. (3.46)

This of course excludes conflicts with the first case of the potential
energy formulation discussed previously. In this thesis, a simple choice
considering the parameters αpot,k = [0, 1, 0]T is used, where the second
coordinate corresponds to the coordinate in the ODT line direction.
The reasons for this choice will be clearer later, when the analysis of
the charge continuity equation is carried out for the determination
of the 1-D scalar governing equations used in the ODT deterministic
advancement (see next section).

3.6 deterministic odt 1-d scalar governing equations

3.6.1 Low Mach number EHD-asymptotics

This section is a formal dimensional analysis of the EHD governing
equations, which is necessary in order to properly derive the correct
1-D scalar governing equations used in the deterministic ODT ad-
vancement. Equations (A.11) and (2.58) are first transformed from the
Eulerian differential form to the Lagrangian differential form for a con-
tinuous system6, by substitution of the Eulerian continuity equation,

6 Not to confuse with the point Lagrangian representation that has been discussed so
far and which is used in appendix A
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Eq. (A.6), into the equations of momentum and energy (enthalpy),
respectively7. Afterwards, the material derivative operator, Eq. (A.3) is
used to simplify the expressions. In the case of the enthalpy equation,
the LHS of the equation is given by the LHS of Eq. (2.55) differentiated
with respect to the volume, due to the Lagrangian treatment.

ρ
DV
Dt

= −∇p +∇ · τ + ρg + ρ f E. (3.47)

ρ
Dh
Dt

= ρcp
DT
Dt

= ρ f V · E + J · E +∇ · q + τ : ∇ ◦ V +
Dp
Dt

. (3.48)

Here, cp is the specific heat capacity at constant pressure, T is the
temperature, and h is the specific enthalpy. Recall here the sign con-
vention for J defined in Chapter 2, which assumed positive current
densities going from the outside to the interior of the control volume.
This is normally the opposite of the traditional situation of, e.g., an
electrode in the center of a channel or a pipe producing an electric
discharge towards the walls. Recall also the definition of J by Eq.
(2.11), J = ρ f βE, such that the last term on the RHS of Eq. (3.47) can
be rewritten as J/β. Note also that in this specific section of the thesis
the Navier-Stokes equations are discussed, which is the reason why
V is still referring here to the complete absolute Eulerian measured
velocity field, neglecting the notation introduced for ODT in Eq. (3.23).
In the next section of the thesis, 3.6.2, the ODT equations are discussed,
such that the notation from Eq. (3.23) is adopted again.

The differential Lagrangian representation is used instead of the
integral Lagrangian representation simply because it is easier to work
directly with the temperature instead of the enthalpy. One important
reason is that the flux equalization condition in the center cell of the
ODT 1-D cylindrical grid, resolves an equalization of the heat flux, as
per Eq. (3.48). In order to couple this in an implicit way, the variable
advanced must be the temperature instead of the enthalpy. For low
Mach number flows, a nonconservative formulation can yield very
accurate results with high order methods, given that no pressure or
density discontinuities are expected in the flow. In fact, for low Mach
variable density 3-D DNSs, the majority of all publications to date use
nonconservative versions of the governing equations, see e.g. [83–87].

Besides momentum and energy, the divergence condition for the
velocity field given by the Lagrangian differential continuity equation
is required8. This results in a divergence condition for the velocity
field9. Additionally, the material derivative definition is also used to

7 The substitution of the continuity equation implies that for momentum and energy,
mass conservation is implicit, as in any Lagrangian system.

8 This is obtained by inserting the material derivative definition into the Eulerian
continuity equation, Eq. (A.6).

9 (Absolute) Eulerian measured velocity field.
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obtain a differential expression for the current continuity equation
from Eq. (2.26)10.

∇ · V = −1
ρ

Dρ

Dt
. (3.49)

Dρ f

Dt
= −ρ f∇ · V −∇ · J. (3.50)

Finally, Gauss’s and Faraday’s law, as well as the ideal gas equation
of state of air are also required, i.e., Eqs. (2.13), (2.17) and (2.49).

ρ f = ϵ0∇ · E. (3.51)

E = −∇ϕ. (2.17)

p = ρRairT. (2.49)

This set of equations is next nondimensionalized. The electroqua-
sistatic equations are discussed first. Due to Eq. (3.51), (2.17) and
(2.11), Eq. (3.50) can be fully parameterized in terms of a reference
electrostatic potential and a reference electrical mobility, β = βbβ∗ and
ϕ = ϕ0ϕ∗. For that, a characteristic length scale is required, due to Eqs.
(3.51) and (2.17). In this sense, it is now time to enforce the desired
1-D character of the equations, by setting the length scale of the ODT
domain as the characteristic length scale L. For the scope of this thesis,
in the case of channel flows, L is the half-width of the channel. Con-
versely, in pipe flows, L is the radius of the pipe. These length scales
correspond to the maximum boundary layer thickness in both configu-
rations. Therefore, ρ f is parameterized as ρ f = −(ϵ0ϕ0/L2)∇2,∗ϕ∗ and
J as J = (ϵ0ϕ2

0βb/L3)(∇2,∗ϕ∗)(∇∗ϕ∗)β∗. A reference scale for time and
velocity is required as well. For that, a distinctive frequency and a bulk
velocity are identified as reference scales11, t = t∗/ f and V = UbV∗.
Using these reference scales, Eq. (3.50) can be rewritten as,

−ϵ0ϕ0 f
L2

D
(
∇2,∗ϕ∗)
Dt∗

=
ϵ0ϕ0Ub

L3

(
∇2,∗ϕ∗) (∇∗ · V∗)

− ϵ0ϕ2
0βb

L4 ∇∗ ·
[(
∇2,∗ϕ∗) (∇∗ϕ∗)β∗] .

If the latter equation is divided on the LHS and RHS by the factor
(ϵ0ϕ2

0 βb)/L4, the factor βb(ϕ0/L) is obtained in the denominator of
the LHS term and of the first RHS term. This factor is equivalent to the

10 Same as in the (density) continuity case.
11 Same comments, implied here is the (absolute) Eulerian reference velocity field scale.
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reference drift velocity of the charged media. As described by Atten et
al. [88], it is possible to relate the electric field to the reference velocity
scale. The correct scaling is carried out in terms of a reference velocity
and a reference mobility. However, in the case of the nondimensional
charge continuity equation, it is possible to rearrange the factors as,

−
(

f L
Ub

)(
UbLρb

µb

)(
µb

ρbD f

) D f

ϕ0βb

D
(
∇2,∗ϕ∗)
Dt∗

=

( D f

ϕ0βb

)(
µb

ρbD f

)
UbLρb

µb

(
∇2,∗ϕ∗) (∇∗ · V∗)

−∇∗ ·
[(
∇2,∗ϕ∗) (∇∗ϕ∗)β∗] .

Here, D f is the free charge (ionized air) diffusion coefficient and µb is
the reference scale for the dynamic viscosity. With this substitution,
the Strouhal number St and the Reynolds number are identified on
the LHS and RHS. According to the IEEE nondimensional standard
for electrohydrodynamics [54], the ion drift number FE and the free
charge (ionized air) Schmidt number Sc f are also identified on the
LHS and RHS,

−
[St][Re][Sc f ]

[FE]

D
(
∇2,∗ϕ∗)
Dt∗

=
[Re][Sc f ]

[FE]

(
∇2,∗ϕ∗) (∇∗ · V∗)

−∇∗ ·
[(
∇2,∗ϕ∗) (∇∗ϕ∗) β∗] .

(3.52)

The factor [Re][Sc f ]/[FE] on the LHS and RHS of Eq. (3.52) is the
mobility ratio Mβ discussed by [88]. Therefore,

Mβ =
[Re][Sc f ]

[FE]
, St =

f L
Ub

, Sc f =
µb

ρbD f
, FE =

ϕ0βb

D f
. (3.53)

It is noted that the ratio [FE]/[Sc f ] is also called electric Reynolds
number, such that the definition of the mobility ratio is the ratio
between the traditional Reynolds number and the electric Reynolds
number of the flow [54]. For reference scales at standard temperature
and pressure, the inverse of the electric Reynolds number Re−1

E (and
thus, the mobility ratio Mβ) of ionized air, just as the Mach number
for the scope of this thesis, approaches zero [88]. For the limit Mβ → 0,
Eq. (3.52) leads to the statement of a constant nondimensional electric
current density J∗. Hence, it is convenient to define another reference
scale for the electric current density, i.e., J = (I/S)J∗. It is now possible
to define the complete list of nondimensional parameterizations,

ρ = ρbρ∗, V = UbV∗, ∇ =
1
L
∇∗, ρ f = −ϵ0ϕ0

L2 ∇2,∗ϕ∗

µ = µbµ∗, J =
I
S

J∗, β = βbβ∗, E = −ϕ0

L
∇∗ϕ∗

p = pb p∗, T = TbT∗, g = −gřvert, τ =
µbUb

L
τ∗

cp = cp,bc∗p, σT = σT,bσ∗
T, t =

t∗

f
, q =

σT,bTb

L
q∗.
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(3.54)

Note that řvert is the unit position vector in the vertical direction (acting
direction of the gravitational acceleration g). The nondimensional
versions of Eq. (3.47, 3.48, 3.49) and (2.49) are then12,

∇∗ · V∗ = − [St]
ρ∗

Dρ∗

Dt∗
. (3.55)

[St]ρ∗
DV∗

Dt∗
= − 1

γ[Ma]2
∇∗p∗+

1
[Re]

∇∗ · τ∗− 1
[Fr]2

ρ∗řvert +
[NEHD]

2

[Re]2
J∗

β∗ .

(3.56)

[St]ρ∗c∗p
DT∗

Dt∗
=
(γ − 1) [Ma]2[NEHD]

2

[Re]2
1
β∗ J∗ · V∗

− (γ − 1) [Ma]2[NEHD]
2

[Mβ][Re]2
J∗ · ∇∗ϕ∗ +

1
[Pr][Re]

∇∗ · q∗

+
(γ − 1) [Ma]2

[Re]
τ∗ : ∇∗ ◦ V∗ +

(γ − 1) [St]
γ

Dp∗

Dt∗
.

(3.57)

p∗ = ρ∗T∗. (3.58)

The bulk nondimensional numbers characterizing this set of equations
are,

St =
f L
Ub

, Re =
ρbUbL

µb
, Sc f =

µb

ρbD f
, FE =

ϕ0βb

D f
,

Ma =
Ub√

γpb
ρb

, Fr =
Ub√

gL
, NEHD =

√
IL3ρb

Sβbµ2
b

, Pr =
cp,bµb

σT,b
,

Mβ =
Re

ReE
, ReE =

ρbϕ0βb

µb
=

FE

Sc f
.

(3.59)

If Eq. (3.56) is multiplied on the LHS and RHS by [Ma]2, it is
possible to obtain the Boussinesq number in the gravity term, i.e.,
Bo = [Ma]2/[Fr]2. Although this is merely speculative, it would be
theoretically possible to state that there is an analogous electric Boussi-
nesq number given by the factor BoE = [Ma]2[NEHD]

2/[Re]2. In the
limit where BoE = 0 and Bo → 0, it is possible to derive the Boussi-
nesq approximation for gaseous buoyant flows from the set of the
previous nondimensional equations, see [89]. That is, a simplification

12 Here again, the implied velocity is the absolute Eulerian measured velocity field
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of the momentum equation and energy equation in order to treat the
temperature as a quasi-passive scalar, neglecting its influence on fluid
properties, e.g., ρ13. In any case, it is not the objective of this thesis to
derive such (hypothetical) asymptotic limits for BoE governed flows.
Instead, it is only noted that, in the limit Ma → 0, the multiplication
of Eq. (3.56) by [Ma]2 results in,

∇∗p∗ = 0. (3.60)

This is the classical result of the zero Mach limit asymptotics where
the thermodynamic pressure is uniform in space. This is the pressure
directly interacting in the ideal gas law, which makes density gradients,
in leading Mach order, a sole function of the temperature [89, 90].
Due to this reason, the treatment of the thermodynamic pressure P,
which is used for the ideal gas law and the temperature equation, is
distinguished from the treatment of the hydrodynamic pressure p,
which is used for the momentum equation. Additionally, for the type
of flows treated in this thesis, the thermodynamic pressure remains
constant in time, due to the open nature of the systems (pipes and
channels). This means that ∂P∗/∂t∗ = 0 and due to Eq. (3.60), this
implies,

DP∗

Dt∗
= 0. (3.61)

Without introducing additional asymptotic formalisms, it is noted
that, in the limit Ma → 0 and Mβ → 0, there is an indetermination of
the term J∗ · ∇∗ϕ∗ in Eq. (3.57). This implies that this term needs to
be evaluated in a case by case basis, in order to decide whether or not
its contribution can be neglected. Using then Eq. (3.58) and (3.57) in
the limit Ma → 0 and Mβ → 0, but retaining the term J∗ · ∇∗ϕ∗ in Eq.
(3.57), it is then possible to arrive at the expression for the material
derivative of the density,

Dρ∗

Dt∗
= P∗ D

Dt∗

(
1

T∗

)
= − 1

[St]c∗pT∗

(
1

[Pr][Re]
∇∗ · q∗ − (γ − 1) [Ma]2[NEHD]

2

[Mβ][Re]2
J∗ · ∇∗ϕ∗

)
.

(3.62)

Before summarizing the final expressions for the leading Mach and
mobility ratio order quantities of velocity, temperature and electrostatic
potential, one final nondimensional quantity is examined, namely, the
skin friction coefficient,

C f =
2τw

ρbU2
b

. (3.63)

13 The use of the term “Boussinesq approximation” here should not be confused with
the Boussinesq hypothesis used for the modeling of the Reynolds shear stress tensor
by means of the mean shear stress tensor in RANS.
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In Eq. (3.63), τw refers to the shear stress at the wall and the factor
(1/2)ρbU2

b refers to the bulk hydrodynamic pressure. If the nondi-
mensional parameterization for p∗ is substituted back in the pressure
gradient term in Eq. (3.56) and a new reference scale for the hydro-
dynamic pressure is chosen, namely, the wall shear stress, it is then
possible to rewrite the nondimensional pressure gradient term in the
momentum equation as ([C f ]/2)∇∗p∗.

For the leading Mach order and leading mobility ratio order quanti-
ties of velocity, temperature and electrostatic potential, the governing
equations are, thus14,

∇∗ · J∗ = 0. (3.64)

∇∗ ·V∗ =
1

ρ∗c∗pT∗

(
1

[Pr][Re]
∇∗ · q∗ − (γ − 1) [Ma]2[NEHD]

2

[Mβ][Re]2
J∗ · ∇∗ϕ∗

)
.

(3.65)

[St]ρ∗
DV∗

Dt∗
= −

[C f ]

2
∇∗p∗+

1
[Re]

∇∗ · τ∗− 1
[Fr]2

ρ∗řvert +
[NEHD]

2

[Re]2
J∗

β∗ .

(3.66)

[St]ρ∗c∗p
DT∗

Dt∗
=

1
[Pr][Re]

∇∗ · q∗ − (γ − 1) [Ma]2[NEHD]
2

[Mβ][Re]2
J∗ · ∇∗ϕ∗.

(3.67)

ρ∗ =
P∗

T∗ . (3.68)

It is noted that, for the leading order solenoidal electric current
density field, as per Eq. (3.64), leading order time invariant electric
fields and charge density fields are also implied. Expanding ϕ∗ and J∗

from Eq. (3.52) in mobility ratio powers, in analogy to asymptotic Mach
number analysis [89, 90], it is possible to deduce that, for the leading
order effects in terms of the mobility ratio, the charge continuity
equation is written as,

−[St]
D
(
∇2,∗ϕ∗)
Dt∗

=
(
∇2,∗ϕ∗) (∇∗ · V∗)−∇∗ · J∗,(1). (3.69)

The superindex (1) indicates that J∗,(1) is the first order term, in the
context of the mobility ratio, of the electric current density vector.

14 Same comments regarding V, the absolute Eulerian measured velocity field is implied
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The only zero order term (leading order effect) is the isolated term
∇∗ · J∗, which is the reason for the formulation of the solenoidal
current density expression of Eq. (3.64). J∗,(1) is, instead, in simpler
terms, a perturbation of the current density. It is clear that the current
density as such is not an independent variable. Rather, it is naturally
given by a certain mobility and a certain electrostatic potential field.
In that sense, the electrostatic potential appearing in Eq. (3.69) is
also the first order term of the electrostatic potential ϕ∗, in terms of
Mβ. This finding is troublesome in the sense that Eq. (3.69) is yet
another equation for the leading order velocity divergence condition.
However, it is also interesting, in the sense that it has now been verified
that there is a ’disturbance’ component in the velocity field arising
from current density fluctuations. This could be interpreted as the
conceptual basis for considering the electrostatic potential energy in
ODT as a source of turbulent advection. In fact, if the Boussinesq
approximation for buoyant flows is used disregarding electrodynamic
effects (a Boussinesq limit derived by classical zero Mach asymptotics
as in [89]), the second order momentum equation15 relates the leading
order velocity with the first order temperature. That is, there is a
temperature ’disturbance’ component in the velocity field responsible
for turbulent advection, which is interpreted as the conceptual basis
of the ODT gravitational potential energy formulation [79, 80].

3.6.2 Reduction of the deterministic low Mach system to a scalar 1-D
system

Any velocity divergence condition involving any gradient other than
the velocity gradient in the line direction in Eq. (3.69) or (3.65) implies
an elliptic problem for the deterministic ODT solution. This is because
the way to enforce the velocity divergence condition is by taking the
divergence of Eq. (3.66). In the case that there was only a pressure
gradient term on the RHS of Eq. (3.66), for any 2-D or 3-D velocity
divergence condition the resulting equation for the pressure would
be a 2-D or 3-D Poisson equation, respectively. Since the pressure is
responsible for enforcing mass, momentum and energy conservation,
this means that there could be 2-D or 3-D structures producing a
feedback in the 1-D domain. Hence, this problem is called elliptic in
ODT, because it would require 2-D or 3-D boundary conditions in
order to be solved during the deterministic step. In [72], this divergence
problem is discussed in more detail. The takeaway message is that,
in ODT, it is only possible to enforce a 1-D divergence condition
in the deterministic step. As discussed previously for Eq. (3.23), a
decomposition of the velocity field is considered. One part of the

15 The second order momentum equation in the Boussinesq approximation for buoyant
flows is the only nontrivial condition for the velocity field given the zero divergence
condition for the leading order velocity used in the approximation
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velocity field can be interpreted to evolve according to a deterministic
1-D scalar momentum equation and according to the stochastic eddy
events and the corresponding ODT kernel treatment, Eq. (3.19) or
(3.20). This is an advective contribution, i.e., the velocity V in Eq. (3.23).
Another part of the velocity field would be, in this sense, responsible
for the deformation of the Lagrangian volume in ODT. During the
deterministic step, the velocity divergence condition is derived as the
material derivative of the density (see Eq. (3.55)). This is the change
in the Lagrangian control volume. Therefore, it is interpreted that
the velocity involved in the velocity divergence condition is the Vψ

16

contribution to Va, according to the notation in Eq. (3.23). Recall Eq.
(3.5), specialized to the planar formulation,

vψ =
dy
dt

. (3.70)

That is, the velocity divergence condition determines the deformation
velocity of the Lagrangian system, at least according to a deterministic
set of equations.

Additional considerations for the reduction of the set of Eqs. (3.64-
3.67) to a 1-D scalar set of equations take into account other potential
sources of ellipticity. In particular, any diffusion flux in any direction
off the line is an elliptic operator. Due to the invariant character of
the ∇ operator, however, the reduction to 1-D of vector diffusion
fluxes must be done carefully. The reduction of the shear stress tensor
divergence to the scalar approach is discussed in detail in appendix A
of a previous work [72]. In planar coordinates, there is no distinction
between the scalar and vector view of the velocity field or of the
velocity components, respectively. This is because the operator ∇ is
the same, regardless whether it is applied to vectors or scalars (the
divergence of a vector is equivalent to the sum of the components
of the gradient of a scalar). In cylindrical coordinates, however, this
is not the case. In [72], this problem is resolved for the shear stress
tensor divergence. It is proved that the vector and scalar views of the
shear stress tensor divergence are equivalent, as long as a missing
kinetic energy dissipation term is added to the scalar treatment of
the velocity components in the directions off the line. For the heat
diffusion flux, the problem is somehow alleviated in comparison to
the shear stress tensor divergence, given that the ∇ operator is in this
case applied to a vector, and not to a second order tensor. Nonetheless,
the problem may still persist regarding how to model the diffusion
flux. The practical conclusion is the same. That is, the reduction to
the scalar 1-D equation of the 3-D Navier-Stokes equations can only
take place after performing explicitly all of the corresponding vector
operations. First, the explicit 3-D representation must be obtained, and
then this 3-D representation should be reduced to consider gradients
in the line direction only.

16 This is just vψ due to the 1-D system.
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Another important observation is done regarding Eq. (3.64). The
zero divergence condition (in zero mobility ratio order) for the elec-
tric current density vector is completely decoupled from the flow
dynamics. Therefore, it can be solved without ODT, even in a 3-D con-
figuration. However, using, e.g., a streamwise varying current density
vector in Eq. (3.66), may result in a conflictive nonzero streamwise
velocity divergence by applying the divergence operator in Eq. (3.66).
This is of course because the 3-D electrostatic problem is decoupled
from the velocity divergence condition in Eq. (3.69). Again, this results
in the inability to operate with anything other than a 1-D electrostatic
potential field, unless additional assumptions are taken. Since the cur-
rent density vector is a constant in the line due to the 1-D treatment,
its effect can be considered a bulk effect on the velocity in the line
direction, which is zero due to the walls.

The treatment of the gravitational body force also requires some
discussion. For (streamwise) vertical channel or pipe flows, the grav-
itational body force is added as a source term in the momentum
equation. Given that the gravity is a constant, this does not cause any
conflict with the velocity divergence condition (the divergence of the
momentum equation is the same with or without the gravity term).
For (streamwise) horizontal channel or pipe flows, the gravitational
term only affects the velocity component in the line direction. Since
vψ is already given by the divergence condition, the gravitational
body force term can only have an effect on the V17 field. Hence, the
gravitational body force term is considered as a source of turbulent
advection in the ODT stochastic implementation for horizontal chan-
nel or pipe flows, but not during the deterministic diffusion step, in
order to avoid double injection of potential energy into v18. The same
comments apply for the electric body force, which would normally
only appear in the momentum equation for the velocity component
pointing in the line direction.

Finally, the pressure gradient term in the momentum equation in
ODT is omitted completely. Since all of the equations of momentum,
energy and mass (the latter given by a 1-D velocity divergence condi-
tion) can be reduced to a scalar version, there is no need for enforcing
a 2-D or 3-D divergence of the velocity field. The role of the pressure
is, in this sense, superfluous. However, a side-constraint for enforcing
a given streamwise bulk velocity, or for enforcing a (pre-specified)
constant pressure gradient can be added to the momentum equation.
Traditionally, this is taken as a mean streamwise pressure gradient in
internally forced convective flows ∇p · řstr, where řstr is the unit vector
in streamwise direction. However, this can also be generalized to the
temperature equation, in case a source term is required, e.g., in order

17 According to the notation in Eq. (3.23)
18 This case of buoyant horizontal tubes is not discussed in this thesis. Therefore, no

formula for the calculation of the gravitational potential energy contribution in the
eddy turnover time was specified in appendix C.
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to force a desired bulk temperature19. Note that for planar Cartesian
coordinates, ∇p · řstr should take the form ∂p/∂x, while in cylindrical
coordinates this is ∂p/∂z. For low Mach number constant property
channel and pipe flows, it is possible to show that the average pres-
sure is uniform along the crosswise or radial coordinate, for planar
Cartesian and cylindrical coordinates, respectively [32]. With this, e.g.,
∂p/∂x becomes dp/dx. This latter notation change is not considered
in this thesis. Instead, the partial derivative notation is retained for
straightforward association with the scalar reduction procedure.

The latter considerations allow a derivation of the scalar ODT 1-D
deterministic governing equations. Starting with the set of nondimen-
sional equations, Eqs. (3.64-3.67) and reverting the nondimensional
parameterizations in the equations, the corresponding set of 1-D scalar
conservation equations can be obtained after explicitly performing all
of the vector calculus operations and then reducing to 1-D, and after
accounting for all of the considerations discussed so far. In the planar
case, this set of equations is20,

∂
(

J · řODT
)

∂y
= 0 → J · řODT = ρ f βE · řODT is a constant. (3.71)

DT
Dt

=
1

ρcp

[
∂

∂y

(
σT

∂T
∂y

)
+

(
J · řODT

)2

ρ f β

]
. (3.72)

DV
Dt

=
1
ρ

∂

∂y

(
µ

∂V
∂y

)
+ g · řvert −

1
ρ
∇p · řstr. (3.73)

∂vψ

∂y
=

1
ρcpT

[
∂

∂y

(
σT

∂T
∂y

)
+

(
J · řODT

)2

ρ f β

]
. (3.74)

Note the substitution of the electric field by its electric current density
counterpart from Eq. (3.71) in Eq. (3.72). This is simply done for the
sake of a clearer operational notation. These equations are solved
together with the ideal gas law, Gauss’s law and Faraday’s law (in
1-D),

P = ρRairT. (2.49)

∂ (E · řODT)

∂y
=

ρ f

ϵ0
. (3.75)

19 This forcing is done for the enthalpy, however, given that the former is the conservative
variable associated to the temperature

20 Here again, the notation implied in Eq. (3.23) is used
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E · řODT = −∂ϕ

∂y
. (3.76)

It is noted that Eq. (3.73) is the PDE of a vector quantity, and thus, a
vector equation. However, if the equation is analyzed for each one of its
(velocity) components, it can be verified that every velocity component
evolves as an independent scalar. The specific form of these equations
in the cylindrical coordinate system is given in appendix D, as well as
a description of the implementation algorithm. In the next section, the
T-ODT and S-ODT form of the previous set of equations is discussed,
respectively.

3.6.3 Specialization to the T-ODT and S-ODT formulations

The Lagrangian formulation of the deterministic 1-D scalar equations
(3.71-3.74) is a good point to finally discuss the differences between
the temporal and spatial ODT formulations, T-ODT and S-ODT, re-
spectively.

3.6.3.1 T-ODT formulation

So far, the discussion in this thesis has focused on the T-ODT for-
mulation. This is the easiest one to conceptualize based on the un-
derstanding of the sampling and implementation of stochastic eddy
events as part of a time-dependent random process. In T-ODT, as it
has been discussed so far, the implementation of every eddy event
intrinsically implies a deterministic catchup process from the time
of the last event implementation to the time of the current event im-
plementation, due to the operating splitting treatment between the
stochastic turbulent advection and the deterministic diffusion imple-
mentation (including additional source terms). Specialization of Eqs.
(3.71-3.74) to the T-ODT formulation is done, thus, by realizing that
the material derivative in such equations corresponds, in T-ODT, to
a total Lagrangian time derivative of the corresponding scalar. Since
the Lagrangian volume is 1-D, the corresponding total velocity of
the Lagrangian volume seen from an Eulerian reference system is va,
according to the notation in Eq. (3.23). Eq. (3.74) is only applicable to
the irrotational contribution of the velocity. For the solenoidal part,
or the advecting contribution to the velocity, the analysis is done in
the following way: the turbulent advection is formally incorporated
in ODT by the effect of the stochastic eddy events, while the mean
advection is considered in the deterministic advancement. Due to the
geometric constraint of the walls for the case of the internal flows
studied in this thesis, the mean advection in the direction of the line is
zero. In terms of the T-ODT interpretation of the material derivative,
this implies that the only remaining advecting contribution for the 1-D
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deterministic system is vψ, which could have (in the case of variable
density flows) a nonzero divergence condition (technically a gradient
condition in 1-D),

Dψ

Dt

⏐⏐⏐
T−ODT

→ dψ

dt
=

∂ψ

∂t
+ vψ

∂ψ

∂y
. (3.77)

It is stressed that this equation is only applicable for the ODT deter-
ministic advancement of the internal flows studied in this thesis. Due
to the Lagrangian treatment, the total time derivative is resolved as
such, and the line velocity vψ is determined according to the result
of the velocity divergence condition, Eq. (3.74). The corresponding
advection of the grid cell faces with velocities vψ is performed after-
wards according to Eq. (3.70), such that vψ is not an actual velocity
field, but rather the representation of the corresponding deformation
in the grid.

3.6.3.2 S-ODT formulation

S-ODT is a stationary quasi-2-D ODT formulation. In S-ODT, the
JPDF of eddy events no longer depends on time, but rather on the
streamwise position. In the planar formulation, the corresponding
S-ODT formulation for Eq. (3.9) is,

Feddy(y0, l; x0,eddy) =
λ

Λ
. (3.78)

The eddy rate and the eddy turnover time are therefore generalized
to the spatial case, where the eddy turnover time becomes an eddy
turnover length scale, as previously mentioned. Despite this, the for-
mulation remains quasi-2-D due to the parabolic restrictions applied to
the flow. This is because the nature of the operating splitting treatment
obeying a catchup diffusion process to every implemented stochastic
eddy event is preserved. For wall-bounded flows, this brings up an
important discussion regarding the nature of the divergence condi-
tion. Indeed, although the divergence condition for the solenoidal
contribution to the velocity may now be 2-D, the divergence condi-
tion of the irrotational part of the velocity is still 1-D, given that the
Lagrangian volume does not expand or contract, in a bulk sense, due
to the wall geometric constraint. This is also logical from the point of
view that the line is still a 1-D domain. The line can not expand or
contract in streamwise direction. Thus, there is no uψ velocity compo-
nent, it is just zero. Eq. (3.74), remains, therefore, without additional
modifications. In terms of the definition of the total Lagrangian time
differential, these considerations force a distinct interpretation of the
differential during the deterministic advancement depending on the
corresponding intensive quantity that is being evaluated. For ψ = 1,
corresponding to mass conservation, the applicable interpretation is,
due to the 1-D divergence condition based on vψ, which represents the
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material derivative of the density, or the changes in the Lagrangian
volume,

dρ

dt
=

∂
(
ρvψ

)
∂y

= 0. (3.79)

Consider now the material derivative definition for any other prop-
erty excluding ψ = 1, that is, do not consider the differential La-
grangian statement for mass conservation as discussed before. The
quasi-2-D system is parabolically advected in streamwise direction
with an Eulerian velocity u by Eq. (3.23), given that uψ = 0. The equiv-
alent Eulerian framework of the S-ODT quasi-2-D Lagrangian system,
following Eq. (A.2), assuming stationarity, ∂/∂t = 0, and decomposing
the velocity in the line direction into its solenoidal and irrotational
terms, with the advecting contribution considering only the zero mean
part during the deterministic advancement, is, thus,

d (ρψ)

dt
=

∂ (ρuψ)

∂x
+

∂
(
ρvψψ

)
∂y

Substitution of Eq. (3.79) here due to mass conservation implies taking
the density out of the total differential on the LHS of the previous
equation. Therefore, the definition for the material derivative in S-ODT
is given by,

ρ
Dψ

Dt

⏐⏐⏐
S−ODT

→ ρ
dψ

dt
=

∂ (ρuψ)

∂x
+ ρvψ

∂ψ

∂y
.

The definition of u in terms of the total differential is,

u =
dx
dt

. (3.80)

This allows to rewrite the total time differential in terms of a stream-
wise position differential

Dψ

Dt

⏐⏐⏐
S−ODT

→ u
dψ

dx
=

1
ρ

∂ (ρuψ)

∂x
+ vψ

∂ψ

∂y
. (3.81)

Note that for ψ = u, it is possible to arrive at a semi-conservative
formulation of the form,

1
2

du2

dx
=

1
ρ

∂
(
ρu2)
∂x

+ vψ
∂u
∂y

. (3.82)

Eq. (3.81) or (3.82) are, thus, the corresponding material derivative
interpretations in Eq. (3.72-3.73).

For incompressible (constant density) flows, the formulation can
be fully conservative given that ∂vψ/∂y = 0 and vψ can be inserted
into the crosswise derivative. Although a conservative formulation is
always desired (or in this case, the semi-conservative formulation), this
is not always feasible for the type of internally forced convective flows
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studied in this thesis. This is due to the simultaneous constraint of
the quadratic character of u2 and the exclusive acceptance of positive
values of u due to the mandated or imposed parabolic character of
the flow. For internally forced convective flows with a highly elliptic
character, the semi-conservative formulation will be prone to produce
negative velocity values, indicating recirculation and violating the
parabolic requirement of the method. In such cases, the nonconserva-
tive formulation for u, i.e., Eq. (3.81), is used.

3.6.3.3 Conservative T-ODT and S-ODT formulation for open systems

The presentation of the deterministic part of the ODT model in this the-
sis is focused solely on the study of crosswise or radial confined flows,
i.e., internal channel or pipe flows. The geometric wall constraint im-
poses a restriction on the expansion or contraction of the Lagrangian
volume which can not be solved in a straightforward way using a fully
conservative integral formulation, such as the one presented in [64, 66,
69] for T-ODT and S-ODT flows. For incompressible (constant density)
T-ODT channel and pipe flows, the formulation presented here re-
duces (or is equivalent) to the previously cited traditional conservative
integral formulations. For variable density T-ODT flows and (both
constant and variable density) S-ODT flows, the decomposition of the
velocity field into its solenoidal and irrotational contributions leads to
a fundamentally different approach in comparison to the traditional
open system formulations discussed in [64, 66, 69]. In open systems,
the Lagrangian volume has the liberty to expand or contract during
the deterministic step. Thus, the formulation for S-ODT boundary
layer flows (or variable density T-ODT temporal jets) is different to
the one found here. See [64, 66, 69] for more details regarding the
deterministic equations for the S-ODT boundary layer type flows, or
open T-ODT systems.
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I N C O M P R E S S I B L E C O N S TA N T P R O P E RT Y
C H A N N E L A N D P I P E F L O W S W I T H O D T

This chapter is an adaptation of part of the content submitted for
publication in [91].

This chapter and the next chapter focus in turn on the preliminary
validation of the ODT model for incompressible constant property
and variable density internally forced convective flows.

(a)

(b)

Figure 4.1: (a) Wall-normal ODT line in a channel flow. (b) Radial ODT line
in a pipe flow. In both (a) and (b) cases, the T-ODT formulation
produces a temporal representation of the scalar profiles within
the line. In the S-ODT formulation, the line is advected in the
streamwise direction, producing a stationary quasi-2-D scalar
representation.

A large part of the body of research for purely incompressible flows
focuses on the discussion regarding the universality and appropriate
scaling of wall-bounded turbulent flows. As discussed in the introduc-
tory chapter, there is a large motivation in DNS research regarding the
achievement of asymptotic turbulence states [23]. Thus, the question
of the representativeness of either inner or outer scalings becomes rele-
vant. As a reduced order model, ODT has much to offer in this regard,
given that it can facilitate such large Reynolds number simulations,
practically inaccessible for DNSs.

The absence of bulk flow acceleration in the statistically steady
internal incompressible constant property channel and pipe flows is
also an ideal test case for the evaluation of both the T-ODT and S-ODT

67
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formulations. Due to the turbulence homogeneity in the streamwise
direction, the statistically stationary flow can be directly compared
to the statistically streamwise homogeneous flow. This is the Taylor’s
frozen turbulence hypothesis [92], which can be summarized in the
statement,

dx = Ubdt (channel flow), dz = Ubdt (pipe flow). (4.1)

That is, the changes in the streamwise position can be equated to the
product of a corresponding time interval and the streamwise bulk
velocity of the flow. For a constant bulk velocity and constant fluid
properties, and in the absence of body forces, Ub is related to the
pressure gradient by the characteristic skin friction coefficient of the
flow, C f , Eq. (3.63).

Due to the reasons previously discussed, the numerical simulations
of incompressible constant property internal channel and pipe flows
without additional body forces are the first step in the validation of
the ODT model. The numerical ODT simulations performed in this
thesis used the base C++ code originally developed by D. Lignell [64,
66]. This code was subsequently modified and extended in order to
include the treatment described in this work (see appendices C and D).
In this chapter, the ODT formulation is heavily simplified due to the
constant density assumption. Additionally, for all of the cylindrical
simulations, as well as the planar S-ODT simulations, the treatment
described in appendix C concerning the ODT kernel implementation
step is also completely omitted due to the use of a single velocity
component, i.e., α = 0.

4.1 setup of the numerical simulations

Figures 4.1a and 4.1b show a simplified sketch of the numerical do-
main in both the channel and pipe configuration cases, respectively.
In both cases, the ODT line coincides with the direction of dominant
shear, which is the wall normal direction. For both cases, buoyancy
and EHD body forces are neglected. Tables 4.1 and 4.2 detail the ODT
model parameters used for the channel and pipe flow simulations,
respectively. Tables 4.3 and 4.4 detail the adaptive ODT and physical
flow configuration parameters for the same simulations. The relevant
nomenclature has been already introduced and can be found in the
Nomenclature section at the beginning of the thesis. Uniform velocity
profiles are considered as initial conditions. The streamwise velocity
component is forced in all simulations by means of a fixed pressure
gradient (FPG) forcing, ∂p/∂x (see pressure gradient notation clari-
fication in 3.6.2). After an initial transient period is elapsed, online
averages for each one of the velocity components, the kinetic energy,
and the crosswise (or radial) gradient of the streamwise velocity com-
ponent, as well as cumulative sums of the changes per grid cell in the
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streamwise velocity profile due to eddies are gathered and updated
online. This statistical procedure is carried out in an equidistant statis-
tics 1-D grid. The data is gathered until the process achieves statistical
stationarity or statistical streamwise homogeneity, in T-ODT or S-ODT
simulations, respectively.

Table 4.1: T-ODT and S-ODT model parameters used for channel flow simu-
lations. Table adapted from [91].

ODT Model Parameter T-ODT S-ODT

C 6.5 3.0

Z 300.0 100.0

α 2/3 ≈ 0.6667 0.0

Table 4.2: T-ODT and S-ODT model parameters used for pipe flow simula-
tions. Table adapted from [91].

ODT Model Parameter T-ODT S-ODT

C 5.0 3.0

Z 350.0 100.0

α 0.0 0.0
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4.2 calibration of the model inputs

4.2.1 Calibration of the ODT model parameters in T-ODT simulations

The presence of model parameters grants some degree of empiricism
to ODT. Specifically the parameters C and Z must be calibrated in
order to produce reliable simulation results. The aim of the parameter
calibration is that, due to the physical analogy to the energy cascade
achieved by the stochastic eddy event sampling procedure, the local
dynamics, as in the Kolmogorov’s similarity hypothesis [21], should
remain universal. Thus, for large Reynolds numbers, the universality
of the nondimensional ODT model parameters should hold, if the
simulations are performed in a consistent way.

The calibration procedure for the parameters C and Z was carried
out in this case by means of a sensitivity analysis to variations of initial
estimated parameter values for the T-ODT and S-ODT channel and
pipe flow simulations. The initial parameter values of C and Z were
selected based on previous simulations performed by Lignell et al. [64]
and Krishnamoorthy [93]. These results allowed the determination of
the optimal values for C and Z written in Tables 4.1 and 4.2, which, as
will be shown, resulted in a Reynolds number parameter independence
for the range of conditions evaluated here. The parameter α was not
subject to any sensitivity analysis. Values for α were simply chosen as
0 for the cylindrical T-ODT and all of the S-ODT formulations, since
this was the first validation study of its nature1. For T-ODT channel
flow, α was set to 2/3, since this is the theoretical value imposing
equal kinetic energy redistribution among velocity components after
an eddy event (see appendix C).

Figure 4.2 shows the sensitivity of the averaged streamwise velocity
pipe flow profiles for different values of the parameters C and Z in
T-ODT simulations. A review of the average operators and of the
inner scaling of quantities in wall bounded flows can be found in the
appendices E and G, respectively. All of the averages referenced in this
chapter refer to time (T-ODT) or streamwise (S-ODT) averages gath-
ered until the statistical stationarity is achieved2. Channel flow profiles
are not shown here due to redundancy. The effect of C is directly seen
in the number of eddy events implemented during a simulation. This
could be interpreted as a measure of the turbulence intensity. Smaller
values of C shift the logarithmic region of the averaged velocity profile
upwards. This also implies an increase in the slope of the profile in
the outer layer. The behavior of the buffer layer is affected by the
choice of the model parameter Z. However, in comparison to the phys-

1 The first study directly comparing T-ODT and S-ODT simulations, and also the first
detailed study for the application of the cylindrical formulation in pipe flow, based
upon the results obtained in [66].

2 For T-ODT, statistical stationarity is achieved. For S-ODT, perhaps a more appropriate
term in this case would be statistical homogeneity in streamwise direction.
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(a)

(b)

Figure 4.2: Influence of the ODT model parameters on the normalized wall-
normal pipe flow mean velocity profile for Reτ = 550, 1000, 2000.
The figures are taken from [91]. DNS results from Khoury et
al. [94] (Reτ = 550, 1000) and Chin et al. [41] (Reτ = 2003) are
shown for reference. Results at larger Reynolds numbers have a
vertical offset of 10 nondimensional units for better visualization.
a) Sensitivity to C and b) Sensitivity to Z.
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ical interpretation of C, Z acts more like a tunable cutoff parameter
which aims to reproduce physically reasonable results for the buffer
layer representation. This is because for not large enough Reynolds
numbers, there is a significant feedback from three-dimensional flow
structures into the average flow, which cannot be represented with the
parabolic ODT formulation. Increasing the value of Z implies also a
shift in the logarithmic region, but with a constant profile slope. Small
values of Z are responsible of a reduction of the extent of the buffer
layer, and, thus, smaller y+ starter values for the logarithmic region,
as seen in [95].

4.2.2 Influence of the choice of lmax

As detailed in chapter 3, lmax is the upper limit of the eddy size PDF.
The maximum value of lmax for the type of flows studied in this thesis
is the value of the maximum achievable boundary layer thickness.
This would be either half of the corresponding channel width, or the
corresponding pipe radius. The effect of lmax in ODT channel and pipe
flow simulations have been shown in previous studies, and refers to
a modification of the outer layer of the averaged streamwise velocity
profile [81, 93, 96]. This is shown in Figure 4.3. The parameter lmax

has the same qualitative impact in both the planar and cylindrical
formulations. Larger values are responsible for more mixing in the
outer region, close to the centerline. This results in a flatter velocity
profile near the centerline.

Motivated by the consistency between the planar and the cylindri-
cal ODT formulation, a normalized value of lmax/LODT = 1/3 was
selected for both formulations. This is the value of lmax/LODT which
was selected for the cylindrical ODT formulation in the work of Krish-
namoorthy [93].

4.2.3 Influence of the choice of ATimeFac

Next, the influence of the choice of the ATimeFac factor is evaluated.
This is the proportionality factor for the time interval (or streamwise
interval in S-ODT) after which a mesh adaption process takes place, as
detailed in Section 3.3. In the planar T-ODT formulation, the restriction
of the time-step due to the CFL condition for the advancement of the
diffusion even without implementation of eddy events, can be written
in terms of the Kolmogorov length scale η, assuming an arbitrary
value for the minimum grid cell size ∆ymin = η/n, where n is any
(integer) number of cells guaranteeing an adequate grid resolution,

∆tCFL ≈
∆y2

min
ν

=
η2

n2ν
. (4.2)

For low Reynolds numbers, e.g. the cases with Reτ = 550, it is very
likely that the T-ODT simulations perform several successive diffusion
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Figure 4.3: Influence of the upper limit of the eddy size PDF lmax on the
normalized wall-normal pipe and channel flow mean velocity
profiles. Pipe flow results are shown for Reτ = 550 and compared
to DNS results from Khoury et al. [94]. Channel flow results are
shown for Reτ = 590 and compared to DNS results from Moser
et al. [27]. Channel flow results have been shifted upwards for
better visualization. The figure is taken from [91].

catchup steps without the implementation of eddy events in between
them. Besides the global low characteristic number of eddy events
in low Reynolds number flows, it is also evident that within the 1-D
flow itself, there are some regions of the flow with lower probability
of implementation of stochastic events. An example of local reduced
turbulence is the outer layer, or the region close to the centerline.
There is a larger impact of the successive diffusion and corresponding
mesh adaption (after sufficient diffusion) in such regions of reduced
turbulence. These observations can be verified in Figure 4.4. As in
the case of the influence of lmax, ATimeFac has approximately the same
influence in both the planar and cylindrical formulations. It is noted
that the factor ATimeFac has an almost negligible effect in the planar
formulation.

The ATimeFac factor is a ratio between the diffusion CFL limited time
step and the mesh adaption time scale. It can also be reinterpreted as
a ratio between the characteristic eddy implementation time step and
the CFL limiting time step, considering that there is a mesh adaption
process after the implementation of every eddy event in ODT. This
second interpretation allows to find a relation between the friction
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Figure 4.4: Influence of ATimeFac on the normalized wall-normal pipe and
channel flow mean velocity profiles. Pipe flow results are shown
for Reτ = 550 and compared to DNS results from Khoury et al.
[94]. Channel flow results are shown for Reτ = 590 and compared
to DNS results from Moser et al. [27]. Channel flow results have
been shifted upwards for better visualization. The figure is taken
from [91].

time scale3 and the CFL limited time step. In the planar formulation,
this is,

ATimeFac ∼
∆tτ

∆tCFL
→ ATimeFac ∼

H
2uτ

n2ν

η2 . (4.3)

Eq. (4.2) was used in order to arrive to Eq. (4.3). The friction time scale,
∆tτ, is defined in the planar case as the ratio between the channel half-
width (or half-height) H/2 and the friction velocity. Eq. (4.3) allows the
formulation of a scaling law for ATimeFac in terms of Reτ, the friction
Reynolds number. This is because uτ = 2Reτν/H. For two different
friction Reynolds number flows which consider the same geometric
configuration, the ratio between the 2 corresponding ATimeFac factors
is,

ATimeFac,2 = ATimeFac,1
Reτ,2

Reτ,1
. (4.4)

Therefore, it is possible to calibrate ATimeFac,1 for a given Reτ,1 and
find the corresponding ATimeFac,2 of another flow at Reτ,2. In this

3 The friction time scale is the local inner scaling factor for the time, which should be
universal with the eddy implementation at the small scales
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chapter of the thesis, the calibration of ATimeFac was done based on
the results obtained in Figure 4.4 for Case A in the channel and pipe
flow configuration. It is noted, however, that for planar channel flow
configurations at larger values of Reτ, the results were insensitive to
the scaling of ATimeFac. Since this has not been discussed in previous
ODT investigations up to this date, it is expected that this parameter
only plays a role, thus, in the cylindrical configuration. This is shown
in Figure 4.5.

Figure 4.5: Influence of DATimeFac scaling on the normalized wall-normal
pipe flow mean velocity profile for Reτ = 550, 1000, 2003. DNS
results from Khoury et al. [94] (Reτ = 550, 1000) and Chin et
al. [41] (Reτ = 2003) are shown for reference. The results for
increasing Reynolds numbers have been shifted upwards in the
plot for better visualization. The figure is taken from [91].

Sensitivity to the factor ATimeFac is attributed to the symmetric
center cell treatment in the cylindrical ODT formulation, as detailed
in chapter 3. Since the treatment is avoided in the planar formulation,
the planar results are insensitive to the factor. The spatial cylindrical
formulation is also affected in the same way by ATimeFac. The same
friction Reynolds number relation of Eq. (4.4) also holds for the spatial
formulation.

4.3 simulation results and discussion

Comparisons between the T-ODT and S-ODT formulations were car-
ried out as a validation method to evaluate the Taylor’s hypothesis,
which holds for fully developed incompressible internal flows. That is,
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evaluating time averages for streamwise and spanwise (or circumfer-
ential) spatially homogeneous flows, is equivalent to the evaluation of
streamwise averages of stationary and circumferentially homogeneous
flows. Although the optimal parameters for C and Z chosen for the
S-ODT formulation are very close to their counterpart values in the
T-ODT formulation, both counterparts are not equal. This is due to the
parabolic spatial advancement scheme being naturally distinct to the
parabolic temporal advancement, both in the form of the deterministic
equations, as well as in the formulation of the eddy turnover time in
T-ODT, which is switched to an eddy turnover length in S-ODT.

4.3.1 Mean flow statistics

The S-ODT formulations in [64, 66, 69] all are stationary quasi-2-D
formulations developed for the treatment of boundary layer type flows.
This is because the boundary layer flow is the natural assumption of a
stationary parabolic flow. However, the internally forced convective
flows evaluated in this thesis do not resemble boundary layer flows,
but rather, fully developed flows. In a boundary layer flow, the sum
of the average pressure and the bulk kinetic energy are a constant
in streamwise direction. For fully developed flows, the bulk kinetic
energy itself is a constant in streamwise direction, the reason for which,
the average pressure gradient has no other option but being a constant.
For incompressible constant property flow, it is possible to relate
the average streamwise pressure gradient with the wall shear stress,
reason for which it is possible to force a certain friction Reynolds
number with a FPG forcing method [32]. Therefore, a FPG forcing
method is used in this chapter of the thesis, as detailed in Tables 4.1
and 4.2. It is noted that it is not possible to directly relate the wall
shear stress with the pressure gradient in a variable density flow due
to the inherent bulk flow acceleration produced by density gradients.
In such cases, the constant average pressure gradient must be forced
with a Constant Flow Rate (CFR) forcing method.

Figure 4.6 summarizes the simulation results for the wall-normal
profiles of the mean streamwise velocity component for all Reynolds
numbers evaluated in this chapter. Following the DNS work from Chin
et al. [41], the friction Reynolds numbers Reτ = 590 and Reτ = 934
of the channel flow simulations are compared to the pipe friction
Reynolds numbers Reτ = 550 and Reτ = 1000, respectively. The
comparison is not intended as a one to one quantitative comparison
given that the corresponding friction Reynolds numbers are not exactly
the same. Having said that, the differences in the statistics shown here
due to the differences in such Reτ are expected to be negligible.

Good qualitative reproducibility of mean velocity profiles in ODT
has been demonstrated in previous studies for channel flow simula-
tions [81, 96]. The viscous layer is resolved in ODT. As such, the linear
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(a)

(b)

(c)

Figure 4.6: Wall-normal profiles of mean streamwise velocity component
in ODT channel and pipe flow simulations. a) The low friction
Reynolds number case (Case A) is shown along with DNS results
from Moser et al. [27] (channel) and Khoury et al. [94] (pipe). b)
Case B results are shown along with DNS results from Hoyas
and Jiménez [30] (channel) and Khoury et al. [94] (pipe). c) Case
C results are shown along with DNS results from Hoyas and
Jiménez [30] (channel) and Chin et al. [41] (pipe). The figures are
taken from [91].
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relation between the nondimensional velocity and the nondimensional
distance from the wall in the viscous layer, u+ = y+, is observable for
small y+ values in Figure 4.6. The inner layer and the logarithmic layer
are also well reproduced. The logarithmic layer is easily recognizable
in all ODT cases by the extension of a lineal slope in y+ values larger
than 30. As commented previously, the presence of non-homogeneous
three-dimensional structures has a large effect on the buffer layer of
the mean flow streamwise velocity profile [81]. On one hand, there is
no solid argument by which one could expect an accurate quantitative
or qualitative match between DNS and ODT mean flow statistics in
the buffer layer. The selection of an optimal Z parameter is a way to
alleviate this issue. On the other hand, these non-homogeneous struc-
tures, which grant elliptic features to the flow, become smaller and
less relevant at larger Reynolds numbers. The achievement of a truly
one-dimensional turbulence characterized exclusively by the Reynolds
number, and not by the bulk geometry of the problem, becomes then
dominant. The better representation of the buffer layer with increasing
Reynolds numbers can be seen by comparing the different profiles in
Figure 4.6.

The ODT similarity between the channel and pipe flow simulations
is also evident from Figure 4.6, as in the DNS results. Given the novel
character of the cylindrical ODT formulation [66], this is an aspect
worth noting. The chosen optimal ODT parameters, C and Z, for both
the planar and cylindrical formulations exhibit this similarity as well.
In the S-ODT formulation, C and Z are the same for both the pipe
and channel flow configurations, i.e., C = 3.0 and Z = 100.0. By
comparing ODT and DNS results, it is also clear that channel flows
show an earlier departure into the logarithmic layer, in comparison to
pipe flows [91].

The S-ODT mean velocity profiles lie in all cases below those ob-
tained with the T-ODT formulation for the corresponding chosen
input ODT model parameters, C and Z. In the S-ODT results, a larger
velocity gradient is noticeable in the outer layer of the profile, close to
the channel or pipe centerlines.

Next, the obtained ODT RMS velocity profiles are presented and
compared against DNS data. This is shown in Figure 4.7. It is noted
that the RMS profiles are obtained by the identity given in appendix
E, Eq. (E.6),

ψRMS =
√
⟨ψ′ψ′⟩ =

√
⟨ψ2⟩ − ⟨ψ⟩2. (E.6)

That is, the RMS velocity profile of the velocity component uk is the
difference between the average kinetic energy of velocity component
uk and the kinetic energy of the mean flow by velocity component uk.
This definition is important because, despite having obtained a good
representation of the mean flow as shown before, the representation
of the kinetic energy in ODT may not be accurate. A derivation of
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the average, mean and turbulent kinetic energy equations and their
components or contributions can be found in appendix F. Momen-
tarily, it is sufficient to say that the average kinetic energy in ODT
is in any case smaller in magnitude than expected, in comparison
to the conservation statement given by Eq. (2.53). This is due to the
parabolic simplifications constraining the magnitude of the viscous
dissipation by the shear stresses. The treatment of the pressure trans-
port by the flow velocity in Eq. (2.53) is also not clear in ODT due
to the constant streamwise pressure gradient assumption and the
zero (or non-resolved) pressure gradient in any other direction off the
line. Since the average kinetic energy is smaller than expected, the
RMS velocity profiles are also smaller in magnitude than their DNS
counterpart. This underestimation of the RMS velocity profiles shown
in Figure 4.7 is consistent with previous ODT investigations [64, 81].

The dominance of the viscous shear stress in the viscous layer may
be responsible for the slight parallel shift between ODT and DNS
results seen in Figure 4.7. That is, as discussed before, the discrepancy
between the ODT averaged kinetic energy and the 3-D DNS flow
averaged kinetic energy of the corresponding velocity components.
However, the deviation between ODT results and DNS data becomes
more significant for the y+ values after the ODT RMS peak close to
the wall. The peak itself is underestimated. Nonetheless, the similarity
between channel and pipe flow ODT simulations is also seen in the
RMS plots. Before discussing apparent changes in the magnitude
of the RMS profiles between the T-ODT and S-ODT formulations,
it is noted that the RMS double peak seen in the T-ODT profile is
simply an intrinsic feature of the ODT triplet maps [64]. Although it
is common to find references to a second peak discussion in large
Reynolds numbers DNSs such as [24, 41], the phenomena observed
in ODT has a completely unrelated explanation, see [64]. The double
peak feature is attenuated in the S-ODT results. The attenuation, or
up to some extent, disappearance, of the not directly physical double
peak T-ODT feature in S-ODT could be seen as an advantage of the
spatial formulation. Nevertheless, given that the valley between both
peaks in T-ODT approximately coincides with the y+ value of the DNS
peak RMS value, this is also an advantage of the T-ODT formulation,
when compared with the simple offset of the single S-ODT RMS peak.
Thus, the compromise in the trading of the peak feature is clear.

The discussion is now shifted to the discrepancy in the magnitude
of the channel and pipe flow T-ODT RMS velocity profiles. The model
parameter identified as responsible for this discrepancy is α. The model
parameter α was set to 0 for the pipe flow T-ODT simulations, while
it was 2/3 in the channel flow T-ODT simulations. α = 0 implies that
the flow kinetic energy is fully contained in the streamwise velocity
component. That is, there is no redistribution of kinetic energy after an
eddy event. If the flow is assumed to start with a kinetic energy given
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(a)

(b)

(c)

Figure 4.7: Wall-normal RMS profiles of streamwise velocity component. (a):
the low friction Reynolds number case (Case A) is shown along
with DNS results from Moser et al. [27] (channel) and Khoury
et al. [94] (pipe). (b): Case B results are shown along with DNS
results from Hoyas and Jiménez [30] (channel) and Khoury et al.
[94] (pipe). (c): Case C results are shown along with DNS results
from Hoyas and Jiménez [30] (channel) and Chin et al. [41] (pipe).
The figures are taken from [91].
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Figure 4.8: Case B results for channel crosswise and spanwise RMS velocity
profiles compared to DNS results from Hoyas and Jiménez [30].
The figure is taken from [91].

exclusively by the streamwise velocity component (as it was effectively
the case in all simulations), the kinetic energy will, therefore, remain
in the streamwise velocity component during the whole simulation.
Since there is no redistribution of kinetic energy, it is clear that the
RMS profile of the streamwise velocity component should be larger
in the α = 0 simulations. This is also the reason why Figure 4.8 only
shows the crosswise and spanwise RMS velocity profiles of the T-
ODT channel flow simulations, given that there is no representation
of v or w neither in the cylindrical simulations, nor in the S-ODT
simulations due to the selection α = 0. Furthermore, given that the
initial conditions of the T-ODT channel flow simulations were the same
for both v and w (essentially uniform zero velocity), the RMS profiles
for v and w are the same4. As in the case of the streamwise RMS
velocity profile, the crosswise and spanwise RMS velocity profiles are
underpredicted in comparison to DNS results. This has already been
shown in previous ODT channel flow simulations at lower Reynolds
numbers [75, 96].

T-ODT and S-ODT results for the pre-multiplied mean velocity gra-
dient in Case B simulations, together with the corresponding available
DNS data for comparison, are shown in Figure 4.9. The most salient
feature of this plot is the large signal noise in the outer layer. For Case
B, there is a second peak of the signal in this large noise region, i.e.,
in the range 100 < y+ < 1000. This second peak indicates the change

4 This is in addition to the trivial fact that both ⟨v⟩ and ⟨w⟩ are zero.
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Figure 4.9: Pre-multiplied mean velocity gradient obtained in Case B simula-
tions. DNS results from Jiménez et al. [97] (channel) and Khoury
et al. [94] (pipe) are shown for reference. The figure is taken from
[91]

in the average velocity gradient due to the bulk flow. The noise com-
ponent is in this case indicating insufficient averaging due to seldom
implementation of large (in size) eddy events, as would be expected
from bulk flow eddies. Given that a larger averaging does not modify
the qualitative results, and the fact that other second order statistical
quantities (e.g., RMS profiles) already converged with the pre-selected
averaging periods, the noise component is simply left as such in Fig-
ure 4.9. This bulk flow, or large scale representation, as it has been
extensively discussed so far, is inadequate in ODT. In this case, this
results in an overestimation of such second peak of the premultiplied
velocity gradient. Nonetheless, one important finding from DNS can
be corroborated with ODT. That is, there is no constant region of pre-
multiplied velocity gradient beyond the point of departure of the outer
buffer layer [91]. In that sense, there is no applicable logarithmic law,
implying that there is no clear dominance of the turbulent transport.
Still at a Reynolds number Reτ = 1000, it is not possible to talk about
an asymptotic turbulence state. Such asymptotic state with a constant
region of pre-multiplied mean velocity gradient only starts appearing
at fairly large Reynolds numbers [94]. Even in Reτ = 2000 (Case C),
the results are qualitatively not different. For channel flow, Lee and
Moser [31] have shown that this constant region of the pre-multiplied
velocity gradient only appears at Reτ > 4200.
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The first peak of the pre-multiplied mean velocity gradient indicates
the change in the mean velocity gradient due to the small turbulent
scales. The position of this peak coincides with the position of the
first peak of the streamwise RMS velocity profiles shown in Figure 4.7.
This is a sign of consistency of the model. As discussed before, given
that the mean flow is properly represented in ODT, as seen in Figure
4.6, and due to the universality of the small scale turbulent transport,
the qualitative and quantitative agreement is reasonable for the first
peak.

4.3.2 Reynolds shear stress and TKE Budgets

In ODT, the effect of the turbulent advection in the mean flow, i.e., the
Reynolds shear stress, is given entirely by the effects of the stochastic
eddy events. This is the reason why the Reynolds shear stress has
been traditionally evaluated in ODT as the average change of the ve-
locity or scalar profiles during eddy events. These calculation methods
have been detailed in other ODT publications [62, 72, 75, 91] and are
summarized again in appendix F for the constant and variable density
flow cases, respectively.

Figure 4.10 corresponds to the Reynolds shear stress component
⟨u′v′⟩ of Case B simulations in both the planar and cylindrical formula-
tion. Qualitatively, ODT is able to achieve a very good reproducibility
of the DNS calculated Reynolds shear stress. The best match of the
inner layer is obtained in the T-ODT planar formulation (α = 2/3),
while the best match of the outer layer is obtained for the S-ODT
cylindrical formulation (α = 0). In general, the good representation
of the mean flow in ODT allows, thus, a good representation of the
Reynolds shear stress.

To finalize this chapter, an overview of the incompressible TKE
production and dissipation terms given in appendix G is shown next.
Results for the pipe and channel flow Case B simulations are shown
in Figure 4.11. Due to the reasonable agreement of both the mean
flow and the Reynolds shear stress shown before, the TKE production
budget is also qualitatively well matched in ODT. Discrepancies in
the TKE dissipation have been also already addressed in previous
comments along this chapter. The lesser dissipation magnitude in the
viscous layer is linked to the reduced magnitude of the average kinetic
energy. For the buffer layer, it is noted that there is an overestimation of
the dissipation in the S-ODT formulation. This could be related to the
disappearance of the second peak in the RMS velocity profiles shown
in Figure 4.7, given that the position of the dissipation peak close to the
wall coincides with the alleged position where the second peak in the
RMS profile should be, if the ODT formulation were the T-ODT one,
instead of the S-ODT one. Likewise, the dissipation budget sink close
to the wall could also be interpreted as a feature of the ODT model,
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Figure 4.10: Case B nondimensional Reynolds shear stress component
⟨u′v′⟩/u2

τ . DNS results from Lee and Moser [31] (channel) and
Khoury et al. [94] (pipe) are shown along for comparison. The
figure is taken from [91].

where the dissipation is lower in regions of large production [98]. This
is because of the way in which the diffusion catchup is implemented
directly after the implementation of stochastic eddy events. The 1-D
stochastic eddy events are created and then subject immediately to
diffusive dissipation. This is of course not an accurate representation
of the physical turbulence picture, and thus, is in disagreement with
the DNS data.
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(a)

(b)

Figure 4.11: TKE Production (P+
TKE) and Dissipation (ϵ+TKE) budgets for T-

ODT and S-ODT simulations (Case B). DNS results from Lee
and Moser [31] (channel) and Khoury et al. [94] (pipe) are shown
for comparison. (a) Production budget. (b) Dissipation budget.
The figures are taken from [91].





5
VA R I A B L E D E N S I T Y P I P E F L O W S W I T H O D T

This chapter is an adaptation of the content published in [72].
Additional to considering the work in [72] as a further validation

case for ODT, it was also an extension of the variable density S-ODT
formulation for confined flows (internal flows). Figure 5.1 illustrates
the different applications for both the traditional S-ODT formulation in
[64, 66, 69] and the alternative formulation in [72]. A detailed overview
of the differences between the formulations, as well as an overview
of the issues encountered by the traditional formulation in confined
flows can be found in [72, 91]. The detailed comparison between the
formulations, as well as the overview of issues is omitted from this
thesis. This is because the alternative formulation is likely to be super-
seded in the future by a more general, fully conservative formulation,
as suggested in a private communication with A. R. Kerstein. Nonethe-
less, the formulation used in [72] was the one selected for use in the
evaluation of the EHD-enhanced flows studied in this thesis, and thus,
it was the one that has been explained so far throughout the thesis.

(a) (b)

Figure 5.1: This figure shows two types of flows evaluated with ODT. (a) is a
free shear flow, a cylindrical jet, which can be evaluated with both
the T-ODT formulation, and the traditional S-ODT formulation
[64, 66, 69]. (b) is an internally forced convective flow, a pipe flow,
which can also be evaluated with the T-ODT formulation, but,
which motivated an alternative S-ODT formulation [72, 91]. Both
(a) and (b) flows are simulated by a CFR constraint, i.e., fixed
mass flux per unit area ρUb. The figures are taken from [72].

Both flows described in Figure 5.1 (a) and (b) can be studied with
the T-ODT formulation for the determination of statistically stationary

89
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flow properties. For incompressible and constant property internally
forced convective flows without body forces, such as the ones evalu-
ated in the previous chapter, statistically streamwise homogeneous
properties and statistically stationary properties are both equal. This is
because a straightforward integration for time of Eq. (4.1) is possible,
given that Ub is position independent at statistical stationarity,

dt =
1

Ub
dz → ∆t =

1
Ub

∆z. (5.1)

In statistically stationary variable density flows, the streamwise density
gradients are responsible for bulk flow acceleration or deceleration
effects due to mass conservation, see Eq. (A.7). Since Ub is now a
function of z, the direct integration of Eq. (5.1) is not possible. Hence, in
this case, it is not possible to evaluate streamwise dependent properties
with a T-ODT formulation, unless an ad-hoc transformation of time
into space based on a numerical approximation of Eq. (5.1) is used.
It is certainly of interest to evaluate the performance of such ad-hoc
transformation, against a more suitable S-ODT formulation solution.
In order to achieve this goal, a variable density internal pipe flow was
considered. The variable density effect is achieved by a non-zero wall
heat flux condition as illustrated in Figure 5.1, i.e., qw ̸= 0.

Only flow (a) in Figure 5.1 can be evaluated with the traditional
S-ODT formulation from [64, 66, 69]. In flow (b), an alternative for-
mulation is required due to the inability to expand or contract the
Lagrangian system volume as the natural response for the enforcement
of mass conservation. That is, the pipe walls constrain the gain or loss
of radial mass flux at the walls, which would be the flux divergence
response to the gain or loss of streamwise mass flux in the statisti-
cally stationary cylindrical jet flow. Given the theoretical motivation
discussed so far, this chapter of the thesis describes then the results
obtained for T-ODT and S-ODT simulations of a streamwise develop-
ing internal pipe flow with variable density effects due to heat transfer
from the pipe wall.

5.1 setup of the numerical simulations

The validation of the ODT simulations was done comparing the re-
sults obtained both for the T-ODT and S-ODT formulations with the
results from the DNSs of Bae et al. [46]. Due to this reason, the flow
configuration was setup as closely to the DNS as possible. In the
DNS, strongly heated air flows in vertical ascending direction within
a numerical pipe. The gravitational force is considered as a body force
in the numerical simulations. However, no EHD body force is applied
to the flow. Since the streamwise direction coincides with the vertical
direction, the effects of the gravitational body force refer exclusively to
an acceleration or deceleration effect either supporting or restraining
the effect of the mean streamwise pressure gradient, or in this case, of
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the applied CFR/streamwise mass flux constraint. The simulations are
based on the case 618 of the DNS [46]. The working fluid considered
is air at initial standard conditions of temperature and pressure. Air
composition is assumed constant (21% O2 and 79% N2). Additionally,
the air is assumed to behave as an ideal gas.

The simulations were done after a modification of the adaptive C++
ODT code from D. Lignell, as commented in the previous chapter. The
stochastic and deterministic advancement algorithms in the ODT code
are described both in appendix C and D, in addition to being described
in detail in the original publication of the work, [72]. The calculation
of the thermodynamic properties of air, which are updated during the
deterministic advancement, before the enforcement of the divergence
condition1, is done using the NASA polynomials for standard air
libraries contained in the software suite of Cantera [99]. The update of
the enthalpy based on temperature values coming from the integration
of the temperature equation, is also done with the same method. The
update of the density based on the temperature is also solved by
Cantera using the ideal gas law [99]. In the DNS study, a polytropic
process is considered for air, and air properties are determined from
power laws [46]. The use of these power laws results in slightly differ-
ent fluid properties for the same values of temperature and pressure.
This is, e.g., the reason behind the slightly different initial Grashof
number in the ODT simulations, in comparison to the initial DNS
Grashof number (Gr0,DNS = 6.78 × 106 vs. Gr0 = 6.10 × 106).

The initial conditions for both the T-ODT and S-ODT simulations
were formulated in analogy to [46]. Initial conditions for the velocity
field in the ODT line were obtained by simulating a fully developed
incompressible and constant property pipe flow with a CFR (constant
bulk velocity) constraint. The corresponding initial bulk velocity value
was determined based on the initial bulk Reynolds number of the
variable density simulations, considering initial air properties defined
at standard temperature and pressure. Given that the objective of
the simulations is the evaluation of streamwise dependent properties,
there is a high sensitivity of the results to the initial conditions. In
order to minimize the effects of the initial conditions, an ensemble
of fully developed incompressible and constant property pipe flow
simulations is used as initial conditions for the velocity profiles. The
ensemble of initial conditions is generated by taking snapshots of the
flow (either in the T-ODT or S-ODT incompressible constant property
formulation), once the statistical stationarity of the flow is achieved. It
is noted that every ensemble member of the streamwise velocity initial
conditions achieves the desired Reb,0, yet, only the entire ensemble
(average) should be able to achieve the friction Reynolds number Reτ,0

that should correspond to the given Reb,0 according either to the DNS

1 The mass conservation enforcement in the Lagrangian framework.
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specification or the approximation given by Colebrook’s law and the
corresponding skin friction coefficient [32].

The streamwise properties of the flow are also evaluated following
the ensemble philosophy. Results are produced at equidistant stream-
wise intervals, and the fluid properties at specific streamwise positions
are then either ensemble of Favre-averaged, as indicated in appendix
E.

The input parameters regarding the flow conditions, as well as
the mesh adaption parameters used in the simulations are specified
in Tables 5.1 and 5.2. The ODT model parameters for the T-ODT
formulation are selected based on the results presented in chapter
4, as well as the findings of a previous validation study using a
variable density ODT formulation with a very low applied wall heat
flux, resulting in the limit of an incompressible constant property
flow, or incompressible constant property ODT formulation, where
the temperature behaves as a passive scalar [100]. Unlike the results
presented in chapter 4, no sensitivity analysis for the ODT model
parameters is carried out in this chapter. This is because it is expected
that approximately with the same order of magnitude, or in some cases
even with the same parameters used in the incompressible constant
property simulations from chapter 4, the simulations should yield
physically consistent results. As in chapter 4, no sensitivity analysis
for the influence of α is carried out. The value of α = 2/3 is selected
based on the simple theoretical choice demanding an equal kinetic
energy redistribution after every implemented eddy event. Z values
for the T-ODT and S-ODT simulations are the same ones used in
chapter 4. C values for both the T-ODT and S-ODT simulations are
adjusted at smaller values than those used in chapter 4 due to the
expected reduction in the turbulence intensity, or expected reduction
in C at lower Reynolds numbers [100]. This is because a value of
C = 0 is indicative of a laminar flow, in which no eddy events are
implemented.

5.2 simulation results and discussion

5.2.1 Bulk flow statistics

Bulk quantities are calculated at equidistant streamwise positions
(or equidistant time intervals) in every ensemble member, and then
averaged across the ensemble. In order to compare the T-ODT and
S-ODT results, it is necessary to apply the ad-hoc temporal-to-spatial
transformation alluded to previously. Echekki et al. [101] suggest the
use of the following transformation in ODT,

z(t + ∆t) = z(t) +
∫ t+∆t

t
Ub(t′)dt′, (5.2)
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Table 5.1: Physical, adaptive mesh, and ensemble settings of the variable
density T-ODT and S-ODT simulations. Table adapted from [72].

Physical settings Description / Value

Method used to generate initial condi-
tions

Incompressible and con-
stant property T-ODT
simulation forcing con-
stant Ub,0

Initial Reynolds number 6000

Reb,0 = ρ0Ub,0D/µ0

Initial bulk velocity Ub,0 3.4896

Domain size LODT = D = 2R (m) 0.0274

Initial Temperature T0 (K) 298.15

Initial Pressure P0 (Pa) 100000

Fixed nondimensional wall heat flux 0.0018

q∗ = qw/(ρ0Ub,0T0cp,0)

Initial Grashof number 6.1030 × 106

Gr0 = (gqwD4ρ2
0)/(µ

2
0σT,0T0)

Initial Prandtl number 0.71

Pr0 = µ0cp,0/σT,0

Adaptive mesh settings Value

∆rmin = η0/6 (m) 1 × 10−5

∆rmax (m) 8.22 × 10−4

∆rC (m) 7.23 × 10−4

gDens 80.0

ATimeFac 1.48

Eddy-size PDF lmax/LODT 1/2 = 0.5

Ensemble settings Value

Number of ensemble members Nens 4800

Table 5.2: ODT model parameters of the variable density T-ODT and S-ODT
simulations. Table adapted from [72].

Parameter / Formulation T-ODT S-ODT

C 3.5 2.5

Z 350 100

α 2/3 ≈ 0.6667 2/3 ≈ 0.6667
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where t is any reference time instant and ∆t is an arbitrary time
interval. Just like Ub is a function of the streamwise position in the
2-D flow, Ub is a time-dependent function in the transient T-ODT
simulation. Ub is estimated in T-ODT based on conservation of mass
as,

Ub,T−ODT =

∫ R
0 ⟨ρu1⟩dr2∫ R

0 ⟨ρ⟩dr2
. (5.3)

For the S-ODT formulation, the calculation of the bulk velocity is
based on the conservation of streamwise mass flux,

Ub,S−ODT =

∫ R
0 ⟨ρu1⟩dr2

ρb
∫ R

0 dr2
, (5.4)

such that ρb is given by the value of the density corresponding to the
bulk temperature, Tb, according to the ideal gas law. In this context, the
bulk temperature is estimated based on the conservation of streamwise
enthalpy flux. The approximation given by [45] is used in this case,

Tb,S−ODT =

∫ R
0 ⟨ρu1T⟩dr2∫ R
0 ⟨ρu1⟩dr2

. (5.5)

It is noted that ⟨ρu1T⟩ = (P0/Rair)⟨u1⟩. In T-ODT, the bulk tempera-
ture is the temperature corresponding to the bulk density given by
conservation of mass in the domain,

ρb,T−ODT =

∫ R
0 ⟨ρ⟩dr2∫ R

0 dr2
. (5.6)

The ODT results for the normalized bulk temperature and bulk
velocity are shown in Figure 5.2, along with the DNS data from
[46] for comparison. Since the wall heat flux is held constant in the
ODT simulations, it is possible to obtain a representation of the bulk
enthalpy in the stationary regime. In order to do that, Eq. (3.67) is
rewritten in an Eulerian framework in terms of enthalpy,

∂ (ρh)
∂t

+∇ · (ρhV) = ∇ · (σT∇T) . (5.7)

This equation is now integrated with respect to the volume, consider-
ing a stationary regime for the flow and homogeneous properties in
circumferential direction and no heat diffusion in streamwise direction.
It is noted that this integration is performed over a sweep angle of π

radians,

1
2

∫ z′=z

z′=z0

∂

∂z

∫ r=R

r=0
ρhudr2dz′ =

∫ z′=z

z′=z0

∫ r=R

r=0

1
r

∂

∂r

(
rσT

∂T
∂r

)
rdrdz′

=
∫ z′=z

z′=z0

Rqwdz′
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The radial integral on the LHS of this equation is substituted by the
product of the bulk quantities ρbhbUbR2, being ρbUbR2 = ρ0Ub,0R2 a
constant due to the CFR constraint,

ρ0Ub,0R2

2

∫ z′=z

z′=z0

∂hb

∂z
dz′ = Rqw (z − z0) → hb = h0 +

2qw

ρ0Ub,0R
(z − z0)

(5.8)

If the specific heat capacity at constant pressure, cp is assumed to
remain constant in streamwise direction2, then Eq. (5.8) suggests also
a lineal behavior for the temperature with respect to the streamwise
position z. This statement agrees with the solution found by the DNS.
Figure 5.2 shows that both the T-ODT and S-ODT formulations are
unable to match the slope of the linear temperature behavior in z. The
error in the slope is attributed to the difference in the filtered cp and ρ

values used in order to work with the discrete FVM used in the deter-
ministic ODT catchup step. That is, the error in the slope is attributed
to the low order of the nonconservative discretization scheme used
to solve the deterministic ODT temperature diffusion equation, Eqs.
(D.18) and (D.38), in the T-ODT and S-ODT formulations, respectively.
It is noted that, given that Eq. (5.8) is obtained based on the represen-
tation of bulk quantities, the ad-hoc spatial transformation given by
Eq. (5.2) and (5.3) is perfectly applicable, given that it considers the
displacement of the bulk solution in time. The problem of the ad-hoc
transformation is, instead, trying to apply it for the displacement of
solutions which are not single-valued (or uniform) in the radial (or
circumferential) direction. It is also noted that a linear representation
of the bulk temperature implies, by the ideal gas law, Eq. (2.49), at
constant composition and thermodynamic pressure, an hyperbolic
function for the density of the approximate form,

ρb ≈
P0

Rair

[
T0 +

2qw
ρ0Ub,0cp,0R (z − z0)

] . (5.9)

Since ρbUb is a constant due to the CFR constraint, then it is clear that
Ub must also follow a linear streamwise dependence, just like hb or Tb.
In this sense, the same discretization error due to the FVM treatment
of cp and ρ is also shifted to the slope of Ub(z).

Although there is no meaningful difference regarding the prediction
of bulk quantities in both the S-ODT and T-ODT formulations, the
analysis changes once the analysis of radial profiles in the pipe flow is
done. The first quantity of interest in this context is the streamwise
position dependence of the wall temperature. This is shown next in
Figure 5.3. The S-ODT formulation clearly outperforms the predic-
tion made by the T-ODT formulation in this case, as expected by

2 This is a reasonable assumption for relatively low to moderate wall heat flux values.
This is the case of the qw value used for the simulation.
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(a)

(b)

Figure 5.2: Normalized streamwise position dependence of the bulk temper-
ature (a) and bulk velocity (b) in the T-ODT and S-ODT simula-
tions. DNS data from [46] is shown for reference. The Figures are
adapted from the original Figures published in [72].
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the theoretical considerations discussed before. Mainly, the T-ODT
formulation can not properly reproduce the streamwise dependence
of the wall temperature due to the assumption that the temperature
profile is being displaced uniformly at the bulk velocity value. The
bulk temperature, which is being displaced at the bulk velocity value
in T-ODT, can be found in the outer layer of the flow, close to the
centerline. Close to the pipe wall, the temperature values are expected
to differ significantly from those at the centerline. In S-ODT, every
fluid parcel within the ODT line displaces with its own local velocity,
which is the main advantage of the spatial formulation for flows in a
stationary regime [102].

Figure 5.3 also shows the streamwise dependence of the bulk Nus-
selt number, Nub. The (bulk) Nusselt number is defined as the ratio
of the convective heat transfer and conductive heat transfer. In a pipe
flow, this is,

Nub =
2Hc f ,bR

σT,w
→ ⟨Nub⟩ =

2⟨Hc f ,b⟩R
⟨σT,w⟩

. (5.10)

Here, Hc f ,b is the bulk convective heat transfer coefficient, defined by,

Hc f ,b (Tw − Tb) S =
dQ
dt

, (5.11)

where S is the average heat trasfer area and dQ/dt is the heat transfer
rate. In a pure convection-diffusion system, the heat transfer rate
is given by the molecular heat transport by diffusion, i.e., the heat
conduction mechanism. This means that the corresponding integral
expression for determining Hc f ,b is related to the heat flux vector q, in
this case, by,

Hc f ,b (Tw − Tb)
∮

dS =
∮

q · dS → Hc f ,b (Tw − Tb) = qw. (5.12)

With the wall heat flux definition given in appendix G. For this case,
then, the bulk Nusselt number can be calculated as,

⟨Nub⟩ =
2R ∂⟨T⟩

∂r

⏐⏐
w

⟨Tw⟩ − ⟨Tb⟩
. (5.13)

It is clear that the better reproduction of the temperature profile (in
this case for the wall temperature and wall temperature gradient),
results in a much better match of the S-ODT formulation with the
DNS data for Nub.

The streamwise position dependence of the skin friction coefficient,
given by Eq. (3.63) (and the wall shear stress given by Eq. (G.1), is
evaluated next in Figure 5.4. The almost constant streamwise depen-
dence of C f after the achievement of what appears to be the end of the
transient phase of the flow for both ODT formulations, is strikingly
different to the non-monotonic increase and subsequent decrease in C f
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(a)

(b)

Figure 5.3: Normalized streamwise position dependence of the wall temper-
ature (a) and bulk Nusselt number (b) in the T-ODT and S-ODT
simulations. DNS data from [46] is shown for reference. The
Figures are adapted from the original Figures published in [72].
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Figure 5.4: Normalized streamwise position dependence of the skin friction
coefficient C f . DNS data from [46] is shown for reference. The
Figure is adapted from the original Figure published in [72].

shown in the DNS solution. This could be interpreted as an evidence
of the flow parabolic restriction in ODT. Indeed, on the simulations
was not only a CFR constraint imposed, but also a 1-D divergence
condition for the flow, and, as a consequence, a constant mean stream-
wise pressure gradient. In ODT, this imposed condition results in a
flow that is behaving, at least hydrodynamically, as a fully developed
flow, with no substantial change in the kinematic properties (e.g., mo-
mentum and velocity components) of the flow in streamwise direction,
despite the fact that thermally, the flow is still behaving as a devel-
oping boundary layer flow due to the advecting of the temperature
PDE by the streamwise velocity component. Since there is no variation
of the kinematic flow properties, or of the hydrodynamic boundary
layer, the friction Reynolds number achieved after the transient flow
phase finishes, remains constant. In the DNS, this may not be the case.
Since there is no constraint on the divergence condition or on the
pressure, the transient phase can be different, and the hydrodynamic
character of the flow may still behave as a developing boundary layer
throughout the whole simulation.

For streamwise positions z/R < 30, both the T-ODT and S-ODT
formulations are able to yield the correct order of magnitude and
qualitative trend for C f . It is noted, though, that the initial C f value
in ODT is different to the initial C f value of the DNS. This is because
the initial conditions in ODT were produced by a T-ODT simulation
forcing a constant bulk velocity, effectively yielding a desired Reb,0
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value, which did not agree with the corresponding initial Reτ,0 value
produced by the incompressible and constant property DNS solution,
or that predicted by the Colebrook law in pipe flow [32, 46, 94]. This
was not necessarily a poor choice, given that the mean velocity pro-
files at the initial friction Reynolds number were checked to have a
reasonable qualitative agreement with the corresponding nondimen-
sionalized profiles at the suggested DNS Reτ,0. However, given that
Reτ,0 is very low, small differences in the averaged value of the calcu-
lated mean streamwise pressure gradient (as a function of the forced
Ub), have a big influence on the value of C f . Thus, from the parameter
calibration point of view, probably a better job matching Ub and the
corresponding τw could have been done for the initial conditions. Yet
again, this was not part of the scope of the work in this case. Here,
a simple further use of more or less the same parameters used for
the constant property flow simulations at larger Reynolds numbers
in chapter 4 was intended. It is also noted from the results in Figure
5.4 that the S-ODT results for C f show a steeper increase in the early
stages of the transient, or in the early streamwise positions. This could
be explained simply in the fact that the initial conditions used were
from T-ODT simulations, instead of initial conditions produced with
an inherent S-ODT formulation, and therefore, the transient dynamics
are expected to be less subtle. Nonetheless, it is interesting to observe
that, as the flow progresses towards the density weighted statistically
stationary state in T-ODT and the density weighted statistically homo-
geneous state in S-ODT, both formulations yield approximately the
same values for C f .

5.2.2 Streamwise velocity and temperature statistics

The proper collapse of variable density flows into constant density
flow profiles has been studied at least during the last 50 years in
the field of compressible turbulence. Early works trace back to Van
Driest [103], originating the transformation of the velocity profiles
which now carries his name. The Van Driest transformation of the
streamwise velocity profile is shown in Figure 5.5. The Van Driest
transformation and its corresponding scaling in inner units is given in
appendix G by Eqs. (G.16) and (G.17). In this case, the agreement of
the ODT results with the DNS data is qualitatively reasonable for both
the T-ODT and S-ODT formulations. The S-ODT formulation shows
an overshoot of the velocity profile close to the centerline in early
stages of the flow transient phase, and a subsequent underestimation
of the outer layer in later streamwise positions. The overshoot is more
moderate in the profiles obtained by the T-ODT formulation. It is
noted that the overshoot close to the centerline is an artifact already
observed in the mean channel and pipe flow profiles of the T-ODT
and S-ODT simulation results from chapter 4, with varying degree
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of severity. This is an issue that could be corrected with a sensitivity
analysis of the model parameter choice in the variable density case.
For downstream locations z/R > 30, as in the case of the bulk flow
statistics already discussed, discrepancies between ODT and DNS
results become more pronounced, either due to the inaccurate ODT
transient phase result due to the nonconservative formulation used,
or due to the unsuitable assumption of the achievement of a fully
developed flow in the statistically stationary (or homogeneous) ODT
results (i.e., the parabolic flow restriction), in comparison to the still
developing boundary layer behavior shown in the DNS.

The counterpart of the kinematic statistics shown in Figure 5.5 is
the inner scaled temperature statistics, represented in first order by
the mean temperature profiles, as shown in Figure 5.6. Here again, the
difference between the developing character of the thermal boundary
layer achieved by the S-ODT formulation outperforms the predictions
of the T-ODT formulation. The S-ODT temperature profiles match
reasonably well with the DNS data in the entire investigated range
of streamwise positions, z/R < 50. The systematically lower wall
temperature obtained in T-ODT, Figure 5.3, is now contrasted with the
systematically smaller temperature difference between the wall and the
inner and outer layers of the flow, i.e., this is again a manifestation of
the assumption of the displacement of solution with the single-valued
bulk velocity. The displacement of fluid parcels which are far from the
wall is the same as the displacement of those parcels located close to
the wall. Given that this reasoning implies an overall slower movement
of the fluid parcels in the outer layer, the solutions obtained by the T-
ODT formulation and the ad-hoc transformation, Eq. (5.2), are delayed
in the outer layer region, in comparison to the solutions obtained
with the S-ODT formulation. For the temperature, this implies that
the temperature profile obtained with the T-ODT formulation in the
outer layer (away from the wall), still shows the effects of the initial
uniform temperature conditions, even when the S-ODT solution has
already achieved a different flow state. The S-ODT formulation is,
thus, clearly a favorite, as long as a better representation of radial
profiles is desired.

5.2.3 Turbulent fluctuations

It is now of interest to take a look at the statistics of fluctuating quanti-
ties. First, the results of the RMS profiles of velocity and temperature at
a late downstream position, z/R = 49.0 are presented. The RMS pro-
files presented in Figure 5.7 are obtained using an ensemble (Reynolds)
average method (see Eq. (E.6) in appendix E). For the case of the RMS
velocity profiles, a similar trend to that presented in chapter 4 for
incompressible and constant property flow is expected. In this case,
the RMS profile is, again, the result between the ensemble averaged
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(a)

(b)

Figure 5.5: Wall scaling of the Van Driest streamwise velocity profile at
normalized streamwise positions z/R = 6.4, z/R = 28.4 and
z/R = 49.0. (a) Results obtained for S-ODT simulations. (b) Re-
sults obtained for T-ODT simulations. Profiles at z/R = 28.4 and
z/R = 49.0 have been shifted in the vertical axis for better visibil-
ity and comparison. DNS data from [46] is shown for reference.
The Figures are taken from [72].
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(a)

(b)

Figure 5.6: Wall scaling of the average temperature profiles at normalized
streamwise positions z/R = 6.4, z/R = 28.4 and z/R = 49.0.
(a) Results obtained for S-ODT simulations. (b) Results obtained
for T-ODT simulations. Profiles at z/R = 28.4 and z/R = 49.0
have been shifted in the vertical axis for better visibility and
comparison. DNS data from [46] is shown for reference. The
Figures are adapted from the original Figures published in [72].
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kinetic energy of the streamwise velocity component and the kinetic
energy of the ensemble averaged mean streamwise flow. Given that
these profiles are not density weighted, as in a Favre-average proce-
dure, the sole effect of the fluctuations on the mean velocity signal, i.e.,
the sole effect of the solenoidal ODT velocity contribution responsible
for turbulent advection, can be evaluated in a more suitable way. In
general, both the T-ODT and S-ODT formulations fail to reproduce
the DNS results, as in the case of constant property flow RMS velocity
profiles. Although the scaling used for the figure is just a scaling based
on the mean flow, it is seen that the magnitude of the turbulence
intensity away from the wall, in the outer layer, is overestimated in
comparison to the DNS solution. In this case, this could be the result
of the overshoot in the mean velocity profile in the outer layer, as
commented before.

The S-ODT results are generally closer to the DNS data, and, as
such, S-ODT simulations produce larger turbulent fluctuations for
both velocity and temperature, despite the curious fact that the value
of the ODT model parameter C is lower in the S-ODT formulation.
However, although the turbulent fluctuations of the velocity exceed
the values predicted by DNS data away from the wall, this does not
occur with the temperature fluctuations. Additionally, for both the
RMS velocity and temperature profiles, the peak of the profile is offset
closer to the wall in comparison to the DNS data. Although this is
clearly an error due to the reduce order of the model, the fact that
the radial position of the peak of both RMS velocity and temperature
profiles coincide, is a sign of consistency. This is because the Prandtl
number of the flow is very close to 1 (Pr0 ≈ 0.71), and in this context,
it is expected that the behavior of the velocity as a scalar is not that
different to the behavior of the temperature. The behavior of the
temperature in the heated pipe is, thus, similar to that of a passive
scalar in a channel flow [104].

The (Reynolds) ensemble-averaged RMS profiles presented in Fig-
ure 5.7 can be compared to the Favre-related velocity fluctuations in
Figure 5.8, where ⟨ρ⟩⟨u′′⟩ = −⟨ρ′u′⟩ by the identity from Eq. (E.14).
In [46], the radial profile of the ensemble-averaged Favre velocity
fluctuation is related to the buoyancy production term implied in the
streamwise Reynolds stress ũ′′u′′ transport equation (see the deriva-
tion of the term in [105]). Regardless of the normalization used, it is
possible to understand this buoyancy production term in the context
of a Boussinesq approximation for buoyant flows [89]. That is, in the
context of a Boussinesq approximation, it is clear that the sole influ-
ence of the turbulent density fluctuations on the turbulent transport
of momentum is done via the effects of the gravitational potential
energy. Although the simulations carried out here did not consider
this Boussinesq approximation, it is clear that the density weighted, or
Favre-related fluctuations, are still a good accounting mechanism for
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(a)

(b)

Figure 5.7: Radial RMS velocity profiles obtained via ensemble averaging for
(a) Streamwise velocity and (b) Temperature. Both profiles are
obtained at a normalized streamwise position z/R = 49.0. The
Figures are adapted from the original Figures published in [72].
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the influence of the gravitational potential energy effects, in contrast to
the turbulent advection contribution done by the solenoidal contribu-
tion of the velocity field, i.e., the mere kinematic turbulence. According
to the Favre-related streamwise velocity fluctuation profile presented
in Figure 5.8, it is seen that the effects of gravity are modest in both
the S-ODT and T-ODT formulations. In fact, according to the T-ODT
results, the buoyancy contribution to turbulence is almost negligible
at early stages of the transient flow, at z/R = 6.4. Nonetheless, both
the T-ODT and S-ODT formulations underestimate the magnitude of
the turbulence due to buoyancy effects if the DNS data is compared
to the ODT results.

Finally, the turbulent momentum and heat transport are evaluated
by the profiles of the Reynolds shear stress and the turbulent heat flux.
First, the radial profile of the Reynolds shear stress is evaluated at
a late downstream position, z/R = 49.0 in Figure 5.9, together with
the average shear stress. The average shear stress is evaluated as the
sum of the radial shear on the streamwise velocity and the streamwise
shear on the radial velocity, i.e.,

⟨τ⟩ ≈ ⟨µ⟩
(

∂⟨u⟩
∂r

+
∂⟨v⟩
∂z

)
. (5.14)

As in all previous radial profiles, the Reynolds shear stress is captured
in a better way with the S-ODT formulation. However, it is noted
that the S-ODT formulation produces an unphysical behavior of the
average shear stress next to the wall, where the values of the stress
exceed the values of the wall shear stress. This is attributed to the
numerical error in the solution scheme, specifically in this case due to
the mesh adaption procedure. The mesh adaption procedure works in
a flux conservative way in the S-ODT formulation3, but switches to a
mass conservative interpolation4 in the cell next to the wall in order
to avoid expansions or contractions of the numerical domain due to
mesh adaption. The conflicting interpolation scheme, together with
the approximation of the stress neglecting the covariance between
the dynamic viscosity and the velocity gradient may have provoked
the anomalous behavior next to the wall. Given that this nonphysical
behavior of the shear stress is not observed on the mean velocity
profiles (or mean temperature profiles), this issue was not further
investigated. It should be subject to a future discussion concerning the
mesh adaption scheme in the S-ODT formulation for confined flows.

Figure 5.10 shows the radial profile of the turbulent heat flux com-
ponent ⟨ρh′′v′′⟩. Once again, the turbulent fluctuations obtained in
the T-ODT formulation are significantly lower in comparison to those
obtained in the S-ODT formulation. Nonetheless, both the T-ODT
and S-ODT formulations are able to capture interesting qualitative

3 Conserving ρu weighted quantities.
4 Conserving ρ weighted quantities.
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(a)

(b)

Figure 5.8: Radial profiles of density weighted Favre-related streamwise
velocity fluctuations at different streamwise positions. (a) S-ODT
simulation results, (b) T-ODT simulation results. It is noted that
⟨ρ⟩⟨u′′⟩ = −⟨ρ′u′⟩. The term ⟨ρ′u′⟩ is associated to the buoyancy
production term in [46]. DNS data from [46] is shown for reference.
The Figures are adapted from the original Figures published in
[72].
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Figure 5.9: Average shear stress ⟨τ⟩ and Reynolds shear stress component
⟨ρu′′v′′⟩ in the S-ODT and T-ODT formulations at a normalized
streamwise position z/R = 49.0. DNS data from [46] is shown
for reference. The Figure is adapted from the original Figure
published in [72].

features of the transient flow phase. Indeed, it is observed that the
magnitude of the turbulent heat flux at z/R = 28.4 is larger than at
the later position z/R = 49, as in the DNS data. This is a sign of the
relaminarization of the flow, which was one of the main reasons moti-
vating the DNS study [46, 105]. Before discussing this topic further, it
is noted that the statistical convergence of the Reynolds shear stress,
the turbulent heat flux and the skin friction coefficient, as presented
in this work so far, were, by far, the most demanding computational
requirements. All of these quantities are related to the intensity of
the turbulence and the implementation of eddy events in ODT. For
a relatively low Reynolds number, such as the one evaluated in this
simulation, the number of eddy events implemented in every ensem-
ble member is also small, while the effect of every eddy is relatively
large on the statistics5. The computational cost of ODT regarding the
calculation of turbulent fluxes, is, in this sense, expected to increase
with the Reynolds number regarding the duration of every simula-
tion or ensemble member realization. However, at the same time, the
computational cost is also expected to be compensated by reducing
the number of ensemble members required for converging statistics

5 The larger eddies characteristic of a more laminar flow transport more energy with
them.
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due to the increase in the number of implemented eddy events, also
according to the Reynolds number.

5.2.4 Relaminarization effect and flow regimes

To finalize this chapter, a short comment regarding the relaminariza-
tion phenomena is made. This issue will be discussed again in the
context of the EHD-enhanced heat transfer simulations in Chapter
7. The relaminarization seen in the DNS, as well as in ODT, agrees
with the forced and natural convection boundaries from the diagram
presented by the group of Tanaka et al. back in the 1980s [106]. It is
possible to illustrate the change in the bulk Reynolds number in the
ODT simulations from the initial conditions to the position z/R = 50
within such diagram. This is shown (for the values obtained in the
S-ODT simulations) in Figure 5.11. The diagram shown in Figure 5.11

shows, first, in dashed red and green lines, the boundaries of laminar
flow. The laminar flow was obtained in [106] by performing RANS
simulations with the models suggested by Kawamura [107] and Jones
and Launder [108]. In the simulations where the TKE converged to
a value of zero, the flow was considered laminar [106]. The dashed
black lines corresponding to the boundary between turbulent forced
convection and turbulent mixed convection, as well as the boundary
between turbulent mixed convection and turbulent natural convection
follow the empirical relations from Tanaka et al. [109, 110],

Reb = 50Gr
8

21
b (Forced and mixed convection boundary), (5.15)

Reb = 16.5Gr
8
21
b (Mixed and natural convection boundary). (5.16)

The dotted black line in Figure 5.11 corresponds to the relaminariza-
tion boundary estimated by [106] as,

Grb

Re3
b
= 3 × 10−6. (5.17)

Finally, the dotted purple line in Figure 5.11 is the regime distinc-
tion according to the nondimensional factor in the buoyancy term of
the momentum equation, as derived in [111]6, i.e., Gr/Re2

b = 1. Note
that for negligible Grashof numbers, Gr → 0, the laminar boundary
should approach the critical bulk Reynolds number for pipe flow,
Reb,cr ≈ 2040 [8]. In that sense, the model for laminar flow suggested
by Kawamura seems closer to reality.

Also shown in Figure 5.11 as star, square and cross symbols are
the RANS simulation data of [106], where values of 80% of the initial
Nusselt number, the minimum Nusselt number and a recovery to the

6 This is derived using a Boussinesq approximation.
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(a)

(b)

Figure 5.10: Radial profiles of turbulent heat flux component ⟨ρh′′v′′⟩ at
different streamwise positions. (a) S-ODT simulations. (b) T-
ODT simulations. DNS data from [46] is shown for reference.
The Figures are adapted from the original Figures published in
[72].
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Figure 5.11: Natural and forced convection regime diagram presented in
[106], with the change in the characteristic Grashof and Reynolds
number obtained from the S-ODT simulations between the nor-
malized positions z/R = 0 and z/R = 50 (blue line with trian-
gular symbols). Note that Reb,0 = 6000 in the ODT simulations.
See the text for a description of the diagram.

initial Nusselt number were achieved, respectively, with both models
from [108] and [107]. The drop of the Nusselt number below 80% of
the initial value and its later recovery to the original value at constant
Reb with varying Grb was indicative of a change in the flow regime.

Figure 5.11 shows that the relaminarization effect discussed in the
DNS study of [46] agrees with the boundaries presented by [106],
in the sense that the entire simulation starts at the turbulent natural
convection regime and displaces towards the mixed convection regime,
and towards the relaminarization boundary. Nonetheless, according
to the buoyancy criteria, Gr/Re2

b = 1, this flow is still considered at all
times as a forced convective flow [111]. This is an indication of how
the effect of the body forces, in this case the gravitational body force,
can influence the regime of the flow and the transition to turbulence.
Indeed, the flow simulated in this chapter is, by no means, a classical
example of a one-dimensional turbulence case, given that it must be
represented, at least, in a two dimensional parametric space of Reb
and Grb, in addition to the already discussed streamwise dependency
of flow quantities.
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E H D F L O W I N A W I R E - P L AT E E L E C T R O S TAT I C
P R E C I P I TAT O R

This chapter is an adaptation of the content published in [112].
In this chapter, the S-ODT formulation is applied to evaluate the

effects of the electroquasistatic body force, or EHD body force, within
an incompressible constant property channel flow. It is stressed that
the assumption of flow incompressibility with constant properties,
considered in this chapter, implies neglecting any kind of temperature
change. Therefore, all heat fluxes and Joule heating effect contribu-
tions into the temperature equation, Eq. (3.67), are neglected. This
also implies that the divergence condition on the velocity, Eq. (3.65),
results in a zero divergence of the velocity field. The EHD body force
is produced by a periodic array of electrodes which ionize the sur-
rounding air flow. This configuration resembles the wire-plate ESP
configuration used in [51] and [113], and is an attempt to reproduce
the results obtained in the DNS done by Soldati and Banerjee [53].
The ODT model implementation in the wire-plate ESP is shown in
Figure 6.1. It shows, as an example, the implementation of an eddy
event taking place at a streamwise position xeddy. The eddy event has
a left edge given by y0,eddy and a length leddy. This causes a distortion
in the streamwise velocity profile, as discussed in chapter 3.

6.1 role of the ehd body force in turbulence and odt

modeling

Until this point, the reader may have found somehow arbitrary the
treatment given to the EHD body force as part of the stochastic eddy
event implementation in ODT. In fact, by examining the mean momen-
tum and mean kinetic energy equations in appendix F, it is actually
counterintuitive to discuss the EHD body force within the context of
turbulent advection, given that it clearly affects directly only the mean
kinetic energy (or the kinetic energy of the mean flow), and not the
turbulent kinetic energy. This can be seen by the absence of the EHD
term in the incompressible TKE equation (or in the variable density
TKE equation as well), Eq. (F.9). It is noted that all comments made in
this section, and in the thesis in general, refer to the asymptotic case
of negligible mobility ratios Mβ → 0, as discussed in chapter 3.

In order to understand the role of the EHD body force in turbulence,
it is first convenient to rewrite the electric current density vector given

115
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Figure 6.1: Configuration of the ODT model in a channel flow undergoing the
effects of EHD body forces, resembling a wire-plate ESP. The ODT
line coincides in this case with the channel crosswise direction
and displaces in streamwise direction, according to the S-ODT
formulation. Discharge electrodes are placed in a periodic array
configuration at a distance delec. The EHD body force is generated
due to the electrostatic potential difference between the electrode
at ϕelec and the grounded channel walls at ϕplate = 0. The Figure
is adapted from the original Figure published in [112].

by Eq. (2.11). Indeed, using Eq. (2.13) (and Eq. (2.18)), the electric
current density can be rewritten in terms of the electric field as,

J = ρ f βE = ϵ0β (∇ · E) E.

Using some convenient vector calculus identities, this can be rewritten
as,

J
β
= ϵ0∇ · (E ◦ E)− ϵ0

2
∇ (E · E) = ϵ0∇ · (E ◦ E)− ϵ0

2
∇ ·
(
|E|2 I

)
.

(6.1)

This representation of the EHD body force is the so-called Maxwell
electroquasistatic stress tensor in an electrically linear medium [56].
Being a stress tensor, this implies that there is a normal stress asso-
ciated to an irrotational component of the current and a shear stress
associated to a rotational component of the current. This is similar to
the analysis done by [76] and leads to the same conclusion. There is a
component of the EHD body force, responsible for vortical motions
which is not transfering translational kinetic energy into the flow, and
a component which is only adding translational kinetic energy. The
EHD body force behaves then equivalent to the pressure and the shear
stress in the Navier-Stokes equations.
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If there is a contribution to the EHD body force behaving just like
the pressure gradient, then there should be an associated mean pres-
sure gradient forcing the flow. In ODT, this contribution should be
considered in the deterministic advancement treatment, as discussed
previously in Chapter 3. Is there then such a mean component forc-
ing the flow in ODT? The answer to this question in this thesis is
no. This is motivated by the reduction from the vector Navier-Stokes
equations to the scalar ODT equations also done in chapter 3. As
commented in chapter 3, the ODT treatment supposes a parabolic
flow, which formally requires a 1-D electric current density vector.
E.g., for channel flow, this is a current density vector with a sole cross-
wise component. If this supposition holds, then there is necessarily
no net effect of the EHD body force into the streamwise momentum
component, and therefore, there is no contribution towards the mean
streamwise pressure gradient. Hence, the EHD body force only acts on
the crosswise momentum component. Consider now the Lagrangian
momentum equation, Eq. (3.47), with all of the divergence terms of
the EHD body force, as well as the pressure gradient and the shear
stress tensor divergence grouped into a total stress tensor,

ρ
DV
Dt

= ∇ ·
(
−pI + τ + ϵ0E ◦ E − ϵ0

2
|E|2 I

)
+ ρg. (6.2)

It can be seen, according to Eq. (6.2), by supposing a 1-D electric
field, e.g., in y direction, that the contribution of the EHD body force
to the pressure gradient in the crosswise direction is simply ϵ0E2

2/2,
which is the electrostatic potential energy density as per Eq. (2.36).
Given that there is no mean streamwise pressure gradient associated
to the EHD body force, and that the remaining contribution is just
the potential energy acting on the momentum component responsible
for turbulence within the 1-D domain, the ODT inclusion of the EHD
body force as a potential energy term in the stochastic eddy event
implementation is fully justified.

To summarize, it is noted that the role of the EHD body force in
turbulence, for the asymptotic mobility ratio cases studied in this
thesis, is equivalent to the role of the combined hydrodynamic pres-
sure gradient and shear stress tensor divergence in the Navier-Stokes
equations. In the internally forced convective flow cases studied with
ODT, this role is restricted to a pressure-gradient type interaction in
the direction of the ODT line. The EHD body force does not produce,
nor dissipate turbulence directly, as seen by the absence of the EHD
term in Eq. (F.9). Just like the pressure, its role is in the transport of
turbulence, although this could also be an indirect mechanism for
turbulence production due to modifications in the Reynolds shear
stress. Therefore, the incorporation of the EHD body force term must
be within the stochastic eddy event implementation part.



118 ehd flow in a wire-plate electrostatic precipitator

6.2 implementation of the ehd body force in the odt

wire-plate esp

The findings from the previous section are in conflict with the EHD
body force representation used in this chapter. As seen in Figure 6.1,
the electric fields generated in the wire-plate ESP case are inherently
two-dimensional. These electroquasistatic fields are independent of
the flow dynamics, as discussed in chapter 3. The EQS fields are
actually calculated before the flow simulations following the methods
in appendix H. The existence of such a 2-D electric current density field
grants the flow an inherently elliptic character. Since the body force is
2-D, there should be a corresponding associated 2-D pressure gradient
type interaction. A mean pressure gradient-type of interaction in the
streamwise momentum would result, for the incompressible flow
intended in this study, in a direct modification of the streamwise bulk
velocity. However, a bulk-filtering of the EHD body force considering
the configuration suggested in Figure 6.1, results in a cancellation of
the bulk effect of the streamwise EHD body force. Note that the bulk
effect of the crosswise component of the EHD body force also cancels
out. Such bulk filtering is simply an integration, e.g., over a control
volume of length delec and height H with an electrode at the center. The
implications of the latter consideration for the streamwise momentum
component is that the EHD body force is not contributing, directly at
least, with a change in the magnitude of the mean bulk streamwise
momentum. This effect can also be visualized in the diagrams shown
in [53]. Thus, there is no additional forcing necessary for the ODT
simulations. This deductive analysis indicates that, for the case in
Figure 6.1, the EHD body force does not inject energy at the large
bulk scales (integral scales). This agrees with the phenomenological
description presented in [52]. The characteristic length scale interaction
for the EHD body force presented by [52] is, instead, located in the
range between the integral length scale and the dissipation subrange
(Kolmogorov length scale).

The question is then, how to implement such a 2-D generated
electric field in ODT, in the most consistent way, in order to evaluate
the flow as in [53]. The answer to this question is that the contribution
of J that needs to be considered is precisely the one associated to the
turbulence, or the vortical motion1. For that, the decomposition of
the current onto its solenoidal and irrotational components suggested
by [76] is used. The irrotational component is the one contributing
to the mean flow motion, while the solenoidal component is the one
contributing to turbulence. As explained in [76], in general, the electric
current density can be described as rotational if its curl exists. The

1 Again, this is motivated by the fact that there is no direct net contribution neither to
the streamwise bulk flow due to the periodic electrode array, nor to the crosswise
bulk flow due to the walls.
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curl of the electric current density, or of the EHD body force, per Eq.
(2.11) is,

1
β
∇× J = ∇×

(
ρ f E

)
= ρ f (∇× E) +∇ρ f × E. (6.3)

The first term in the RHS of Eq. (6.3) is zero as a consequence of Eq.
(2.17). Therefore, the solenoidal part of the electric current density
vector can be attributed to the charge density gradients.

Formally, given the precomputed 2-D EQS field, the calculation of
the solenoidal or rotational component of the electric current density
could be calculated by the vector identity,

J = −∇jirrot +∇× Jsol , (6.4)

where the subindices irrot and sol refer to the irrotational and solenoidal
components, respectively. These components can be calculated as in
any Helmholtz decomposition, see [114],

jirrot =
1

4π

∫
V

∇′ · J(r′)
|r − r′| dV − 1

4π

∮
S

J(r′)
|r − r′| · n′dS′

= − 1
4π

∮
S

J(r′)
|r − r′| · n′dS′.

(6.5)

Jsol =
1

4π

∫
V

∇′ × J(r′)
|r − r′| dV − 1

4π

∮
S

n′ ×
J(r′)

|r − r′|dS′

=
β

4π

∫
V

∇′ρ f (r′)× E(r′)
|r − r′| dV.

(6.6)

Here, ∇′ indicates that the nabla operator is taken with respect to
the position vector r′. The volume integral in Eq. (6.5) is neglected
due to the zero divergence of the electric current density by Eq. (3.64).
Furthermore, for the wire-plate ESP, the remaining surface integral
term in Eq. (6.5) is zero if a 2-D control volume limited by the walls
with an electrode in the center is considered. The surface integral term
in Eq. (6.6) is neglected given that the electric current density vector
is alway parallel to the boundary surfaces2. Given the 2-D field of
J, Jsol is a 1-D vector in the z direction, which, for the purposes of
ODT, is simply a scalar current density corresponding to the rotational
contribution. Note also that ∇ρ f × E = ∇×

(
ϕ∇ρ f

)
.

The approach described above, although being the most methodical
and formal one, was not the one followed in this chapter. Instead,
a much simpler decomposition of the electric current density was
considered,

J = ρ f βE = −β∇
(
ρ f ϕ

)
+ βϕ∇ρ f . (6.7)

2 There are no tangential electric field lines at the surface of conductors or at the surface
of the walls which are all at 0 electrostatic potential.
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It is possible to think of Eq. (6.7) as a naive approach for the decom-
position of J. In fact, the curl of J according to this decomposition
is simply ∇×

(
βϕ∇ρ f

)
, which is the same curl obtained by using

Eq. (6.4) with Eqs. (6.5) and (6.6). Eq. (6.7), is, therefore, a Helmholtz
decomposition [114], in which the term βϕ∇ρ f is the solenoidal contri-
bution, i.e., the part associated to the charge density gradients, and the
term −∇

(
ρ f βϕ

)
is the irrotational contribution, i.e., the part which

can be written as a flux. The decomposition according to Eq. (6.7) is
the approach followed in this chapter. The irrotational contribution is
neglected. The streamwise rotational component of J, i.e. βϕ∂ρ f /∂x,
was used as a streamwise dependent body force in the deterministic S-
ODT advancement. The wall-normal rotational component, βϕ∂ρ f /∂y,
was used during eddy events as the actual crosswise current density
component responsible for the potential energy contribution in the
estimation of the eddy acceptance probability (see section 3.5).

The last discussion before proceeding into the simulation setup
and listing of the input parameters is the decision of whether the
electrostatic potential energy term in the ODT stochastic eddy event
implementation involves or not a certain transformation of electro-
static potential energy into kinetic energy. That is, the discussion of the
choice regarding the implementation of either Case I or Case II from
section 3.5 in the S-ODT simulations. For that, the choice of Case I is
motivated due to the decomposition performed for the electric current
density vector by Eq. (6.7), and based on the reasoning presented in
[76]. Given that the entire irrotational component of J is discarded in
the S-ODT simulations, there is, thus, no justification for considering
a transfer of energy between the potential energy term and the kinetic
energy available in the flow. A transfer of kinetic energy would be
the case in the redistribution of kinetic energy among velocity com-
ponents due to a pressure gradient-like effect. However, there is no
such irrotational component of the electric current which would play
this role. Therefore, the S-ODT simulations presented here consider
the Case I treatment discussed in section 3.5.

6.3 setup of the numerical simulations

Similar geometry and considerations to those from the DNS simula-
tions were considered in an attempt to replicate the results from [53]
with ODT. The flow is forced by a mean streamwise pressure gradient
determined by a target friction Reynolds number (see 3.6.2). As it has
been discussed previously, the correlation between a pressure gradient
and a target friction Reynolds number is feasible in this case, given
that it is possible to relate the wall shear stress with the pressure gra-
dient by integration of the mean momentum equation [32], i.e., there
is no bulk contribution of the EHD body force into the momentum
of the flow. Buoyancy effects are also neglected in this chapter, given



6.3 setup of the numerical simulations 121

that an incompressible constant property channel flow is considered.
It is noted that the ODT simulations consider an infinitely long wire-
plate ESP (with assumed spanwise periodicity), in comparison to the
duct-type geometry of the DNS [53]. Nonetheless, for the purpose
of the evaluation of the fundamental interactions intended here, this
comparison suffices.

The electric field is generated by an infinitely long array of point
electrodes, which operate at a discharge voltage ϕelec as indicated in
Figure 6.1. The collector plates (walls of the channel) are grounded
at a voltage ϕplate = 0. The calculation method of the 2-D electroqua-
sistatic fields, which remain fixed during the S-ODT simulations, is
presented in appendix H. The current per unit length measured at the
plate, Iplate/B, is used as a stopping criteria for the iteration procedure
indicated in appendix H for the calculation of ϕ, E and ρ f . The EQS
fields are obtained at the nodes of a 2-D grid of length delec/2. All
fields are then interpolated into the centers of the cells of an equivalent
equidistant 2-D grid, and mirrored across the channel centerline, in
order to produce a 2-D array of height H, the distance between the
walls of the channel. Since the channel is infinite (periodic) in stream-
wise direction, the 2-D EQS fields in a given discrete section of the
channel of length delec are reused as many times as needed during the
S-ODT simulations.

The low and high voltage cases evaluated in this chapter, and the
required parameters for the calculation of the corresponding electro-
quasistatic fields in both cases can be found in Table 6.1. Figure 6.2
shows the field of the electrostatic potential in the high voltage case,
or Case B from Table 6.1.

Figure 6.2: Distribution of the electrostatic potential in the wire-plate ESP
(Case B, ϕelec = 42000V). The channel height is H = 0.04m.
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Table 6.1: Electrostatic field parameters for the different cases investigated.
LV and HV refer to the low voltage and high voltage cases, respec-
tively.

Parameter / Case 0 A B

(Reference) (LV) (HV)

Distance between elec-
trodes delec [m]

0.0628 0.0628 0.0628

Channel height or dis-
tance between channel
walls LODT = H [m]

0.04 0.04 0.04

Ionic mobility for pos-
itive discharge in air β

[m2/(V · s)]

0 1.43 × 10−4 1.43 × 10−4

Electrode discharge
voltage ϕelec [V]

0 32000 42000

Grounded channel wall
voltage ϕplate [V]

0 0 0

Electric current per unit
length measured at the
plate Iplate/B [A/m]

0 0.3 × 10−3 0.75 × 10−3

The flow simulations can be started once the electrostatic field is
computed. A value of α = 0 is chosen for simplicity in the simulations
of this chapter. The ODT model parameters C and Z are calibrated
for the mean streamwise velocity profiles in the pure incompressible
constant property reference channel flow case (case 0 in Table 6.1).
As in chapters 4 and 5, the sensitivity of the model parameters with
respect to the change in the flow dynamics3 is expected to be small.
However, a detailed sensitivity study concerning the choice of the
model parameters was not carried out in this thesis. An exception to
this rule in this chapter will be discussed later. The calibration process
for the C and Z model parameters in the reference case is not shown
here. However, it is stressed that, due to the very low characteristic
Reynolds number of the flow (Reτ = 108), ODT already shows non-
negligible qualitative differences with the corresponding DNS mean
flow profiles in the outer layer of the normalized mean streamwise
velocity profile. This is due to the appearance of structures which are
characteristic of a low Reynolds number flow, and which have a more
important character and a larger influence on the large scales, the

3 Change in the Reynolds number, or, in this case, change in the electrohydrodynamic
number.
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closer the flow approaches the critical transition Reynolds number4.
As discussed in previous chapters, the lower value of the parameter C
in comparison to values used in previous chapters is indicative of the
lower Reynolds number of the simulation (more laminar character of
the flow). Table 6.2 shows the physical and adaptive mesh settings for
the S-ODT simulations. These settings are common for all of the three
evaluated cases. Table 6.3 shows the ODT model parameters used.

Table 6.2: Physical and adaptive mesh settings of the S-ODT simulations.

Physical settings Description / Value

Forcing method for u FPG forcing

Target friction Reynolds number Reτ 108

FPG ∂p/∂x [Pa/m] −0.5548

Domain size LODT = H [m] 0.04

Air density ρ [kg/m3] 1.38

Air kinematic viscosity ν [m2/s] 1.6606 × 10−5

Adaptive mesh settings Value

∆ymin = η0/6 [m] 3.0864 × 10−5

∆ymax (m) 8.0 × 10−4

gDens 80.0

ATimeFac 1.0

Eddy-size PDF lmax/LODT 1/2 = 0.5

Table 6.3: ODT model parameters used for the wire-plate ESP simulations.

Parameter Value

C 1.5

Z 100

α 0

6.4 simulation results and discussion

First, the changes in the mean streamwise velocity profiles and the
Reynolds shear stresses in all of the three evaluated cases are analyzed.
These results are shown in Figures 6.3a and 6.3b. It is noted that
the average operator used in this case for the presentation of the
results is, just like in chapter 4, a Reynolds-average operator; in this

4 For reference, for pipe flows, the critical Reynolds number is close to Reb,cr ∼ 2000
(defined based on the pipe diameter), while in channel flows, this critical value is
approximately Reb,cr ∼ 1400 (defined based on the channel height or width H) [115].
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case, though, it is convenient to stress that the averaging was done
in streamwise direction, and hence, the use of the overline ψ in the
presented results. It is also noted that, regardless of the choice of the
ODT model parameter α = 0, the crosswise Reynolds shear stress can
still be obtained by the change in the streamwise velocity profile due
to eddies, see appendix F. Although the effects are small, Figure 6.3a
shows an increase of the mean velocity gradient in the outer layer
of the flow at the HV simulation case. As a consequence, there is an
increase in the bulk flow velocity which follows the increase in the
voltage of the discharge electrodes. Similarly, Figure 6.3b shows a
consistent overall increase in the magnitude of the crosswise Reynolds
shear stress with the increase in the voltage of the discharge electrodes.
The increase in the Reynolds stress agrees with the DNS data in the
LV case only. Overall, an increased probability of eddy events occurs
in the regions close to the electrodes due to the influence of the EHD
forcing. This is seen in Figure 6.4.

The results shown in Figure 6.3a apparently contradict the discus-
sion offered in the previous section regarding the alleged constancy of
the bulk streamwise momentum, or of the bulk streamwise velocity,
with respect to the EHD body force. The discussion in section 6.2
detailed, however, that there was an effect of the EHD body force
on the transport of turbulence, yet, the effect was not directly on the
large bulk flow scales. Hunt [77] details that, for body forces which
are independent of the flow whilst being functions of space and time,
the predominant characteristic is the local induction of mean flows
characterized by eddy structures and oscillations. Thus, can there
be an increase in the bulk flow velocity without a net contribution
from the EHD body force and at the same imposed mean pressure
gradient, or wall shear stress? According to the parameterization in
Eq. (3.66), this is impossible, unless the value of the skin friction coef-
ficient C f is allowed to change. Precisely, it is noted that an increase
or reduction in the kinetic energy of the mean flow, or mean flow
induction, is normally translated as a corresponding drag reduction or
drag increase effect, respectively. The drag is understood here by the
effect in the skin friction coefficient C f , given by Eq. (3.63). Consider
the integral form of the kinetic energy equation given by Eq. (2.52),
rewriting the shear stress tensor divergence as in Eq. (F.8),

d
dt

∫
V(t)

ρξkindV =−
∫

V(t)
V · ∇pdV +

∫
V(t)

µ∇2ξkindV −
∫

V(t)
ϵξkin dV

+ ρg ·
∫

V(t)
VdV +

∫
V(t)

ρ f E · VdV.

(6.8)

Here, the integral of the kinetic energy contribution due to the EHD
body force on the RHS is zero as detailed before, according to the
periodic and symmetric electric field in Figure 6.2. If a statistically
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(a)

(b)

Figure 6.3: Normalized mean velocity profile and Reynolds shear stresses
obtained in the three simulated cases of Table 6.1. Reference DNS
data from [53] is shown for reference. Figures are taken from the
original publication in [112].
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(a)

(b)

Figure 6.4: Eddy event distribution in the S-ODT simulations of the wire-
plate ESP. (a) Reference case, without EHD forcing. (b) Case B, HV
case. The different colors in the plots indicate the density in the
number of events according to the supplemented color scale. The
intersection of the white dashed lines indicates the position of the
electrodes. The Figure is adapted from the original publication in
[112].
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stationary and homogeneous kinetic energy field is assumed on the
Lagrangian volume, the integral kinetic energy balance reduces to,∫

V(t)
V · ∇pdV − ρg ·

∫
V(t)

VdV = −
∫

V(t)
ϵξkin dV. (6.9)

Considering a non-negligible pressure gradient in streamwise direc-
tion only, and neglecting the effect of the gravitational potential energy,
Eq. (6.9) is, according to the velocity field from Figure 6.1 in the chan-
nel case,

Ub
∂p
∂x

H = −µ
∫ x=delec

x=0

∫ y=H

y=0

(
∂u
∂x

∂u
∂x

+
∂u
∂y

∂u
∂y

+
∂v
∂x

∂v
∂x

+
∂v
∂y

∂v
∂y

)
dydx.

(6.10)

This expression justifies the indirect changes in Ub, and subsequently
in C f , as a consequence of modifications in the kinetic energy dissipa-
tion. In fact, this is in perfect agreement with the second Kolmogorov
hypothesis, which states that the large scale behavior is dictated by
the TKE dissipation [21, 32]. In the FPG forcing, Ub is changed, not
directly due to the EHD body force, but rather, indirectly due to the
inherent change in the kinetic energy dissipation by the injection of
energy from the EHD body force at an intermediate scale.

The results from Figure 6.3a confirm the previous analysis. The
injection of the surplus energy due to the EHD body force is seen in
the results shown by Figure 6.3b. That is, an increase in the Reynolds
shear stresses due to the EHD body force, a statement which was
also already analyzed by [76]. In fact, the EHD body force does not
only increase the crosswise Reynolds shear stress u′v′, but also the
streamwise Reynolds shear stress u′u′, which is part of the TKE. This
indirect modification of the mean flow by the Reynolds shear stresses
results in the observed drag reduction effect from Figure 6.3a. As
stated before, the EHD body force does not induce a mean bulk flow
directly, but rather, a modification of C f due to modifications in the
turbulent transport. The latter explanation agrees with the description
commented in section 6.2.

An exception to the understood general rule of model parameter
calibration in ODT is discussed now. Effectively, in chapters 4 and 5,
the strategy for the selection of the model parameters was, in the case
of chapter 4, a calibration at a moderate Reynolds number case, and in
the case of chapter 5, a calibration of the model parameters based on
the mean flow statistics of the simulated case. It is clear that the model
parameters used in chapter 4 deviated from the values used in chapter
5. Although the dynamics between constant and variable density flow
are clearly different with respect to each other, the change in the
model parameters, specifically the change of C, is only attributed to
the lower Reynolds number of the flow evaluated in chapter 5. That
is, as commented in the previous section, C becomes case dependent
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in an increasingly laminar-dominated regime. Since a value C = 0 is
indicative of laminar flow in ODT (no implementation of eddy events),
this is a consistent behavior of the model. The drag reduction effects
shown in Figure 6.3a are a sign of local flow relaminarization, or at
the very least, indicate the change in the fully turbulent character
of the flow towards a transition regime. Since the dynamics of large
scale eddy structures which are characteristic from transition regimes
can neither be interpreted nor reproduced in ODT, this local flow
relaminarization is modeled with a C parameter dependency, i.e., a
reduction in the C parameter for increased magnitudes of the EHD
body force.

Reviewing the nondimensional momentum equation, Eq. (3.66), it is
noted that the EHD body force is scaled by the parameter N2

EHD/Re2. C
maintains a proportional relation with Re, that is, C → 0 if Re → Recr

(the critical Reynolds number for the transition between laminar and
turbulent flow). This is equivalent to stating that C → 0 if Reτ → 1.
For incompressible constant property flow, C f can also be written as,

C f = 2
u2

τ

U2
b
→ C f = 2

Re2
τ

Re2 . (6.11)

For a fixed value of Reτ imposed on the simulations by the FPG
forcing, the proper scaling of C f goes then in inverse relation with
Re. The analogy with the parameter C is then straightforward. If
C f scales inversely with N2

EHD/Re2, then it should be possible to
expect that C also does, i.e., C → 0 if N2

EHD/Re2 → ∞ in a very rough
approximation. Indeed, it has been verified empirically in this work,
that an appropriate qualitative behavior for the drag reduction trend,
as well as the Reynolds shear stress behavior in the inner layer close
to the wall (in comparison to the DNS data), can be found by scaling
the C parameter as the following function of N2

EHD/Re2,

Cscal = C0

(
1 − 4

27
N2

EHD
Re2

)
(6.12)

The bulk Reynolds number Re and bulk NEHD Reynolds number
are defined by Eq. (3.59), using the half-width of the channel H/2
as the characteristic length L, and defining the surface associated
to the current as S = HB/2, where B is the depth of the channel or
the length of the electrodes. This gives N2

EHD/Re2 = Iplate/(BρbβU2
b,0),

where Ub,0 is the bulk velocity obtained in the reference case. Also, C0

is the nonscaled C value from Table 6.3. Eq. (6.12) satisfies the inverse
relation between C and N2

EHD/Re2. The factor 4
27 is the analytical

solution of the ODT kernel identity, Eq. (3.31), which signalizes the
relation of C with the kinetic energy changes in the flow due to eddies.
Since C is related to the turbulence intensity in ODT, it is hypothesized
that this modification of C accounts for the missing mean kinetic
energy introduced by the large scale structures, thus resulting in the
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noted drag reduction effect. It is noted that Eq. (6.12) may produce
negative C values for sufficiently high NEHD values. This sets a limit
for the S-ODT parabolic treatment, beyond which the solutions become
indistinguishable from the pure still (no through-mean flow) EHD
solution, given the complete absence of turbulent transport or eddy
events. The still EHD solution is an inherently elliptical quiescent flow
boundary value problem (BVP).

Using the suggested scaling, it is possible to obtain a better distinc-
tion between cases 0 and A in the mean velocity profiles, while also
obtaining the same DNS trends in the Reynolds stress close to the wall.
This is shown next in Figures 6.5a and 6.5b. Table 6.4 shows the change
in the obtained bulk velocity values (and corresponding skin friction
coefficient) for the nonscaled and scaled C-parameter simulations. The
wall shear stress and friction velocity values corresponding to the
constant forcing mean streamwise pressure gradient values used both
in DNS and ODT are obtained by the integration of the streamwise
incompressible constant property momentum equation, Eq. (F.7) (see
also [32]).

Despite the improvement of the behavior in the crosswise Reynolds
shear stress u′v′ close to the wall, its qualitative disagreement in the
outer layer still persists. According to the DNS data, there is a non-
monotonic behavior in the near wall peak of the Reynolds shear stress;
it increases in the LV case (case A), and then decreases below the refer-
ence case at HV (case B) [53]. Simultaneously, all three cases collapse
in the outer layer away from the wall. This representation of the flow
dynamics is not well reproduced in ODT for the reasons explained
before regarding the inability of ODT to reproduce coherent structure
information. The behavior of the crosswise Reynolds shear stress is
explained in the DNS in terms of the reduction in the frequency of
events producing negative Reynolds stresses5, and the increase in the
frequency of events producing positive Reynolds stresses6 [53]. The
latter frequency increase results in a decrease of the TKE production
close to the wall, which could explain the apparent relaminarization of
the flow away from the wall according to the inner scaling in Figures
6.5a (increased velocity values in the bulk region of the flow) and 6.5b
(decrease of the Reynolds shear stress close to the wall). Given that,
in addition to this apparent relaminarization, the overall effect of the
EHD forcing increases the intensity of the turbulence events according
to the DNS [53], the resulting increase in stochastic eddy events from
Figure 6.4 with the corresponding drag reduction effects from Figures
6.5a and 6.5b, could be seen as a suitable representation of the flow in
ODT, at least regarding the first order statistical moments and implied
physics.

5 Events producing u′ < 0 and v′ > 0 or u′ > 0 and v′ < 0, considering zero average
velocities.

6 Events producing u′ > 0 and v′ > 0 or u′ < 0 and v′ < 0, considering zero average
velocities.
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(a)

(b)

Figure 6.5: Normalized mean velocity profile and Reynolds shear stresses
obtained in the three simulated cases of Table 6.1 with the scaled
ODT model parameter C given by Eq. (6.12). Reference DNS data
from [53] is shown for reference. The Figures are taken from the
original publication in [112].
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Figure 6.6a shows the non-dimensional mean shear stress obtained
with the scaled C parameter values in the LV and HV cases. ODT is
able to reproduce the increase in the mean velocity gradient in the
buffer layer for increasing magnitudes of the EHD forcing. Although
the values of the shear stress are different to those of the DNS, it is
noted that the increase in the mean velocity gradient up to a position
y+ ∼ 30 contrasts with the decrease in the Reynolds shear stress. This
is a feature achieved in ODT which can not be reproduced with the
classical Boussinesq turbulent viscosity approach or the eddy viscosity
models used in traditional RANS simulations.

To complement the discussion of the crosswise Reynolds shear stress,
Figure 6.6b shows the normalized streamwise RMS velocity profile.
The apparent localized relaminarization effect, or its drag reduction
counterpart, can be seen in a much clearer way in this figure by the
reduction in the RMS velocity values away from the wall at the LV
and HV cases.

It is not possible to evaluate the local increase or decrease of the
TKE production stated by the DNS with the streamwise averaging
used in the S-ODT simulations. This is because the quadrant analysis
used in the DNS to evaluate the TKE production term supposes a
velocity field with zero average. In the DNS, a triple decomposition is
suggested, see [53]. E.g., for the streamwise velocity field,

u(x, y, z, t) = u(y) + ⟨u⟩(x, y, t) + u′(x, y, z, t). (6.13)

This is a decomposition into a mixed streamwise and temporal average
u(y), plus an ensemble (phase) average ⟨u⟩(x, y, t) of the homogeneous
spanwise direction z. The corresponding ensemble average in ODT
is given by the different realizations at the same wall-normal and
streamwise positions, i.e.,

u(x, y, n) = u(y) + ⟨u⟩(x, y) + u′(x, y, n). (6.14)

Here, u is the average achieving the fully developed condition of the ve-
locity field and ⟨u⟩ is an ensemble average corresponding to a discrete
periodic position n between the discharge electrodes. Due to the im-
posed fully developed character of the flow, ⟨u(x, y)⟩ = ⟨u⟩(y) = u(y)
in ODT. Similarly, ⟨v⟩ = v = 07, in contrast to ⟨v⟩ ̸= 0 in the DNS [53].
The lack of ellipticity is again, the reason why the model is unable
to analyze organized motions of the non-streamwise velocity compo-
nents8. Hence, the calculation of the TKE production and dissipation
budgets in ODT is the same, given that the triple decomposition of the
DNS simply reduces to the same traditional Reynolds decomposition
in ODT. Therefore, it is impossible for ODT to capture differences in

7 Either due to the 1-D divergence (zero gradient) condition of v during the S-ODT
deterministic step, the choice α = 0, or the omission of the pressure gradient and the
use of a FPG constraint.

8 Leaving aside the inability to obtain a w velocity component due to the choice α = 0.
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(a)

(b)

Figure 6.6: (a) Normalized mean shear stress and (b) streamwise RMS veloc-
ity profile obtained with scaled ODT C parameter values given
by Eq. (6.12). τ+ = µ(∂u/∂y)/τw in (a). Reference DNS data from
[53] is shown for reference. The Figures are taken from [112].
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Figure 6.7: Normalized TKE production (P+
TKE) and dissipation (ϵ+TKE) bud-

gets. The left figure shows the DNS data for the reference case 0
(black line) and case B (green line) [53]. The right Figure shows the
S-ODT results. The organized motion EHD production term from
[53] is also included for reference in the left Figure, P+

TKE,EHD.
This term can not be reproduced in ODT. The Figure is adapted
from the original publication in [112].

the TKE production term due to the organized flow velocity gradient
as in the DNS. The same applies for the obtained triple decomposition
TKE dissipation term [53]. ODT is not able to capture any dissipation
effect other than the one due to shear in the streamwise direction
produced by the crosswise gradient of the streamwise velocity9. This
is seen in Figure 6.7, i.e., there is essentially no change in the TKE
budgets obtained with ODT, regardless of the applied EHD body force.
The only changes are due to the slight modification of the parameter
C slightly affecting the dynamics in the outer layer, i.e., the change in
C f .

9 Again, v can only be taken as 0 in the S-ODT simulations done here, and ∂u/∂x is
also zero due to the achievement of the fully developed condition of the flow.
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7
E H D F L O W I N A C Y L I N D R I C A L E L E C T R O S TAT I C
P R E C I P I TAT O R

In this penultimate chapter of the thesis, the effects of the electro-
quasistatic body force in a cylindrical geometry are evaluated in an
incompressible constant property and a variable density framework.
The constant property cylindrical ESP is evaluated following the same
T-ODT and S-ODT methodology used in chapter 4 for incompressible
constant property pipe flows. The methodology used in the variable
density cylindrical ESP corresponds to that used in chapter 5.

A sketch of the flow is depicted in Figure 7.1. The basis configu-
ration is that of an pipe flow forced by a given constant streamwise
mass flow rate, i.e.,

∫
ρurdr = ṁ, where ṁ is the constant mass flow

rate in the pipe. One important difference with the pipe flow simu-
lations from chapters 4 and 5 is the presence of an electrode wire,
which is treated as an internal boundary in the radial computational
domain. The electrode wire generates the corresponding radial elec-
troquasistatic profiles of the electric field, charge density and electric
current density. These profiles are calculated as described in appendix
H and remain constant during the simulation. During eddy events,
the internal boundary is treated just as another fluid parcel subject
to the given mapping and kernel rules mentioned in appendix C.
The corresponding no-slip (zero Dirichlet) BC corresponding to the
internal boundary is enforced during the deterministic advancement.
For the variable density cases, the treatment of the enthalpy (or tem-
perature) during the deterministic advancement is indistinguishable
from the treatment applied in chapter 5. This implies a treatment
of the electrode wire as a perfectly thermal conducting fluid parcel,
which guarantees a flux equalization condition at the radial center cell
containing the origin, r = 0.

In the cylindrical configuration, the electric current density vec-
tor is fully irrotational. This is because the electroquasistatic fields
are entirely assumed as 1-D radial profiles, and as such, the curl of
the electric current density vector as a cross product, i.e., Eq. (6.3),
is necessarily zero. Due to the additional zero divergence condition
imposed on the electric current density vector, this results in a (radially-
weighted) constant electric current density across the radius of the
pipe, see Eq. (H.8). As such, the EHD body force term which would
appear in the momentum equation can be treated as a part of a modi-
fied pressure gradient, as commented in chapter 6. Due to this reason,
the EHD body force term is omitted from the deterministic ODT
governing equations, and is just considered as part of the pressure
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136 ehd flow in a cylindrical electrostatic precipitator

Figure 7.1: Cylindrical ESP model evaluated with ODT. The configuration
is the same as that from the heated pipe in chapter 5, with the
additional presence of an axial electrode wire concentric with
the pipe walls, and which is responsible for the generation of
the electroquasistatic variables E2, ρ f and j2. The variables within
parenthesis may be omitted in different parts in this chapter.
This is clarified in the corresponding setups of the numerical
simulations performed in this chapter. The flow is forced by
means of a constant streamwise mass flow rate constraint ṁ. Both
vertical and horizontal flows are evaluated in this chapter (for
horizontal flows, g = 0. The vertical flows are evaluated in both
upward and downward directions, as indicated by the thick gray
arrow in the sketch.

scrambling process during eddy events in ODT. The EHD body force
term is, thus, treated as a potential energy source term which is to be
converted into kinetic energy. In practical terms, this means that the
Case II treatment of the ODT potential energy formulation is used in
all simulations carried out in this chapter.
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7.1 incompressible constant property flow in a cylin-
drical esp

The results presented in this section correspond to ODT simulations
carried out in order to verify experimental measurements of the stream-
wise pressure drop as a function of the NEHD number. These experi-
ments were performed based on the understanding that a fully devel-
oped and incompressible constant property flow achieves a constant
and radially homogeneous streamwise pressure gradient. The exper-
imental results shown in this section were performed by the Chair
of Particle Technology of the BTU Cottbus-Senftenberg. One part of
these results is already published in [116], while another part of the
results has not been published so far (at least not until the date of
submission of this thesis). For consistency in the referencing, all of
these experimental results will be cited as [116].

7.1.1 Setup of the numerical simulations

In an attempt to replicate the experimental results of the pressure drop
as a function of the NEHD number with ODT, the first assumption
taken during the realization of this thesis was the consideration of the
flow as a purely incompressible flow with constant fluid properties.
That is, the buoyancy term, the Joule heating term, and any other
type of heat or heat transfer were all neglected. These simulations
were performed in a T-ODT fashion, obtaining the (temporally aver-
aged) statistically stationary flow profiles. T-ODT simulations were
performed for two different electrode wire diameters. The wire diam-
eter influences the calculation of the characteristic nondimensional
numbers of the flow by changing the hydraulic diameter of the pipe. In
general, the diameter D and the hydraulic diameter DH (and hydraulic
radius RH) of the pipe are related to the electrode diameter Delec in
the cylindrical ESP cases by,

DH = 2RH = D − Delec. (7.1)

The hydraulic lengths need to be substituted every time a characteristic
length is required for the calculation of a nondimensional number. The
fluid properties and further physical inputs for the T-ODT simulations
are shown in Tables 7.1 and 7.2. All simulations consider the ionic
mobility values for positive corona discharge in air taken from [117].
The constant mass flow rate constraint is enforced by the calculation
of a pressure gradient, as in Eq. (D.24), but with the additional consid-
eration of the presence of the electrode wire, which is excluded from
the velocity integral,

∂p
∂x

∆t =

[
∑i,−Relec

i,−R

(
ρiui∆r2

i
)
+ ∑i,R

i,Relec

(
ρiui∆r2

i
)]

− ṁ

∑i,−Relec
i,−R ∆r2

i + ∑i,R
i,Relec

∆r2
i

. (D.24)



138 ehd flow in a cylindrical electrostatic precipitator

Ta
bl

e
7

.1
:A

da
pt

iv
e

O
D

T
an

d
flo

w
co

nfi
gu

ra
ti

on
pa

ra
m

et
er

s
us

ed
fo

r
in

co
m

pr
es

si
bl

e
co

ns
ta

nt
pr

op
er

ty
cy

lin
dr

ic
al

ES
P

si
m

ul
at

io
ns

w
it

h
D

el
ec
=

1m
m

(T
-O

D
T)

.

Pa
ra

m
et

er
/C

as
e

R
e b

=
24

33
.3

33
3

R
e b

=
48

66
.6

66
7

R
e b

=
73

00
.0

L O
D

T
=

D
=

2R
/

D
H
=

2R
H

(m
)

0.
07

8
/

0.
07

7
0.

07
8

/
0.

07
7

0.
07

8
/

0.
07

7

ρ
(k

g/
m

3 )
1.

16
8

1.
16

8
1.

16
8

ν
(m

2 /
s)

1.
58

22
×

10
−

5
1.

58
22

×
10

−
5

1.
58

22
×

10
−

5

Im
po

se
d

U
b

(m
/

s)
0.

5
1.

0
1.

5

Io
ni

c
m

ob
ili

ty
β

[m
2 /

(V
·s
)]

1.
5
×

10
−

4
1.

5
×

10
−

4
1.

5
×

10
−

4

ES
P

le
ng

th
or

el
ec

tr
od

e
le

ng
th

B
(m

)
0.

82
0.

82
0.

82

Ta
rg

et
at

ϕ
el

ec
=

0V
fo

r
∂

p/
∂

x
(P

a/
m

)
−

0.
08

66
−

0.
45

61
−

0.
80

01

∆
r C

(m
)

0.
00

1
0.

00
1

0.
00

1

∆
r m

in
=

η
/

6
(m

)
(f

ro
m

ca
lib

ra
tio

n
ta

rg
et

)
6.

98
06

×
10

−
5

3.
04

15
×

10
−

5
2.

29
64

×
10

−
5

∆
r m

ax
(m

)
0.

00
23

0.
00

23
0.

00
23

g D
en

s
80

.0
80

.0
80

.0

A
Ti

m
eF

ac
1.

0
1.

5
2.

0

Ed
dy

-s
iz

e
PD

F
l m

ax
/

L O
D

T
1/

2
1/

2
1/

2



7.1 incompressible constant property flow in a cylindrical esp 139

Ta
bl

e
7

.2
:A

da
pt

iv
e

O
D

T
an

d
flo

w
co

nfi
gu

ra
ti

on
pa

ra
m

et
er

s
us

ed
fo

r
co

ns
ta

nt
pr

op
er

ty
cy

lin
dr

ic
al

ES
P

si
m

ul
at

io
ns

w
it

h
D

el
ec
=

1.
5m

m
(T

-O
D

T)
.

Pa
ra

m
et

er
/C

as
e

R
e b

=
24

17
.5

32
5

R
e b

=
48

35
.0

64
9

R
e b

=
72

52
.5

97
4

L O
D

T
=

D
=

2R
/

D
H
=

2R
H

(m
)

0.
07

8
/

0.
07

65
0.

07
8

/
0.

07
65

0.
07

8
/

0.
07

65

ρ
(k

g/
m

3 )
1.

16
8

1.
16

8
1.

16
8

ν
(m

2 /
s)

1.
58

22
×

10
−

5
1.

58
22

×
10

−
5

1.
58

22
×

10
−

5

Im
po

se
d

U
b

(m
/

s)
0.

5
1.

0
1.

5

Io
ni

c
m

ob
ili

ty
β

[m
2 /

(V
·s
)]

1.
5
×

10
−

4
1.

5
×

10
−

4
1.

5
×

10
−

4

ES
P

le
ng

th
or

el
ec

tr
od

e
le

ng
th

B
(m

)
0.

82
0.

82
0.

82

Ta
rg

et
at

ϕ
el

ec
=

0V
fo

r
∂

p/
∂

x
(P

a/
m

)
−

0.
08

66
−

0.
45

61
−

0.
80

01

∆
r C

(m
)

0.
00

15
0.

00
15

0.
00

15

∆
r m

in
=

η
/

6
(m

)
(f

ro
m

ca
lib

ra
tio

n
ta

rg
et

)
7.

00
34

×
10

−
5

3.
05

14
×

10
−

5
2.

30
38

×
10

−
5

∆
r m

ax
(m

)
0.

00
23

0.
00

23
0.

00
23

g D
en

s
80

.0
80

.0
80

.0

A
Ti

m
eF

ac
1.

0
1.

5
2.

0

Ed
dy

-s
iz

e
PD

F
l m

ax
/

L O
D

T
1/

2
1/

2
1/

2



140 ehd flow in a cylindrical electrostatic precipitator

The ODT model parameters C and Z of the T-ODT simulations were
calibrated based on the experimental results for the pressure drop
obtained in the reference zero voltage case (ϕelec = 0 and I = 0), i.e.
without the EHD body force [116]. An additional calibration step was
taken to adjust the value of C in the simulations with nonzero EHD
body force. Although the value of C was changed in some simulations
between the zero and nonzero EHD body force conditions, C was kept
constant for all of the remaining values of NEHD at the same bulk
Reynolds number. That is, the only dependence of C is due to the very
low Reynolds numbers, or turbulence, of some of the simulated flows,
as in previous chapters in the thesis. Given that the presence of the
EHD body force term induces additional turbulence in a low Reynolds
number flow, C is expected to achieve a constant value at larger Re and
NEHD values. The T-ODT model parameters are presented in Table
7.3.

Table 7.3: T-ODT model parameters used for the constant property cylindrical
ESP simulations (Delec = 1mm and Delec = 1.5mm).

ODT Model Param-
eter

Reference pipe flow Nonzero EHD body
force

C 2.0 11.0

Z 350.0 350.0

α 2/3 ≈ 0.6667 2/3 ≈ 0.6667

Figure 7.2 shows the experimental characteristic voltage-current
curves corresponding to the electrode diameters, Delec = 1mm and
Delec = 1.5mm [116]. These curves are required in order to compute
the electroquasistatic fields which will remain constant during the
simulations. That is, these curves are part of the BCs of the simulations,
such that they can not be obtained by the simulations themselves (see
appendix H). It is noted that, as suggested in chapter 3, for most of
the experimentally measured range, the characteristic voltage-current
curves remain practically independent from the Reynolds number of
the flow. This agrees in principle with the assumption of constant
(with respect to the flow) electric field and charge density fields, or
the so called one-way coupling of electroquasistatic variables due to
the limit Mβ → 0 in Eq. (3.52). Large values of ϕ or I show certain
sensitivity to the Reynolds number of the flow. Although it is not the
scope of the thesis to evaluate what is happening in such regimes, it
is expected that the change in temperature due to a non-negligible
Joule heating term in Eq. (3.67), causes a change in the ionic mobility
coefficient β, thus modifying the value of the measured voltage (or
current).
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(a)

(b)

Figure 7.2: Experimental voltage-current curves measured at the different
evaluated Reynolds numbers [116] (note the citation comment at
the beginning of section 7.1). a) Electrode diameter Delec = 1mm,
and b) Delec = 1.5mm.
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7.1.2 Bulk flow results

Statistically stationary flows with negligible spatial inhomogeneities
other than those present within the ODT line are ideal candidates for
T-ODT simulations. Considering the case of a statistically stationary
and streamwise homogeneous pipe flow (streamwise homogeneous
velocity), without body forces and negligible spanwise velocity and
spanwise velocity variations, the mean momentum equations of the
flow, Eqs. (F.20) and (F.21), are,

0 = −ρ

r
∂ (r⟨u′v′⟩)

∂r
− ∂⟨p⟩

∂z
+

µ

r
∂

∂r

(
r

∂⟨u⟩
∂r

)
, (F.20)

0 = −ρ

r
∂ (r⟨v′v′⟩)

∂r
− ∂⟨p⟩

∂r
. (F.21)

In these equations, ⟨v⟩ = 0 is assumed as a consequence of the stream-
wise homogeneity of the velocity and the zero divergence condition of
the velocity field, Eq. (3.65). Integrating with respect to rdr between
r = r and r = R, the radius of the pipe, Eq. (F.21) transforms into,

−
(

Rpw −
∫ R

0
⟨p⟩dr

)
= 0.

The latter equation implies that the bulk pressure is equal to the
pressure value at the wall. Such an expression can be derived with
respect to z, in order to conclude that the bulk axial pressure gradient
is equal to the pressure gradient at the wall of the pipe. Therefore,
integrating Eq. (F.20) with respect to rdr leads to,

0 = −∂pw

∂z
R2

2
− Rτw → τw = −R

2
∂pw

∂z
,

where τw = −µ∂⟨u⟩/∂r|r=R. Note the deliberate use of ∂pw/∂z instead
of dpw/dz in the previous expressions, simply as a way to harmonize
the notation used so far (see notation clarification in 3.6.2).

With the presence of an internal boundary, i.e., the electrode wire,
the corresponding expression relating the streamwise pressure gra-
dient and the wall shear stress is obtained by considering the same
magnitude of the wall shear stress at both the external pipe wall and
the internal electrode boundary, but with an opposite sign. This results
in the substitution of the radius in the above equation by the hydraulic
radius,

−∂pw

∂z
=

2τw

RH
, τw = µ

∂⟨u⟩
∂r

⏐⏐⏐
r=R

. (7.2)

Eq. (7.2) is used to obtain the pressure gradient in the incompressible
constant property T-ODT simulations. The wall shear stress, repre-
sented in the form of the obtained Reτ in the T-ODT simulations,



7.1 incompressible constant property flow in a cylindrical esp 143

is shown in Figure 7.3. Alternatively, Figure 7.4 shows the pressure
gradient normalized by the EHD stress. The EHD stress is a normal-
ization quantity derived from the mean radial momentum equation
considering the presence of the EHD body force, i.e.,

0 = −ρ

r
∂ (r⟨v′v′⟩)

∂r
− ∂⟨p⟩

∂r
+

j2
β

. (F.21)

Integrating the latter equation with respect to rdr, considering that
the pressure at both the external pipe wall and the internal electrode
boundary is the same, results in,∫ r=R

r=Relec

⟨p⟩dr − RH pw + τEHDRH = 0, τEHD =
I

2πBβ
.

τEHD is referenced in the literature as the pressure differential main-
taining the electric wind in a cylindrical ESP [13].

The results obtained show that the measurements done with the
larger electrode diameter, Delec = 1.5mm, concur with the T-ODT sim-
ulation results. Curiously, results obtained with the smaller electrode
diameter, Delec = 1mm, show larger deviation of the T-ODT results
with increasing values of the electrohydrodynamic number, i.e., at
larger voltage (or current) values. These results are analyzed on the
context of the increased drag introduced by the larger electrode di-
ameter. The favorable conditions for enhancement of turbulence in
the configuration with the larger electrode diameter should allow a
reduction in the hydrodynamic entry length, such that, effectively, the
flow in the configuration with Delec = 1.5mm, is a fully developed
flow which agrees with the T-ODT hypothesis. Nonetheless, this may
not be the case in the configuration with Delec = 1mm. This analysis
also neglects any other possible factor, such as the influence of the
mesh used in the experimental device in order to force a turbulent
flow at the entrance of the test section for the measure of the pressure
drop, the assembly itself of the experimental device, and many other
factors which could play a role in the inability of the flow to achieve a
fully developed condition within the experimental test section. The
transition to a fully developed turbulent flow is an aspect which can
not be evaluated with ODT, given that the model is only capable of
evaluating one dimensional asymptotic turbulence states, as discussed
in chapter 3. However, it is possible to verify whether the flow is in
transition without a collapse into a fully developed state, as in the
case of a boundary layer, if an S-ODT formulation is used. This was
precisely the case of the thermally developing pipe flow analyzed in
chapter 5 of this thesis. This analysis is carried out in the next section.
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(a)

(b)

Figure 7.3: Friction Reynolds number Reτ obtained in experiments and T-
ODT simulations as a function of the electrohydrodynamic num-
ber NEHD (defined based on the hydraulic radius of the pipe). The
ratio N2

EHD/Re2 is shown along the results (with both numbers
defined based on the radius of the pipe). a) Electrode diameter
Delec = 1mm. b) Electrode diameter Delec = 1.5mm.
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(a)

(b)

Figure 7.4: Normalized streamwise pressure gradient obtained in experi-
ments and T-ODT simulations as a function of the electrohy-
drodynamic number NEHD (defined based on RH). a) Electrode
diameter Delec = 1mm. b) Electrode diameter Delec = 1.5mm.
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7.2 quasi-incompressible and transitional flow in the

cylindrical esp

In this section, the hypothesis of transitional flow for the cylindri-
cal ESP configuration of the previous section with Delec = 1mm is
evaluated with an S-ODT formulation. There are sufficiently good
reasons to believe that the flow regimes evaluated in the previous
section could be in a transition regime. These reasons are based on the
analysis of Eq. (3.66) as follows. In chapter 5, the analysis of the flow
regime in the context of turbulent forced convection, turbulent natural
convection, or turbulent mixed convection, was presented in terms of
different regime boundaries. One of these boundaries was the buoy-
ancy criteria, Gr/Re2

b = 1, which is the nondimensional coefficient
accompanying the buoyancy term in the nondimensional momentum
equation [111]. The relevant nondimensional momentum equation
for the types of flows evaluated in this thesis is Eq. (3.66), which
has a nondimensional coefficient N2

EHD/Re2 accompanying the EHD
body force term1. It is possible, thus, to think of an electroquasistatic
dominated regime criteria based on the ratio N2

EHD/Re2 = 1. As seen
in Figure 7.3, most of the measurements or experimental data points
fall within the criteria N2

EHD/Re2 > 1. This would be the equivalent
of the buoyancy case with Gr/Re2

b > 1 (natural convection dominated
regime). In the EHD case, N2

EHD/Re2 > 1 should also suggest that
the radial motion is non-negligible in comparison to the streamwise
motion, which would be the case in a fully forced convective flow.
That is, N2

EHD/Re2 > 1 should indicate the presence of strong electric
winds, capable of inducing a mixed and transitional regime, away
from the fully developed turbulent flow case.

There is also another possible controversial issue regarding the
T-ODT incompressible constant property simulations carried out in
the previous section. That is, due to the Joule heating effect in Eq.
(3.67), there may be non-negligible temperature and density gradi-
ents in the flow, which could alter the incompressible behavior. The
direction of the flow in a vertical pipe may also introduce a gravity
term and a buoyancy component into the pressure gradient, which
could have uncertain effects. In order to clarify this issue, as well
as the discussion regarding how the transitional character of the
flow may affect the pressure gradient determined in the previous
section, S-ODT simulations are performed for the flow conditions
with characteristic number pairs [NEHD, Reb,0] = [4722.56, 2433.33] and
[NEHD, Reb,0] = [4581.55, 4866.67]2, of the cylindrical ESP configura-
tion with an electrode diameter of Delec = 1mm. These two conditions

1 Both NEHD and Re defined based on the radius of the pipe, as declared in the
nomenclature section of this thesis.

2 Throughout this chapter, and as specified in the nomenclature, NEHD and Re are
always defined based on the pipe radius, while Reb is defined based on the pipe
diameter.
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are very close to each other in Figures 7.3 and 7.4, in regards to the
obtained (or measured) streamwise pressure gradient and the input
magnitude of the EHD body force. However, they are very different in
terms of the input bulk Reynolds number, and as such, have a very
different ratio N2

EHD/Re2
0.

7.2.1 Setup of the numerical simulations

The S-ODT simulations were run based on initial conditions of the
fully developed cylindrical ESP flow at zero voltage (no EBF). In or-
der to generate the initial conditions, the S-ODT simulations were
run at zero voltage (NEHD = 0) and without heat transfer until a sta-
tistically stationary velocity profile was obtained. The physical and
mesh adaption parameters used in the simulations were exactly the
same as those used in the incompressible constant property T-ODT
simulations, see Table 7.1. The constant mass flow rate forcing a con-
stant bulk velocity was also enforced. The initial uniform temperature
and (thermodynamic) pressure of the flow, which remain constant in
order to produce the initial conditions, were the temperature and pres-
sure producing the fluid properties from Table 7.1, i.e., T0 = 298.15K
and P = 100000Pa. The S-ODT simulations were repeated in order to
calibrate the ODT model parameters, such that the same measured
experimental pressure drop at zero voltage conditions is obtained. The
latter coincides with the pressure drop obtained in the T-ODT simula-
tions at zero voltage conditions. The calibrated ODT model parameters
for the S-ODT simulations are shown in Table 7.4. Coincidentally, the
C parameter values of the S-ODT simulations were exactly the same as
those obtained in the T-ODT simulations, however, the Z parameter is
slightly different and coincides with the value of Z used in the S-ODT
simulations of chapter 5.

Table 7.4: S-ODT model parameters used in the cylindrical ESP simulations
for the determination of the streamwise pressure gradient (Delec =
1mm).

ODT Model Param-
eter

Initial conditions
(incompressible
constant property
pipe flow)

Nonzero EHD body
force

C 2.0 11.0

Z 100.0 100.0

α 2/3 ≈ 0.6667 2/3 ≈ 0.6667
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Once the initial conditions of the fully developed, incompressible,
and zero voltage cylindrical ESP flow are obtained, the S-ODT sim-
ulations are run in such a way that the Joule heating term of the
temperature equation, Eq. (3.67) is now considered. The gravity term
in the streamwise momentum equation is also considered. The grav-
ity is considered to have the same sign as the pressure gradient for
downward flows, and the opposite sign for upward flows. For the
horizontal flow simulations, the gravity term is simply zero. The BCs
for the temperature consider an imposed zero temperature gradient
at the wall, i.e., normally associated to an adiabatic wall condition or
an imposed value of qw = 03. This is an indication of the two different
mechanisms for heat transfer in the EHD case: one is the traditional
heat conduction mechanism by thermal diffusion, or collision between
gas molecules according to their thermal velocity, the other one is the
Joule heating effect, produced by the collision of the charge carriers
according to their drift velocity within the electric field.

It is noted that the S-ODT simulations run in this chapter differ
from the S-ODT simulations in chapter 5, in the sense that the flow
being evaluated, as discussed before, is under a heavy influence of
elliptical features. That is, the transitional character which could be
induced according to the criteria N2

EHD/Re2 > 1 is responsible for
very strong elliptical features, which led to the regular violation of the
parabolic assumption required by S-ODT flows. This was operationally
resolved by distinguishing the streamwise velocity components u
and uD, as in [72], without ever performing the harmonization of
the components during any deterministic step. That is, u and uD

evolved completely independent from each other, unlike in [72] or in
chapter 5 of this thesis. This operational workaround has a physical
interpretation. In the S-ODT simulations carried out in this section,
the flow evolves according to the initial conditions in a thermally
and hydrodynamically developing fashion. The coupling between
the thermal and hydrodynamic boundary layers is, unlike in [72],
only in a one-way fashion, where the thermal boundary layer evolves
exclusively according to the initial conditions, but the hydrodynamic
boundary layer evolves depending on the initial conditions and on the
thermal boundary layer. Due to the harmonization of u and uD in [72],
S-ODT simulations in [72] and in the chapter 5 of this thesis, involve a
two-way coupling of the thermal and hydrodynamic boundary layers,
which allows the recovery of partial elliptical features of the flow.

Given that the scope of the results in this section of the thesis is
limited to integral bulk quantities, the number of ensemble members
used to generate the average results was limited to Nens = 40 in each
of the S-ODT simulated cases.

3 The zero radial temperature gradient is imposed, in the FV context, directly on the
thermal diffusion term of the temperature equation.
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7.2.2 Bulk flow results

As in chapter 5, it is possible to obtain an analytical expression for
the streamwise rate of change of the bulk temperature and the bulk
velocity. For that, consider the governing equation for the enthalpy,
Eq. (2.58), considering only the terms retained after the asymptotic
Mach and mobility ratio analysis performed in chapter 3, i.e., the Joule
heating term and the molecular heat transport by conduction as in Eq.
(3.67),

∂ (ρh)
∂t

+∇ · (ρhV) = ∇ · (σT∇T)− J · ∇ϕ. (7.3)

The integration in circumferential and streamwise direction, consider-
ing homogeneous tangential properties over a sweep angle π, results
in,

1
2

∫ z′=z

z′=z0

∂

∂z

∫ r=R

r=0
ρhudr2dz′ =

∫ z′=z

z′=z0

∫ r=R

r=0

1
r

∂

∂r

(
rσT

∂T
∂r

)
rdrdz′

−
∫ z′=z

z′=z0

∫ r=R

r=0
j2

∂ϕ

∂r
rdrdz′

=
∫ z′=z

z′=z0

⏐⏐⏐⏐ Iϕelec

2πB

⏐⏐⏐⏐dz′

Note that the integration in radial direction is performed from 0 to R,
as in chapter 5. Note also that the integration of the energy generation
density term by heat conduction cancels out due to the imposed zero
wall heat flux in the pipe or precipitator and the symmetric heat flux
condition at both sides of the electrode, analogous to the achievement
of a local maximum at r = 0. As discussed previously, the treatment
of the temperature, or enthalpy, is indistinguishable from that of a
heated pipe flow. Substituting the LHS of the previous expression by
the corresponding bulk quantities, the linear change of the enthalpy
in streamwise direction is given by,

ρ0Ub,0R2

2

∫ z′=z

z′=z0

∂hb

∂z
dz′ =

Iϕelec

2πB
(z − z0)

hb =h0 +
Iϕelec

πBρ0Ub,0R2 (z − z0) .
(7.4)

As in chapter 5, the latter enthalpy equation allows the determination
of the linear temperature behavior by assuming a constant, streamwise-
independent value of the bulk specific heat capacity at constant pres-
sure cp,b. Since the mass flow rate ρ0Ub,0 is held constant, then Ub has,
thus, a linear behavior in z as well.

The results for the normalized streamwise bulk temperature and
velocity are presented next in Figure 7.5. The initial nonlinear behavior
of Ub at the early stages of the simulation is attributed to the non-
conservative nature of the formulation and the initial heavy changes
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of the velocity profiles due to the modified ODT C parameter in the
nonzero NEHD condition, as well as the added effect of the injection of
the electroquasistatic potential energy and the gravity, in comparison
to the initial incompressible constant property conditions.

In order to derive the correct streamwise pressure gradient, the
streamwise mean S-ODT mean momentum equation is analyzed, Eq.
(F.62). In comparison to the T-ODT mean momentum equation, there
is an added streamwise Reynolds stress term ũ′′u′′ in the S-ODT for-
mulation which can affect the calculation of the streamwise pressure
gradient by adding an additional turbulent flow contribution. How-
ever, it has been acknowledged throughout this thesis, that the ODT
representation of the RMS velocity profiles is underestimated, and as
such, this may result in a wrong calculation of the resulting streamwise
pressure gradient. Due to this reason, a bulk-filtered kinetic energy
equation is used instead. That is, consider the Eulerian kinetic energy
equation, Eq. (2.53),

∂ (ρξkin)

∂t
+∇ · (ρξkinV) = −V · ∇p+V · ∇ · τ + ρV · g+

J · V
β

. (2.53)

This equation is integrated in rdr, considering homogeneous proper-
ties in the tangential direction and neglecting shear stress gradients
in streamwise direction. By doing this, all quantities of interest are
replaced by their bulk-filtered counterparts,

∂ (ρbξkin,b)

∂t
+

∂ (ρbUbξkin,b)

∂z
= −Ub

∂pw

∂z
− 2

Ubτw

RH
± ρbUbg.

Note that the radial pressure gradient and the EHD body force term
are neglected in this equation based on the assumption that the bulk
radial velocity is simply zero. The type of flows that are being eval-
uated now are transitional flows, or at least that is the hypothesis
that was stated in this section. Due to this reason, the time derivative
term can not be simply neglected. Instead, consider now performing a
Favre decomposition of Ub, such that Ub = Ũb + U′′

b , noting that Ũb is
a constant, and therefore, U′′

b = 0. Therefore,

∂ (ρbξkin,b)

∂t
+ Ũb

∂ (ρbξkin,b)

∂z
= −Ũb

∂pw

∂z
− 2

Ũbτw

RH
± ρbŨbg.

In order to remove the time derivative from the equation, a Reynolds
average is performed and a statistical stationarity hypothesis is as-
sumed. This results in the following expression for the average wall
pressure gradient,

−∂pw

∂z
=

∂⟨ρξkin,b⟩
∂z

+ 2
τw

RH
± ⟨ρ⟩g. (7.5)

It is noted that the average bulk kinetic energy can be decomposed
as the average kinetic energy of the bulk flow plus the bulk turbulent
kinetic energy, i.e.,

⟨ρξkin,b⟩ = ⟨ρb⟩Ũb
2
+ ⟨ρb⟩kb. (7.6)
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(a)

(b)

Figure 7.5: a) Streamwise profile of normalized bulk temperature. b) Stream-
wise profile of normalized bulk velocity. The figures show the
results of downward, horizontal, and upward S-ODT simulations.
The black and red colors are indicative of different bulk Reynolds
numbers.
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Eq. (7.5) shows that there are four contributions into the pressure
gradient. One is due to the streamwise change of the average kinetic
energy of the bulk flow. This contribution can only take place in
variable density flow, given that a density change is the only one re-
sponsible for a change in the bulk flow velocity due to the enforcement
of a constant mass flow rate. The second contribution is due to the
TKE. Since the EHD body force does not make any direct contribution
into the mean flow, it is expected that the additional energy due to
the EHD term is represented in a modification of the TKE magnitude,
or in the streamwise transport of the TKE, given that the EHD body
force also does not have any direct contribution into the TKE as per
Eq. (F.43). The third contribution is the traditional wall shear stress
part of the pressure gradient, which is the only contribution in an
incompressible, fully developed (and statistically stationary) flow. The
last contribution is an acceleration due to gravity.

In the experimental measurements, the pressure gradient value
reported already involves a subtraction of the gravitational potential
energy, or, in other words, of the contribution of the acceleration due
to gravity. This contribution to the pressure gradient has exactly the
same magnitude regardless of the downward or upward direction of
the flow, but of course, has a different sign. This is because the change
in density (if there is a change in density to be considered due to
heating of the flow), is the same regardless of the direction of the flow,
i.e., the change in temperature by Eq. (7.4) does not depend on the
direction of the flow. It is important to remember that the gravitational
contribution should not be confused with the bulk flow acceleration,
or change in the bulk flow average kinetic energy.

Figures 7.6 and 7.7 show the S-ODT results of the pressure gradient
in the two selected cases. Although the T-ODT results already fall into
the standard deviation of the experimental expected value (abbrevi-
ated as SD in the figures), the S-ODT results are certainly closer to the
mean reported value in both cases. Certainly, the added contribution
to the pressure gradient by the streamwise developing TKE is a factor
which could explain the deviation of some of the T-ODT results in
the previous section. Furthermore, Figures 7.6 and 7.7 show that the
bulk flow acceleration contribution due to the heating of the flow is
almost negligible, indicating that the incompressible constant property
assumption of the T-ODT simulations is perfectly justified. The deci-
sive factor affecting the deviation between the T-ODT simulations and
some of the experimental results in the previous section is, therefore,
definitely, the transition (not fully developed) character of some of the
reported flows.
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Figure 7.6: Normalized contributions to the pressure gradient in the down-
ward, horizontal and vertical S-ODT simulations. The reported
case is that at NEHD = 4722.56 and Reb,0 = 2433.33. The horizon-
tal solid lines indicate the reported mean experimental values,
while the dashed lines indicate the mean plus or minus the stan-
dard deviation (SD) of the experimental values [116] (see the
citation comment at the beginning of section 7.1). The horizontal
dot-dashed line indicates the reported incompressible constant
property T-ODT simulation value.

7.3 variable density flow in a cylindrical esp

In the previous section, the results for the pressure drop in the cylin-
drical ESP were analyzed in the context of temperature variations with
an almost negligible influence. It is now of interest to evaluate the
phenomenology of the flow in the context of larger temperature and
density gradients, in order to evaluate the corresponding heat transfer
enhancement or decrease in the presence of EHD body forces. S-ODT
simulations are performed next with this objective in mind. The S-
ODT simulations aim to replicate the experimental results published
by Nelson et al [50].

7.3.1 Setup of the numerical simulations

The heat transfer enhancement or decrease is evaluated in this section
by the ratio of the Nusselt numbers in the presence and absence of
EHD body forces. In this case, the S-ODT simulations consider all
of the variables sketched in Figure 7.1, excluding the action of the
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Figure 7.7: Normalized contributions to the pressure gradient in the down-
ward, horizontal and vertical S-ODT simulations. The reported
case is that at NEHD = 4581.55 and Reb,0 = 4866.67. The horizon-
tal solid lines indicate the reported mean experimental values,
while the dashed lines indicate the mean plus or minus the stan-
dard deviation (SD) of the experimental values [116] (see the
citation comment at the beginning of section 7.1). The horizontal
dot-dashed line indicates the reported incompressible constant
property T-ODT simulation value.

gravity, i.e., an horizontal flow is considered. This coincides with
the orientation of the experimental device used by [50]. It is noted,
that the experimental results reported here regarding the Nusselt
number enhancement or decrease from [50] in the single wire electrode
configuration are exactly the same as those reported in [49]. In fact,
the work in [50] is considered an extension of the work undertaken in
[49] by the same authors.

As in chapter 5, the Nusselt number is defined based on the ratio of
convective heat transfer and conductive heat transfer,

Nub =
2Hc f ,bR

σT,w
→ ⟨Nub⟩ =

2⟨Hc f ,b⟩R
⟨σT,w⟩

. (5.10)

Note that, as discussed before, the description of the enthalpy (or
temperature) PDE in ODT is indistinguishable from the heated pipe
case outlined in Chapter 5. Therefore, the radius of the pipe is used
here instead of the hydraulic radius. The bulk convective heat transfer
coefficient is, as in Eq. (5.12), defined by the surface integrated heat
flux,

Hc f ,b (Tw − Tb)
∮

dS =
∮

q
tot

· dS. (5.12)
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Note that the subscript tot was assigned to the heat flux vector q.
This is because, in this case, there is a contribution to the heat flux
due to the EHD induced Joule heating effect. The corresponding flux
contribution of the EHD energy source term can be found by the use
of the divergence theorem. That is, consider the dimensional version
of Eq. (3.67), this time in terms of the enthalpy,

ρ
Dh
Dt

= ∇ · q − J · ∇ϕ.

The LHS is the volume specific heat. If a volume integral is applied
both on the LHS and RHS of the equation, the total heat is obtained. In
order to transform the Joule heating source term into a heat flux term,
it must be expressed in a divergence form. This is not a problem, given
that the zero divergence condition imposed on the electric current
density vector by Eq. (3.64) allows a straightforward and convenient
rewriting. Doing this, the net heat flux which should be used in Eq.
(5.12) is obtained,

Hc f ,b (Tw − Tb)
∮

dS =
∮ (

q − ϕJ
)
· dS. (7.7)

Using the definition of the Nusselt number, Eq. (5.10), this results in,

⟨Nub⟩ =
2R⟨σT,w⟩ ∂⟨T⟩

∂r

⏐⏐
w + ϕelec I

πB

⟨σT,w⟩ (⟨Tw⟩ − ⟨Tb⟩)
. (7.8)

The discussion is now shifted to the magnitude of the EHD body
force applied in the S-ODT simulations. As before, the electroqua-
sistatic fields are calculated according to the procedure described in
appendix H. It is stressed that only three magnitudes of NEHD are eval-
uated at each of the different simulated bulk Reynolds numbers. One
is the threshold voltage, or the onset voltage of the corona discharge.
The second one is an intermediate voltage condition. The third one
is the spark-over voltage, prior to the electrical breakdown [49]. The
voltage-current data is taken from [50]. The current values obtained
from the reported dimensionless electric number in [50] are current
measurements in the experimental heat transfer section. However, the
current is generated by a discharge voltage in the electrode, which
has a longer length than that of the heat transfer section. In order
to account for this length difference, the current values for the heat
transfer section are modified according to the following simple scaling
law,

I =
Ieleclelec

B
. (7.9)

Here, I is the desired current value used for the calculation of the
electroquasistatic fields, Ielec is the experimental reported current value
based on the dimensionless electric number, lelec is the reported elec-
trode length and B is the test section length, all values reported in
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Figure 7.8: Experimental voltage-current curves used for the different vari-
able density cylindrical ESP S-ODT simulations according to the
reported experimental values in [50] and [49].

[50]. The corresponding voltage-current values used for the S-ODT
simulations are then shown in Figure 7.8. As before, the characteristic
curves are almost independent of the bulk Reynolds number of the
flow.

Regarding the physical and mesh adaption parameters of the S-
ODT simulations, Tables 7.5 and 7.6 show a summary of the required
simulation inputs. The initial conditions for the S-ODT simulations
are generated in the same way as in the previous quasi-incompressible
S-ODT simulations, i.e., forcing a fully developed flow with a constant
Ub at a zero voltage condition and without any type of heat transfer
effects. It is noted that additional to the heat produced by the Joule
heating effect, an additional wall heat flux produced by a resistive
element in the experiment is also considered. This wall heat flux is
estimated based on the initial fluid conditions summarized in Table
7.5, and the experimental constraint reported in [50], which indicates
that a temperature difference of ∆Tw,b = 20K between the wall and
the bulk flow is maintained at all times. That is, the wall heat flux due
to the resistive element at the pipe wall is estimated as,

qw =
ρ0Ub,0cp,0∆Tw,b

(
πR2)

2πBR
=

ρ0Ub,0cp,0∆Tw,bR
2B

. (7.10)
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Once the initial conditions are generated, the S-ODT simulations at
different electrohydrodynamic numbers are carried out only after a
process of calibration of the ODT model parameters in the reference
zero voltage condition (ϕelec = 0V). The zero voltage condition is, thus,
the reference case, which, despite not involving any type of EHD
effects, still considers variable density flow simulations due to the
wall heat flux due to the resistive element. This procedure is the same
experimental procedure followed by Ohadi et al. [49] and Nelson et
al. [50], who only report the final results as a ratio of the Nusselt
number enhancement with respect to the zero voltage condition. The
calibration of the ODT model parameters at the zero voltage condition
is done in order to achieve the corresponding Nusselt number given
by Abraham et al. [118] for a straight round pipe with an air flow of
Pr = 0.7,

Nub =
fD
8 (Reb − 1000) Pr

1 + 12.7
√

fD
8

(
Pr

2
3 − 1

) . (7.11)

The latter equation is a modification of the empirical relation postu-
lated by Gnielinski for turbulent pipe flow [37]. It is valid for tran-
sitional and turbulent pipe flows (Reb > 2300). This calibration pro-
cedure was the same used to calibrate the Nusselt number of the
reference case in the experimental work of [49] and [50]. In Eq. (7.11),
fD is the friction factor estimated according to [118],

fD = 3.03 × 10−12Re3
b − 3.67 × 10−8Re2

b + 1.46 × 10−4Reb − 0.151.

(7.12)

This equation is valid for transitional Reynolds numbers in pipe
flows, 2300 < Reb < 4500. For larger pipe flow bulk Reynolds num-
bers (Reb ≥ 4500), the friction factor is estimated by the the Colebrook
law, as given by [119],

1√
fD

= −2 log

(
Kϵ

3.71DH
+

2.51
Reb
√

fD

)
, (7.13)

where Kϵ is the product of the relative roughness and the hydraulic
diameter as in [119]. Kϵ = 0 for smooth pipes, such as those simulated
here.

The Nusselt number obtained by Eq. (7.11) is assigned to the exit of
the numerical pipe. That is, the calibration process was performed in
order to achieve the desired Nub by Eq. (7.11) at the exit of the numer-
ical pipe, which is the coordinate position z = B, since B is the length
of the test section in the experiments. Due to the characteristically
low and transitional bulk Reynolds numbers of the evaluated flows
in [50], the achievement of the intended bulk Nusselt numbers as per
Eq. (7.11) in the zero voltage reference case resulted in a dependency
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of the C ODT model parameter with Reb. Thus, different values of C
were found for each one of the three evaluated Reynolds numbers.
The calibrated ODT model parameters are shown next in Table 7.7.

Table 7.7: S-ODT model parameters used for the variable density cylindrical
ESP simulations. Parameters calibrated to obtain values of Nub
given by Eq. (7.11).

ODT Parame-
ter

Reb,0 = 3000 Reb,0 = 4000 Reb,0 = 5000

C 1.7 4 6

Z 350.0 350.0 350.0

α 2/3 ≈ 0.6667 2/3 ≈ 0.6667 2/3 ≈ 0.6667

7.3.2 Bulk flow results

Figure 7.9 shows the Nusselt number enhancement in the variable den-
sity cylindrical ESP obtained with S-ODT simulations in comparison
to the reported experimental results in [49] and [50]. It is noted that the
enhancement ratio is defined as the ratio between the average Nusselt
number found at the exit of the numerical pipe in the nonzero EHD
case and the Nusselt number found at the exit of the numerical pipe
in the reference zero voltage case. The exit of the numerical pipe is the
coordinate position z = B, given that B is the length of the test section.
It is stressed here again, that the gravity term effects are neglected in
these S-ODT simulations, i.e., g was taken as zero. The results show
that the simulations are able to correctly predict the experimental
results at the larger bulk Reynolds number case (Reb,0 = 5000). For
smaller Reynolds numbers, which are normally categorized as tran-
sitional flows in engineering applications, at least according to the
Colebrook law [119], i.e., 2300 ≤ Reb ≤ 4000, the S-ODT results under-
estimate the Nusselt number enhancement. The deviations between
simulations and experimental results increase with smaller Reynolds
numbers, and with larger nondimensional EHD body force coefficients
N2

EHD/Re2.
These results are analyzed again in the context of the transition

effects discussed in the previous section. It is hypothesized that the
transition effects are not caused in this case due to the large values
of N2

EHD/Re2, but rather, due to the small bulk Reynolds number
values themselves, plus the very small pipe geometry used in the
experiments. One of the difficulties at the time of evaluating Nusselt
numbers resides precisely on the definition and the nature of the
Nusselt number reported. In many cases, the experimental devices
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Figure 7.9: S-ODT simulation results for Nusselt number enhancement in
the variable density cylindrical ESP. The experimental results
obtained by [50] and [49] are reported for comparison.

are not able to report the so-called fully developed and stationary
Nusselt number, given that the length of the experimental device is
simply shorter than the hydrodynamic and the thermal entry length.
In the case of the reported experimental results, the length of the
entry section (prior to the test section) is sufficient to ensure a fully
developed hydrodynamic flow. However, it is not clear whether the
length of the test section itself is sufficient in order to exclude thermal
entry effects. Abraham et al. [120] reports an approximation of the
length of the thermal entry section (as a function of the Nusselt number
behavior). According to [120], for Reb < 5000, the length of the thermal
entry region is larger than 75 pipe diameters, thus, larger than the
length of both the entrance and test sections in the experimental
devices of [50] and [49]. The length of 75D (experimental entrance and
test section length in [50] and [49]) lies right at the end of the Nusselt
transition region for Reb ∼ 4000, according to the data presented in
[120]. For Reb ∼ 3000, the length of 75D lies right after the breakup of
the laminar regime.

It is then hypothesized that, due to the calibration process per-
formed in both the simulations and experiments, the S-ODT simula-
tions should be able to achieve, in the integral quantity sense, the same
steady and stationary nondimensional universal heat flux achieved
by the experimental device. This nondimensional universal heat flux,
or universal Nusselt number can be thought as the ratio between the
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Nusselt number measured at the exit, z = B and the Nusselt number
at the fully developed condition (FDC),

Nub,univ =
Nub,z=B

Nub,z=zFDC

. (7.14)

In the absence of EHD body forces, the calibration process imposes
Nub,univ = 1 both in the experiments and in the ODT simulations,
given that the reported Nusselt number at the reference zero voltage
case is forced to coincide with the value obtained by Eq. (7.11), which
is the value for a fully developed condition.

Consider the case in which the flow at the exit of the test section in
the experimental device coincides with the fully developed regime,
i.e., z = B = zFDC. In such a case, Nub,univ = 1, the calibration process
is valid, and thus, ODT should be able to show the proper enhance-
ment corresponding to the fully developed condition4. Conversely, if,
by chance, the flow at the exit of the experimental device does not
correspond to a fully developed condition, but rather, to a transitional
condition, ODT should still be able to match the proper enhance-
ment if the transitional characteristics of the flow are accounted for.
In other words, the ODT results for Nusselt number enhancement
should match the experimental results as long as Nub,univ = 1, which
implies modifying the value of Nub,z=zFDC in Eq. (7.14) by the actual
Nusselt number obtained with ODT at a fully developed condition.
In the simulated flows with Reb ≥ 5000, this is precisely the case, at
least according to the results obtained and the data provided by [120].
For Reb ≥ 5000, z = B is a position larger than the hydrodynamic and
thermal entry length. Thus, the reported S-ODT results match the
experimental results.

For flows in which z = B does not correspond to a position where
the hydrodynamic and thermal entry length has been achieved, the
correct ratio for Nusselt number enhancement needs to observe the
actual fully developed condition in ODT, such that Nub,univ = 1 still
holds. This can be interpreted by understanding that the transition
dynamics in ODT need not be the same as in the real experiment5.
Therefore, the ODT results can be corrected in such situations in order
to properly reproduce the correct Nusselt number enhancement ratio
EnhNu as,

EnhNu =
⟨Nub,ϕ ̸=0,z=B⟩
⟨Nub,ϕ=0,z>>B⟩

=

( ⟨Nub,ϕ ̸=0,z=B⟩
⟨Nub,ϕ=0,z=B⟩

)( ⟨Nub,ϕ=0,z=B⟩
⟨Nub,ϕ=0,z>>B⟩

)
.

(7.15)

4 This is only valid in an integral quantity sense, given that the reduced dimensionality
of the model does not allow any other conclusion in a non-parabolic flow

5 For sure, the transitional dynamics can not be the same, as it is the case that, generally,
the transition dynamics of ODT and DNS can not be the same due to the restrictive
parabolic character of the flows evaluated with ODT. A transitional flow exhibits,
indeed, very strong elliptic features such as recirculation events.
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In order to obtain the values for ⟨Nub,ϕ=0,z>>B⟩, new S-ODT simu-
lations were performed at the zero voltage condition running for a
much longer streamwise length z >> B. The simulations ran until the
behavior of ⟨Nub(z)⟩ was practically asymptotic.

The correction of the enhancement ratio by Eq. (7.15) was applied
to all the S-ODT results which did not match the experimental results.
That is, all of the results which are believed to have some kind of
transitional effects. The corrected results are shown in Figure 7.10. For
all data points at Reb = 4000 and the data point at Reb = 3000 and the
lowest ratio N2

EHD/Re2, the S-ODT simulations show now very good
agreement with the reported experimental values.

Figure 7.10: S-ODT simulation results for Nusselt number enhancement in
the variable density cylindrical ESP after the correction for tran-
sition effects by Eq. (7.15). The experimental results obtained by
[50] and [49] are reported for comparison.

For the data points at Reb = 3000 and large ratios N2
EHD/Re2 in Fig-

ure 7.10, the transitional hypothesis can be extended. Consider now the
case in which hypothetically, as in the regime diagram shown in chap-
ter 5, Fig. 5.11, there is some relaminarization regime due to the EHD
body force. Would it then be possible that the actual corresponding
fully developed condition in such a case is, not a turbulent flow, but
rather, a laminar flow? The Nusselt number for a laminar flow has a
defined and constant solution, depending on the boundary conditions
of the temperature. For the wall heat flux condition of the S-ODT
simulations, this solution would be Nulam = 4.36 [111]. If the fully
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developed condition is laminar, then Nub,z=zFDC = Nub,lam,zFDC = 4.36.
This implies a correction of the form,

EnhNu =
⟨Nub,ϕ ̸=0,z=B⟩
Nub,lam,z>>B

=

( ⟨Nub,ϕ ̸=0,z=B⟩
⟨Nub,ϕ=0,z=B⟩

)( ⟨Nub,ϕ=0,z=B⟩
Nub,lam,z>>B

)
. (7.16)

Applying this correction to the data points deviating from the ex-
perimental results in Figure 7.10 results in the data shown in Figure
7.11. Although this last hypothesis is entirely speculative, what can
actually be assured, with large confidence, is that there are transitional
effects in the experimental flows reported by [50] and [49] in the low
Reynolds number conditions with large ratios N2

EHD/Re2.

Figure 7.11: S-ODT simulation results for Nusselt number enhancement in
the variable density cylindrical ESP after the correction for tran-
sition effects by Eqs. (7.15) and (7.16). The experimental results
obtained by [50] and [49] are reported for comparison.



8
C L O S I N G C O M M E N T S

8.1 conclusions

8.1.1 Review and conclusions

This chapter provides a review of selected issues of internally forced
convective flows which was proposed at the beginning of the thesis.

In the first part of the thesis, a review of the current issues on
wall-bounded flows was given. The current status of the research
on EHD-enhanced channel and pipe flows was stressed, and the
reasons why these types of flows could be of strategic importance in
engineering applications was explained. With that in mind, the ODT
model was presented in chapter 3. The presentation of the model was
done with a sufficient degree of generality. As such, it allowed covering
the study of incompressible constant property, variable density, and
EHD-enhanced channel and pipe flows. In chapter 1, the problem
of the confusing terminology, and, more importantly, the lack of a
systemic framework to evaluate EHD-enhanced flows, was stressed.
Using a reduced order model such as ODT, motivated, already in
chapter 3 and due to the one-dimensionality of the model, a 1-D
characteristic scaling of the Navier-Stokes equations with the presence
of the EHD body force. This analysis brought some clarity in the
nature of certain EHD flow regimes, and allowed the establishment
of an initial pool of nondimensional numbers which could be used
to describe these types of flows. These nondimensional numbers are
by no means outsiders in the field of fluid dynamics, nor were they
formulated in this thesis for the first time. In fact, they are even part
of an international standard [54]. However, to the best knowledge of
the author, a formalism such as the analysis carried out in chapter 3

regarding the derivation of the asymptotic one-way coupling regime of
the electroquasistatic fields, i.e., where flow dynamics do not influence
electroquasistatic fields of charge and electric fields, has not been
carried out or published up to this date. This alone could be considered
an advantage of doing turbulence modeling with ODT, in the sense
that, if done in a systematic and correct way, the analysis required
for the proper modeling of flows in ODT, can already deliver some
interesting insights into the dynamics of turbulence.

In the second part of the thesis, channel and pipe flows were eval-
uated as single systems on their own, i.e., without the presence of
external forces other than the gravitational force. An interesting anal-
ysis regarding the relaminarization phenomena which may occur in
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streamwise developing pipe flows with a sufficiently large characteris-
tic Grashof number was performed at the end of chapter 5. However,
the main purpose of both chapters 4 and 5, was no other than to
validate the use of the ODT model as a reliable turbulence model for
the study of internally forced convective flows. Having compared in
detail ODT results with DNSs in the aforementioned chapters, it is
clear that, despite being a reduced order model, ODT is a reliable
tool. This statement is valid at least when the discussion and analysis
focuses on global quantities, as well as first and second order statistics
of flow profiles, as it was the case of the results presented in chapters
4 and 5.

If the computational efficiency of the ODT model is compared
to that of DNSs, it is noted that, for the incompressible constant
property results obtained in chapter 4, all ODT simulations were
computed using one core of an Intel i7-2600 CPU with 3.4 GHz and
8GByte memory [91]. In the largest friction Reynolds number case
evaluated in this work (Reτ = 2003), an average of 2000 grid points
were required during the simulation1. As a reference, the nek5000

pipe flow code used by Khoury et al. [94], one of the DNSs used
for comparison in chapter 4, required 2.1842 × 109 grid points, and
employed an available infrastructure of 65536 cores for the calculation
of simulations at Reτ = 1000. The channel flow Reτ = 2003 ODT
simulations required 160 CPU-h (T-ODT). As a comparison, the DNS
of Hoyas and Jiménez [30] required a computational time of 6 × 106

CPU-h. Indeed, the reduced dimensionality of the model obviously
makes it significantly more computationally efficient in comparison to
DNSs.

Regarding the distinct formulations of the model, the T-ODT and
the S-ODT formulations, it was seen that the S-ODT formulation is, in
general, more accurate when analyzing streamwise developing (sta-
tionary) flows than its T-ODT counterpart. E.g., the S-ODT formulation
was able to capture the streamwise profiles of the wall temperature
more accurately than in T-ODT for the heated pipe case of chapter
5. Furthermore, it is not necessary to use an ad-hoc time-to-space
transformation in order to generate streamwise results in the S-ODT
formulation. The streamwise representation is already built into the
formulation of the model. The best possible results which can be
obtained with the S-ODT formulation are those in which flows do
not exhibit strong elliptic features, and a certain coupling between
the hydrodynamic and thermal boundary layers can be achieved by
solving a quadratic PDE for the streamwise velocity, as described in
appendix D. In such cases, as in chapter 5 and [72], the solution of
the quadratic PDE involves, indeed a larger computational cost in
comparison to the cost of the corresponding T-ODT simulations. As

1 This quantity varied during the simulation due to the adaptive nature of the ODT
model previously discussed in this work.
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an example, on average, the T-ODT simulations performed in chapter
5 and [72] ran for approximately 2400 CPU-h. Conversely, the S-ODT
simulations required around 14400 CPU-h, i.e., approximately a factor
7 more demanding than their T-ODT counterpart.

In the third part of the thesis, the ODT model was formally applied
to the EHD-enhanced channel and pipe flows. Specifically in chapter
6, an inherent 2-D planar elliptic flow was evaluated with the S-ODT
formulation. Just by adding the EHD body force, this case is already
significantly more complex than the simple incompressible constant
property channel flow case. The fact that the electroquasistatic fields
are inherently 2-D, despite being unaffected by the flow, confers a very
strong elliptic character to the flow. Once again, motivated by the nec-
essary dimensional reduction, or in this case, the parabolic constraint
in ODT, an interesting analysis of the effects of the EHD body force
due to its rotational component was achieved. This analysis agreed
with previous considerations done by [76]. The results from chapter 6

confirmed that the effects of the EHD body force on turbulence are
not direct. From an integral energy analysis, it is clear that adding
some extra energy (in the form of electrostatic potential energy in this
case) into the flow, necessarily leads to a larger turbulent dissipation.
However, according to the mean equations shown in appendix F, this
energy injection does not take place at the small scales, and it may also
not necessarily take place at the large scales. Despite the sophisticated
treatment used in order to couple the 2-D electroquasistatic fields with
the S-ODT simulations in chapter 6, the qualitative results signalizing
drag reduction and localized increase of the Reynolds shear stress
with the presence of the EHD body force were confirmed with ODT.
At least for the integral quantities, as well as the first order statistical
moments of the flow variables in the wall-normal profiles, the ODT
results could also reasonably reproduce the DNS data.

As a contrast to the electric current density vector in chapter 6,
which had both an irrotational and a solenoidal contribution, the
wire-tube cylindrical ESP configuration from chapter 7 allows a purely
irrotational electric current density vector. For ODT, this was an ad-
vantage, since the treatment could be heavily simplified in comparison
to the planar 2-D treatment from chapter 6. Despite the simpler cylin-
drical treatment in ODT, there are no DNSs, to the best of the author
knowledge, of such an EHD-enhanced pipe flow. As such, the ODT
results in chapter 7 were only compared to experimental results. This
of course also limited the analysis to integral quantities. Nonetheless,
given the previous results obtained in chapters 4 and 6, it is expected
that, at least for first order statistical moments, the radial flow profiles
can be reproduced with a high degree of accuracy. Granted, such an
achievement could also be done by a much simpler and more flexible
RANS solver. Yet again, some modeling of the Reynolds stress would
be required in RANS, which, as it was shown in chapter 6, would
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require some knowledge of how to model this term as a function of the
EHD body force. Of course, such knowledge is currently not available.
Just from that point of view, the use of ODT is highly appealing. The
ODT results of global integral quantities such as the pressure drop and
the bulk Nusselt number in chapter 7 were, after a detailed analysis,
surprisingly accurate. Again, this is a major milestone, given that no
modeling of the Reynolds stress, or of a subgrid stress was required
in ODT. The fact that, even when ODT is constrained to simulate
parabolic flows, can still correctly account for some transition effects
in internal flows, after a careful analysis is performed as shown in
chapter 7, is truly promising. It is also clarifying, to say the least, the
role that the ratio N2

EHD/Re2 may have on EHD-enhanced channel
and pipe flows. Not only that, but, as shown at the end of chapter 7,
even though the findings can not be confirmed, and it was a merely
speculative hypothesis, the existence of a relaminarization regime in
the EHD-enhanced internal flows, just as it is the case in plain variable
density (or buoyant) flows, is certainly debatable. This could be the
door towards unknown physical regimes. Overall, chapter 7 shows the
superiority of the ODT model, in the sense that it is able to simulate
flows with a surprising degree of precision2, which, as of today, can
not be simulated with DNSs.

8.1.2 Closing comments regarding the fundamental question of this thesis

As in any scientific work, this thesis was formulated based on a
working hypothesis. Although the fundamental question postulated
in chapter 1 could be considered by some research methodology
colleagues as a rather informal, or, for the most formal colleagues,
even a fully inappropriate research question, it is the purpose of this
section to finally address, at least partially, such question, or at the
very least, dedicate some comments.

Certainly, the numerical study of EHD-enhanced internal flows has
shed some light into many aspects of wall-bounded turbulence. As
an example, the following is a list of issues, which were discussed
within this thesis3: rotational body force contributions to turbulence,
injection of energy by body forces and its transfer into TKE, fully
developed and transitional turbulence, turbulence modification by
body forces or by density variations, and the one-dimensionality or
higher-dimensionality of a turbulent flow from the geometric point of
view and from the characteristic parameters point of view.

Adding a body force certainly complicates the analysis of the flow
dynamics, however, as it was shown, by means of a one-dimensional
model, a systematic framework can be developed which can help in

2 This is of course in comparison to the available experimental data, and considering
the reduced order of the model.

3 This is, by no means, a complete list of all issues addressed.
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the task of ellucidating several fundamental aspects of wall-bounded
flows.

It is indeed possible to simulate more realistic flows, or at least,
flows which can not be simulated by means of DNSs, with the ODT
model. It is not only possible to achieve parametric spaces where
DNSs can not reach, e.g., large Reynolds numbers. It is also possible
to simulate flow conditions unfeasible for DNSs, only accessible by
experiments, as in chapter 7. In the end, a vast area of new physical
phenomena could be investigated, upon which existing applications
can be optimized, and new potential applications can be developed.

8.2 recommendations and outlook on future work

An outlook of ongoing investigations, as well as future new potential
research topics is outlined below. As mentioned previously, this thesis
may open the door to a vast new field of phenomena, which can not
only serve for further validation of the ODT model against DNSs or
experiments, but also, for the real use of ODT for the prediction of
phenomena in applications, which are so far inaccessible for traditional
DNSs. First, however, a list of recommendations for the improvement
of the results presented in this work is listed.

8.2.1 Recommendations

8.2.1.1 Suggested improvements for the S-ODT numerical method

As detailed in appendices C and D, the numerical method used dur-
ing the deterministic advancement in the S-ODT simulations is a
nonconservative method. This is, per se, not a huge problem, since
the numerical method used for variable density T-ODT simulations is
also of a nonconservative nature. However, the aggravating factor in
the S-ODT simulations, is the appearance of two distinct streamwise
velocity components due to the eddy event implementation process.
These distinct velocity components, uD and u, arise from the map-
ping of the streamwise mass flux, and the kernel operation on the
streamwise momentum flux and the streamwise kinetic energy flux,
respectively. For internal flows with relatively weak elliptic features,
this is not a problem, as it was the case of the simulated flows in
chapter 5 and [72]. In such cases, uD and u are harmonized during
the deterministic advancement step. However, for the flows with the
large ratio N2

EHD/Re2 in chapter 7, this was not possible, which leads
to a somehow independent evolution of the thermal boundary layer
by uD, in comparison to the evolution of the hydrodynamic boundary
layer by u.

For such reason, a new method for eddy event implementation in
S-ODT internal flows is desired. This new method should consider a
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conservative formulation. It is also desirable that the method is closer
to the T-ODT implementation.

8.2.1.2 Suggested improvements for the overall presented ODT results

Except for the T-ODT and S-ODT simulations presented in chapter 4,
the calibration process of the ODT model parameters for the rest of the
simulations presented in this thesis was, at the very least, performed
in a very coarse way. A systematic sensitivity analysis to model pa-
rameters was not performed in any of the simulations of chapters 5

or 6. In chapter 7, a coarse calibration based on integral quantities
was performed, however, this may not be the optimal combination of
parameters which achieve a reasonable reproduction of radial flow
profiles. Granted, there is momentarily no information or data avail-
able regarding how such flow profiles look like. However, the issue at
discussion here is that there is still a large room for improvement of
the simulation results presented here.

8.2.2 Outlook to future work

Next, a short list of potential issues which can be evaluated in the fu-
ture is presented. This list should be considered as a draft in progress,
since many more potential issues may arise after the presentation of
this thesis.

8.2.2.1 Evaluation of the mass transfer enhancement by EHD effects

Just as the heat transfer enhancement results outlined in chapter 7,
an immediate logical step for the extension of the results presented
in this thesis is the evaluation of the effects of the EHD body force
on mass transfer. Given that different species have different mass
transfer coefficients, the results could be surprising. A direct practical
application for such research is the falling film technology which could
be used to enhance the operation of ESPs. Absorption of particles by
dissolution on the falling film, as well as the cooling function of the
film, could be a major operational enhancement factor in ESPs. The
most straightforward way to carry out mass transfer simulations with
the framework presented in this thesis, is to simply implement mass
species as passive scalars in the flow.

8.2.2.2 Aerosol transport in ESPs

In a true ESP, the flow is not quite as ideal as the type of flows
presented in this thesis. Instead of considering the ions in air as the
only charged particles in the flow, real ESPs involve different types of
charges and different particle sizes. It could be possible to conceive the
flow, or effects of such particles in the flow as continuous phases, and
model the precipitation as in the mass transfer simulations suggested
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previously. However, the effect of the charged particles still needs
to be considered. This was mentioned while introducing the charge
continuity equation in chapter 2, Eq. (2.27),

∑
n

[
∂ρ f ,n

∂t
+∇ ·

(
ρ f ,nV + Jn

)]
= ∑

n
ω̇ f ,n. (2.27)

The consequence of the introduction of several species in the charge
continuity equation has an unexpected consequence on its nondi-
mensional version used for the Mach and mobility ratio asymptotic
analysis presented in chapter 3. This is because the new characteristic
mobility ratio in Eq. (3.52) is some kind of weighted average of all of
the species mobilities present in the system. Given that any present
species in the flow has, in any case, a size significantly larger than
that of an electron, the weighted average mobility is expected to drop
significantly. Doing this implies a significant increase in the mobil-
ity ratio parameter Mβ, which can no longer be assumed to have a
value of zero. Hence, the asymptotic regime considering a constant
electric current density vector is no longer applicable, and a sudden
feedback of the flow on the electroquasistatic fields may occur due to
the presence of convective currents in Eq. (3.52). This would lead to
a two-way coupling between the electroquasistatic variables and the
flow variables.

For such cases, an extension of the methods provided in this thesis
is possible. Specifically, the numerical method proposed in appendix
H needs to be used in order to calculate the varying electroquasistatic
fields. Although the bulk electric current density can still be assumed
as constant, if a constraint such as a constant charge streamwise flux
is imposed on the ESP is imposed, the BCs for charged species and
ions in air may be a bit different in comparison to the BCs used in this
thesis. A good first approach would be to consider a zero Dirichlet BC
for the charge species at the wire electrode. This assumes that only
ions are produced close to the electrode, as it is the general consensus
picture of what happens in any corona discharge process. Additionally,
a zero Neumann BC could be used at the cylindrical ESP walls. For
the ions, a zero Neumann BC could also be used at the precipitator
walls, while a Dirichlet BC calculated from the bulk electric current
density at the wire electrode could be used. For the calculation of the
source term in Eq. (2.27), a quantization of the possible particle sizes
and charges is desired. By doing this, methods used for the solution
of population balance equations can be used, see e.g. [58].

8.2.2.3 EHD-enhanced mixed convection flows

Increasing the ratio N2
EHD/Re2 could be expected to shift the forced

convection regimes into natural convection regimes, as it is the case in
buoyant flows with increased ratios of Gr/Re2

b. The latter is seen in
the context of the regime diagram discussion of Figure 5.11 in chapter
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5, see also [106]. The dynamics in EHD flows can be different, however,
given that the injection of energy, unlike in the buoyant flow case,
may not occur at the large scales [52]. Nonetheless, the existence of
transition effects in the flow dynamics has been demonstrated in this
thesis. Transition flows exhibit very strong elliptic features, such as
recirculation, and so do natural convection flows. The existence of
such regime shifts should be further investigated. The existence of a
relaminarization regime is also debatable and could be investigated
in the future. It is noted that Chang and Urashima [121] had already
introduced an experimental diagram for different regimes in wire-
plate ESPs, The findings in [121] are also a strong supporting argument
of the theoretical discussion and simulation results produced in this
thesis, and thus, should be investigated further in the future.

From the theory aspect, the existence of a quasi-Boussinesq approx-
imation could also exist in EHD flows. This could and should be
derived in the future based on the asymptotic analysis proposed in
chapter 3.



Part IV

A P P E N D I X





A
N AV I E R - S T O K E S E Q UAT I O N S

In this thesis the term Navier-Stokes equations refers to the set of equa-
tions for conservation of mass, momentum and energy in the fluid
flow. Postulates for mass, momentum and energy conservation were
originally stated for point systems in classical mechanics. With the
arrival of the concept of fields to physics, the Lagrangian perspec-
tive of a point system tracked in space (and time) had an Eulerian
counterpart for the change of the field (in time).

A derivation of the Lagrangian Navier-Stokes equations based on
the classical mechanics conception is presented in this appendix. After-
wards, the change to the commonly presented Eulerian framework is
obtained by the application of the Reynolds Transport Theorem (RTT).

All of the relevant nomenclature in this and subsequent appendices
is presented at the first time of introduction of the relevant quantity,
index or mathematical operator, in the thesis. This means that there
may be quantities, which are not explicitly explained here, but which
can be found in the Nomenclature section at the beginning of the
thesis.

The RTT is written in its integral form as,

d
dt

(∫
V(t)

ρψdV
)
=
∫

V(t)

∂ (ρψ)

∂t
dV +

∮
S(t)

ρψ (V · n)dS. (A.1)

Here, ρ is the density, V is the (control) volume, S = Sn is the (control)
surface vector represented by some unit surface vector n, ψ is any in-
tensive (mass specific) property corresponding to either mass (ψ = 1),
momentum (ψ = V) or total energy (ψ = ξtot), and V is the velocity of
the (control) surface.

In a differential form, the surface integral on the RHS of Eq. (A.1) can
be replaced by a volume integral of an equivalent divergence operator,
as implied by the divergence theorem. If the volume is constant, or
fixed, with respect to time, as in any Eulerian reference frame, then,
after differentiating with respect to the volume,

d
dt

(
dΨ
dV

)
=

d (ρψ)

dt
=

∂ (ρψ)

∂t
+∇ · (ρψV) , (A.2)

where Ψ is any extensive property corresponding to either mass
(Ψ = m), momentum (Ψ = mV) or total energy (Ψ = mξtot). Alter-
natively, for intensive (mass specific) properties, in differential form,
the following identity for material properties also holds,

Dψ

Dt
=

∂ψ

∂t
+ (V · ∇)ψ, (A.3)

where Dψ/Dt is the material derivative of ψ.
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a.1 mass conservation

a.1.1 Lagrangian representation

For Ψ = m and the postulate that mass is neither created nor destroyed
in our universe, it is possible to write,

dm
dt

= 0. (A.4)

This is the differential Lagrangian statement on mass conservation
(point system). For a finite size system, the mass is expressed in terms
of the volume of the system, i.e., m =

∫
V(t) ρdV (ψ = 1). Thus,

d
dt

∫
V(t)

ρdV = 0. (A.5)

a.1.2 Eulerian representation

In order to obtain the differential Eulerian representation of mass
conservation, the substitution m = ρV is used in Eq. (A.4). As a con-
sequence of the RTT, and as the counterpart of the Lagrangian repre-
sentation, where mass remains constant in the system, in the Eulerian
representation, the volume of the system is always fixed. For the LHS
derivative resulting from Eq. (A.4), this implies that it is possible to
pull the volume out of the total differential. Using Eq. (A.2) afterwards
leads to,

∂ρ

∂t
+∇ · (ρV) = 0. (A.6)

Similarly, for the integral representation of Eulerian mass conservation,
substitute Eq. (A.1) into Eq. (A.5) (the divergence theorem may be
applied as well),∫

V

[
∂ρ

∂t
+∇ · (ρV)

]
dV = 0. (A.7)

a.2 momentum conservation

a.2.1 Lagrangian representation

For Ψ = mV, and due to Newton’s second law of classical mechanics,

d (mV)

dt
= ∑ Fext. (A.8)

Here, Fext is any external force acting on the system. The following
forces are considered for this thesis,
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• Body forces:

– Gravitational force by the gravitational acceleration g (in
vertical direction), Fg = mg → dFg = ρgdV.

– Electromagnetic force by electric fields (neglecting magnetic
fields), FE = qE → dFE = ρ f EdV, where E is the electric
field vector, q is a (free) point charge and ρ f is the free
charge density.

• Surface forces:

– Hydrostatic pressure force by a pressure p, Fp = −pI · S.
I is the identity matrix. A point system has no effective
surface. Therefore, by Newton’s third law, this surface force
is transformed into the equivalent reaction of the pressure
difference force exerted by an external volume of fluid, i.e.,
Fp = −∇ ·

(
pI
)

V. In differential terms, dFp = −∇ ·
(

pI
)

dV.

– Friction (viscous) force by a shear stress tensor τ, Fv = τ · S.
As before, by Newton’s third law, this is equivalent to,
Fv = ∇ · τV → dFv = ∇ · τdV.

Substituting the force definitions into Eq. (A.8),

d (mV)

dt
= −∇ ·

(
pI
)

V +∇ · τV + mg + qE, (A.9)

which is the differential Lagrangian statement on momentum conser-
vation (noting that V refers to the external volume of fluid acting on
the point system). For a finite size system, this expression is differenti-
ated in terms of fluid parcels with infinitesimal momentum d (mV),
mass dm = ρdV and charge dq = ρ f dV. The subsequent integration in
terms of volume, considering the momentum of the finite size system
as mV =

∫
V(t) ρVdV, leads to the integral Lagrangian representation

for momentum conservation,

d
dt

∫
V(t)

ρVdV =
∫

V(t)

[
−∇ ·

(
pI
)
+∇ · τ + ρg + ρ f E

]
dV. (A.10)

a.2.2 Eulerian representation

Substituting m = ρV as well as q = ρ f V in Eq. (A.9) leads to,

d (ρVV)

dt
= −∇ ·

(
pI
)

V +∇ · τV + ρgV + ρ f EV.

For the constant control volume, this implies, together with the substi-
tution of Eq. (A.2),

∂ (ρV)

∂t
+∇ · (ρV ◦ V) = −∇ ·

(
pI
)
+∇ · τ + ρg + ρ f E. (A.11)
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The integral Eulerian representation is obtained after substituting
Eq. (A.1) into Eq. (A.10),∫

V

[
∂ (ρV)

∂t
+∇ · (ρV ◦ V)

]
dV

=
∫

V

[
−∇ ·

(
pI
)
+∇ · τ + ρg + ρ f E

]
dV.

(A.12)

a.3 energy conservation

a.3.1 Lagrangian representation

For Ψ = mξtot, and due to the first law of thermodynamics, the rate of
change of the total energy equals the sum of the heat transfer rate and
the mechanical power,

d (mξtot)

dt
=

δ̂Q
dt

+
δ̂W
dt

. (A.13)

For mechanical work, all of the external forces in Eq. (A.9) are consid-
ered. The pressure force and the viscous force are non-conservative
forces, and thus are able to produce mechanical work. The grav-
itational force and the electric force are conservative forces, since
m∇× g = 0 and q∇× E = 0 (the latter one as a consequence of ne-
glecting magnetic fields in Faraday’s law). These forces do not yield an
input or output of mechanical work on the system. Rather, they yield a
change either in gravitational or in electrostatic potential energy. Since
work can also be related to the change in potential energy, it is then
possible to write,

δ̂W
dt

=
(

Fp + Fv + Fg + FE

)
· V

=
[
−∇ ·

(
pI
)
· V +∇ · τ · V

]
V + mg · V + qE · V

(A.14)

Also, using the second law of thermodynamics in the point mass
system, the heat difference δQ can be related to the changes in entropy
s at a given temperature T,

δ̂Q
dt

= mT
ds
dt

(A.15)

Although this expression will not be used directly in this thesis, it is
written here for the sake of generality. In common practice in this the-
sis, this heat transfer rate (or heat generation density rate, in terms per
unit volume) is given by the molecular heat transport by conduction,
Eq. (2.48), and the Joule heating effect, Eq. (2.38). Substituting then Eq.
(A.14) and (A.15) into Eq. (A.13) leads to the Lagrangian differential
statement of energy conservation (point system),
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d (mξtot)

dt
= mT

ds
dt

+
[
−∇ · (pV) +∇ ·

(
τ · V

)]
V+mg ·V + qE ·V.

(A.16)

Following the same procedure to obtain Eq. (A.10) from Eq. (A.9), it is
possible to obtain the integral Lagrangian statement of total energy
conservation,

d
dt

∫
V(t)

ρξtotdV =
∫

V(t)

[
ρT

ds
dt

−∇ · (pV) +∇ ·
(
τ · V

)]
dV

+
∫

V(t)

(
ρg · V + ρ f E · V

)
dV.

(A.17)

a.3.2 Eulerian representation

In order to find the differential Eulerian representation for conserva-
tion of total energy, substitute m = ρV in Eq. (A.16) and change the
electrostatic potential energy term by the one corresponding to the
Eulerian representation, given by Eq. (2.35). Afterwards, considering a
constant control volume and applying the RTT, Eq. (A.2), leads to,

∂ (ρξtot)

∂t
+∇ · (ρξtotV) =ρT

ds
dt

−∇ · (pV) +∇ ·
(
τ · V

)
+ ρg · V − ϵ0

2
∂ |E|2

∂t
.

(A.18)

The integral representation is obtained by integrating Eq. (A.18) with
respect to the volume,∫

V

[
∂ (ρξtot)

∂t
+∇ · (ρξtotV)

]
dV

=
∫

V

[
ρT

ds
dt

−∇ · (pV) +∇ ·
(
τ · V

)]
dV

+
∫

V

(
ρg · V − ϵ0

2
∂ |E|2

∂t

)
dV.

(A.19)





B
R E L E VA N T T H E R M O D Y N A M I C R E L AT I O N S

In terms of general thermodynamics, the equation of state is defined
by a state function and its derivatives. The most relevant types of
state functions, due to their relation with measurable thermodynamic
parameters1, are the enthalpy and the internal energy. The thermody-
namic definition for the specific internal energy differential is,

dξint = −Pdv + Tds. (B.1)

Here, v is the specific volume, v = ρ−1. Likewise, the thermodynamic
definition for the specific enthalpy differential is,

dh = vdP + Tds. (B.2)

Substituting Tds from Eq. (B.1) into Eq. (B.2) leads to,

dh = dξint + d (Pv) . (B.3)

The specific heats are measurable quantities of interest in the equa-
tion of state. For thermodynamic processes at constant volume, due to
Eqs. (A.15) and (B.1), the specific internal energy change is related to
the change in temperature and the specific heat capacity at constant
volume cv,

dξint = cvdT. (B.4)

Likewise, for thermodynamic processes at constant pressure, due
to Eqs. (A.15) and (B.2), the specific enthalpy change is related to
the change in temperature and the specific heat capacity at constant
pressure cp,

dh = cpdT. (B.5)

Substituting dξint from Eq. (B.4), dh from Eq. (B.5), and using the ideal
gas law Eq. (2.49) in Eq. (B.3), it is possible to obtain a relation between
the specific heats and the specific gas constant, i.e.,

cp − cv = Rgas. (B.6)

Another common quantity of interest is the heat capacity ratio γ,
defined as,

γ =
cp

cv
. (B.7)

1 Pressure, temperature, etc...
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b.1 some additional energy definitions

Additionally to the specific enthalpy and specific internal energy, the
concept of specific total energy is frequently used in this thesis. For
the scope of this thesis, the specific total energy is defined as the sum
of the specific internal energy and kinetic energy. Using, Eq. (B.3), the
specific total energy is defined as,

ξtot = h − P
ρ
+ ξkin, (B.8)

where ξkin is the specific kinetic energy.

b.1.1 Kinetic energy

The specific kinetic energy is defined as,

ξkin =
1
2
|V|2 =

1
2
(V · V) . (B.9)

The kinetic energy density is defined as,

ρξkin =
1
2

ρ |V|2 =
1
2

ρ (V · V) . (B.10)

The rate of change of the kinetic energy density is obtained in chapter
2.

b.1.2 Gravitational potential energy

The specific gravitational potential energy is defined based on the
gravitational force, Fg = mg,

ξg =
∫

Γ
g · řdΓ = Γg · ř. (B.11)

The gravitational potential energy density is given by,

ρξg = ρΓg · ř. (B.12)

The rate of change of the gravitational potential energy density is,

∂
(
ρξg
)

∂t
= ρ

Dξg

Dt
= ρg · V. (B.13)

It is possible to prove that for a constant gravitational acceleration,
the latter expression is the same both in the Eulerian and Lagrangian
frameworks. For the Lagrangian form, the verification is straightfor-
ward starting from the gravitational force,

dΞg

dt
= m

dξg

dt
→ ρ

dξg

dt
= ρ

Dξg

Dt
=

dFg

dV
· V = ρg · V. (B.14)
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For the Eulerian form, start with the definition of the gravitational
potential energy,

Ξg =
∫

Γ
Fg · řdΓ =

∫
Γ

(∫
V

ρgdV
)
· řdΓ.

Now take the partial derivative with respect to time in order to find
the rate of change of the electrostatic potential energy. Since the gravity
is a constant, it can be taken out of all of the integrals,

∂Ξg

∂t
=

∂

∂t

(∫
V

ρξgdV
)
= g ·

∫
Γ

(∫
V

∂ρ

∂t
dV
)

řdΓ.

Substituting ∂ρ/∂t by means of Eq. (A.6),

∂

∂t

(∫
V

ρξgdV
)
= −g ·

∫
Γ

(∫
V
∇ · (ρV)dV

)
řdΓ.

Reinserting the gravity into the divergence operator, switching the
path and volume integrals, as well as the time and volume integrals,
and differentiating with respect to the volume, yields then the desired
identity2,

∂
(
ρξg
)

∂t
= −ρg · V. (B.15)

b.1.3 Electrostatic potential energy

All of the relevant quantities for the electrostatic potential energy are
defined in chapter 2, sections 2.2.2 and 2.3.

2 Note that an opposite sign is normally considered if this term is inserted into the
energy equation, given that the work is defined as the opposite of the change of
potential energy





C
S T O C H A S T I C O D T I M P L E M E N TAT I O N

This appendix is focused on the discussion of the details of imple-
mentation of eddy events in the stochastic ODT advancement. Despite
being something intuitive, it must be stressed that the cylindrical
coordinate system works with exclusively positive values of the ra-
dial coordinate. The handling of the cylindrical coordinate system in
ODT, however, artificially treats one side of the numerical domain as
a negative coordinate and the other side as a positive coordinate. This
treatment allows the implementation of eddy events in the ODT line
which cross r = 0, as it would be expected in any physical flow. For
the scope of this thesis, it is stressed that, for the case of cylindrical
coordinates, any effective volume integral is always calculated as,∫

()dV =
∫ b

a
() rdr =

∫ b

a
()

dr2

2

=
∫ |b|

0
()

dr2

2
− sgn(b) sgn(a)

∫ |a|

0
()

dr2

2
.

(C.1)

Each one of the corresponding volume integrals can be either positive
or negative depending on the sign of the integral limits. sgn() is the
sign operator. For planar coordinates, the simple rule holds,∫

()dV =
∫ b

a
()dy. (C.2)

c.1 cylindrical triplet map

The formula for the mapping of profiles in the planar Cartesian coor-
dinate system was detailed in Eq. (3.1). The formula for the mapping
of profiles in cylindrical coordinates is derived next.

Different formulations of the cylindrical triplet map are possible
in contrast to the unique formulation for planar coordinates [66].
The Triplet Map A formulation (TMA) from [66] is derived in this
appendix, since it is the easiest one to understand. In the cylindrical
coordinate system, the profile of ψ in the range [r0, r0 + l] defining an
effective volume Vl

1 is compressed to one third of its value, such that
the gradients of the profile are steepened by a factor of 3,

Vl/3 =
1
3

[∫ |r0+l|

0

dr2

2
− sgn(r0 + l) sgn(r0)

∫ |r0|

0

dr2

2

]
. (C.3)

1 In the planar case, the effective volume refers to an effective length integral of grid
cells of non-equal lengths but uniform width and height. In the cylindrical case,
the effective volume refers to an effective area integral of radial wedge grid cells of
non-equal radius but uniform opening angle and height
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The resulting volume can be positive or negative depending on the
sign of r0 and r0 + l. If each one of these compressed segments is
defined by two internal boundaries [rm−1, rm], where m ∈ {1, 2, 3},
such that r0 = rm−1 for m = 1, and r3 = r0 + l for m = 3, then,

Vl/3 =
∫ |rm|

0

dr2

2
− sgn(rm) sgn(rm−1)

∫ |rm−1|

0

dr2

2
. (C.4)

Substituting Eq. (C.3) in Eq. (C.4), with Vl = 3Vl/3 from Eq. (C.3), and
solving for rm results in,

rm = sgn(rm)

{
1
3

Vl + sgn(rm) sgn(rm−1)rm−1
2
} 1

2

. (C.5)

In terms of the algorithm used, the latter equation implies a sequential
calculation of the internal boundaries rm. Although the equation may
seem implicit due to the appearance of the operator sgn(rm) on the
RHS, this is misleading given that choosing the wrong sign of rm leads
to an imaginary solution.

In order to determine the map expression of a position f (r) into a
new position r, the procedure is similar to that used to determine the
internal boundaries. The effective volume of an eddy segment which
extends from r0 to f (r) is conserved and compressed to 1/3 of its
magnitude,

V f (r) =
1
3

[∫ | f (r)|

0

dr2

2
− sgn[ f (r)] sgn(r0)

∫ |r0|

0

dr2

2

]
. (C.6)

Likewise, for any mapped position r referenced to the boundary rm−1,

Vr =
∫ |r|

0

dr
′,2

2
− sgn(r) sgn(rm−1)

∫ |rm−1|

0

dr
′,2

2
. (C.7)

Eqs. (C.6) and (C.7) are equal on the basis that f (r) is mapped to
r within any interval [rm−1, rm]. With the inversion of the middle
segment as in the planar triplet map (change of the sign of the slope),
the formula for mapping of the profiles in the cylindrical formulation
is obtained,

ψ[ f (r)]

=

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ψ
{

sgn[ f (r)]
{

sgn[ f (r)] sgn(r0)r2
0 + 3

[
r2 − sgn(r) sgn(r0)r2

0
]}1/2

}
,

ψ
{

sgn[ f (r)]
{

sgn[ f (r)] sgn(r3)r2
3 − 3

[
r2 − sgn(r) sgn(r1)r2

1

]}1/2
}

,

ψ
{

sgn[ f (r)]
{

sgn[ f (r)] sgn(r0)r2
0 + 3

[
r2 − sgn(r) sgn(r2)r2

2
]}1/2

}
,

ψ(r).

(C.8)
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Each one of the four lines of Eq. (C.8) are applied depending on
whether r0 ≤ r ≤ r1, r1 ≤ r ≤ r2, r2 ≤ r ≤ r0 + l, or r /∈ [r0, r0 + l], re-
spectively. Figures C.1a and C.1b show a comparison of triplet maps
for initially monotonic density profiles with the same size and left
edge in the planar and cylindrical formulations.

c.2 energy terms and kernel coefficients calculations

Tables C.1 and C.2 detail the form of the momentum and kinetic
energy balances, as well as available kinetic energy, viscous penalty
and potential energy formulas for the T-ODT and S-ODT formulations
(the S-ODT boundary layer formulation from [64, 66] is included
for reference in Table C.3). The calculation formulas for the kernel
coefficients is presented in the tables as well.

For T-ODT, the generalized eddy turnover time formula is given by
Eq. (3.37),

1
2K0

(
1

τeddy

)2 ∫
l
ρ̂K2

ODTdV = K0

(
∑

k
Ξ′′

kin,eddy,k

)
−Ξvp,eddy +K0Ξpot,eddy.

(3.37)

In the S-ODT formulation, the eddy turnover time becomes a stream-
wise eddy turnover length scale, Leddy ̸= l, which is being advected
with a streamwise velocity ueddy (in the streamwise direction off the
line),

τeddy (T-ODT) →
Leddy

ueddy
(S-ODT) (C.9)

ueddy is calculated as the density averaged streamwise velocity in the
eddy range,

ueddy =

∫
l ρu1dV∫

l ρdV
. (C.10)

The S-ODT formulation is a quasi-2-D stationary formulation for
ODT (it is not a fully 2-D formulation due to the restriction to parabolic
problems). Due to the RTT, Eq. (A.1), the corresponding quantities
to conserve in S-ODT, seen from the Eulerian perspective, are fluxes,
instead of rate of changes of specific density quantities. Further devel-
opment of this idea leads to the S-ODT generalization for boundary
layers of the eddy turnover length formula, as in [64, 66, 69],

1
2K0

(
ueddy

Leddy

)2 ∫
l
ρ̂û1K2

ODTdV =K0

(
∑

k
Ξ′′

u,kin,eddy,k

)
− ueddyΞvp,eddy + K0Ξu,pot,eddy.

(C.11)

Here, the subindex u indicates that the quantity is now a streamwise-
flux quantity (see Table C.3). For the S-ODT line-confined system
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(a)

(b)

Figure C.1: (a) Planar triplet map of an initially monotonic density profile
with eddy size l = 0.6 and left edge y0 = 0.2. (b) Cylindrical
triplet map of an initially monotonic density profile with eddy
size l = 0.6 and left edge r0 = 0.2.
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formulation of [71, 72], the corresponding formula due to mapping of
scalar densities, e.g. ρh → ρ̂h is,

1
2K0

(
ρeddyueddy

Leddy

)2 ∫
l

ρ̂u1

ρ̂2 K2
ODTdV =K0

(
∑

k
Ξ′′

u,kin,eddy,k

)
− ueddyΞvp,eddy + K0Ξu,pot,eddy.

(C.12)

c.3 stochastic odt implementation algorithm

A simplified algorithmic description of the stochastic ODT implemen-
tation is listed next, summarizing part of the information contained in
chapter 3 of this thesis. This algorithm is specialized for the T-ODT
formulation, however, its generalization for S-ODT is straightforward.
This algorithm is adapted from the ODT algorithms detailed in the
thesis of R. McDermott and F. Meiselbach [68, 81].

By Eqs. (3.11) and (3.9), the acceptance probability of an eddy is,

Ω =
ΛF∆tsamp

G
Approximating F as G and averaging,

∆tsamp =
Ω
Λ

+ ∆∆t. (C.13)

Here, ∆∆t represents the dynamic adjustment of ∆tsamp during the
stochastic implementation process. For the Poisson process, Λ = nΛ
with an arbitrary n > 1.

The input data for algorithm 1 is the simulation time tend, the ODT
parameters C, Z, α, αpot,k, mesh adaption parameters, initial and bound-
ary conditions for conserved scalars, initial fluid properties, domain
size Ldomain, initial Kolmogorov length scale η0, average acceptance
probability of eddy events Ω, and the maximum acceptance proba-
bility of eddy events Ωmax. Each adaption step in algorithm 1 must
include the verification of the symmetric center cell size as commented
previously in this chapter (for ODT cylindrical formulations).

The diffusion time step is calculated as,

∆tdi f f = CFL
(∆rmin)

2

ν
, (C.14)

where CFL is the CFL number condition and ∆rmin is the minimum
cell size in the grid. For S-ODT, the diffusion streamwise step takes
the form,

∆zdi f f = CFL
(∆rmin)

2

uminν
, (C.15)

where umin is the minimum streamwise velocity value in the grid.
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1 Calculate mean sampling time as 10% of that given by Eq. (C.13)
without the fluctuating part. The initial mean global rate of
eddies is Λ = n ν0

(∆ru)2 , considering n as the number of grid cells

and ∆ru as a uniform grid cell size given by Ldomain/n;
2 Calculate ∆tdi f f by Eq. (C.14);
3 t = 0;
4 tdi f f = 0;
5 tlastAdaption = 0;
6 while t ≤ tend do
7 if t − tdi f f ≤ ∆tdi f f then
8 Deterministic diffusion step for ∆t = t − tdi f f ;
9 Check for mesh adaption by ∆rmax or ∆rmin;

10 if t − tlastAdaption ≥ ATimeFac∆tdi f f then
11 Adapt the mesh;
12 Recalculate ∆tdi f f by Eq. (C.14);
13 tlastAdaption = t;
14 end
15 tdi f f = t;
16 end
17 Perform a random eddy event as described in chapter 3.

Calculate Ω by Eq. (3.11). Perform this simultaneously with
the dynamic adjustment of ∆tsamp, as detailed in Algorithm
3.2 of McDermott [68];

18 if Eddy is accepted then
19 Adapt the mesh in the eddy region;
20 Deterministic diffusion step for ∆t = t − tdi f f ;
21 Check for mesh adaption by ∆rmax or ∆rmin;
22 Re-adapt the mesh in the eddy region;
23 Recalculate ∆tdi f f by Eq. (C.14);
24 if t − tlastAdaption ≥ ATimeFac∆tdi f f then
25 Adapt the mesh;
26 Recalculate ∆tdi f f by Eq. (C.14);
27 tlastAdaption = t;
28 end
29 tdi f f = t;
30 end
31 Sample a random number nr in (0; 1];
32 t = t + ∆tsamp, with ∆tsamp given by the Poisson process as,

∆tsamp = −∆tsamp ln |nr|;
33 end
34 if tdi f f < t then
35 Deterministic diffusion step for ∆t = t − tdi f f ;
36 end

Algorithm 1: Stochastic T-ODT implementation
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ř l
−
( J·
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[ Ĵ·
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ř l
) ed

dy

] dV
W

/
m

(P
la

na
r)

or
W

(C
yl

in
dr

ic
al

)

Ξ
u,

E
,p

ot
,e

dd
y

∫ l
ϕ
( ρ̂

fû
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D E T E R M I N I S T I C O D T I M P L E M E N TAT I O N

This appendix is focused on the practical implementation of the deter-
ministic diffusion step specified in algorithm 1.

Due to the Lagrangian framework developed in this thesis, the
ideal and most natural form of discretization which should ensure
the implicit Lagrangian mass conservation is a FV discretization [122].
However, the governing equations derived in this thesis were obtained
in a differential Lagrangian framework, which leads to an important
dilemma. For that, an interpolation of values outside the flux terms
is done, such that, discretely, the values can be inserted into the flux
terms. Take, e.g., Eq. (3.72),

DT
Dt

=
1

ρcp

[
∂

∂y

(
σT

∂T
∂y

)
+

(
J · řODT

)2

ρ f β

]
. (3.72)

It is possible to filter the terms ρ and cp appearing on the RHS. Doing
so, ρ∆ and cp,∆ terms are obtained, which are constant with respect to y
within the discretized volume. This is a mean value approximation for
ρ and cp. The FVM uses values defined at the center of finite 1-D grid
cells. Specializing to planar coordinates, the spatial variation of any
scalar ψ can then be described via a Taylor series expansion around
the center of a finite volume as [123],

ψ = ψc + (y − yc)
∂ψ

∂y c
+

1
2
(y − yc)

2 ∂2ψ

∂y2
c
+

1
3!

(y − yc)
3 ∂3ψ

∂y3
c
+ ...

(D.1)

For the mean value approximation at the center of a finite volume
(grid cell), ψ is assumed to vary linearly and be represented by ψc.
Since y = yc, all second (and higher) order terms are omitted in Eq.
(D.1). For the density ρ, this is,

ρ∆ =
1

∆y

∫
∆y

ρdy

=
1

∆y

∫
∆y

[
ρc + (y − yc)

∂ρ

∂y c
+ O[(∆y)2]

]
dy

= ρc + O[(∆y)2].

(D.2)

Similarly, for the specific heat capacity at constant pressure,

cp,∆ = cp,c + O[(∆y)2]. (D.3)

The modified temperature equation that is solved, is, therefore,

DT
Dt

=
∂

∂y

(
σT

ρ∆cp,∆

∂T
∂y

)
+

(
J · řODT

)2

ρcpρ f β
+ O[(∆y)2]. (D.4)
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That is, the temperature flux conservation is only hold with a second
order error by grid discretization. This equation can be discretized
with a FVM by integrating with respect to y,

∫
∆y

DT
Dt

dy =
1

ρ∆cp,∆

[(
σT

∂T
∂y

)
y+ ∆y

2

−
(

σT
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∂y

)
y− ∆y

2

]

+
∫

∆y

(
J · řODT

)2

ρcpρ f β
dy + O(∆y).

(D.5)

The mean value approximation for the material derivative on the
LHS results again in a second order error per grid discretization. The
leading order error term is, thus, first order per grid discretization.
Similar consequences are carried over to the conservation of mass, by
the divergence condition, Eq. (3.74). Formulas for the calculation of
the fluxes or derivatives and derivative coefficients at the grid cell
boundaries demanded in Eq. (D.5) can be found in [81]. It is noted
that in the case of constant properties, all equations become fully
conservative and the only error in the calculations is the second order
error due to the mean value approximations at the cell centers (plus
the error due to time integration).

As a contrast to the FVM applied for the hydrodynamic treatment,
the electrodynamic treatment is done in this thesis following a Finite
Difference Method (FDM). This is motivated, at a fundamental level,
on the brief comment made in chapter 2 regarding the ill-definition
of electric fields within Lagrangian frameworks. Another reason for
the FD treatment of the electrodynamics is that the calculation of elec-
trostatic potential problems involves a very delicate treatment of the
boundary conditions. Dirichlet boundary conditions are interpolated
in any standard FVM [122], which proved as a major inconvenience
during the numerical generation of the electrostatic fields. Finite dif-
ference formulas for the calculation of derivatives required, e.g., in the
planar coordinate system for Eqs. (3.71), (3.75-3.76) can be found in
any standard Computational Fluid Dynamics (CFD) book, e.g. [122].

In the following subsections, the spatial discretization and time
integration of the hydrodynamic equations is discussed. The solution
algorithm for the electrodynamic equations is discussed in another
appendix.

d.1 t-odt governing equations

The time integration of T-ODT governing equations is done with a first
order implicit integration method for momentum and temperature.
Details of the time integration methods can be found in any standard
CFD textbook, e.g. [122]. The momentum equation is usually solved in
an operator splitting fashion, first omitting the mean pressure gradient
effect, and then updating the velocity in order to account for it. Mass
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conservation is enforced by the divergence condition at the end of
the Lagrangian time advancement. Next, the integral form and the
discretized form of the deterministic T-ODT governing equations is
discussed. This is based on the model equations, Eqs. (3.71-3.74), and
the material derivative definition for T-ODT, Eq. (3.77).

d.1.1 Cartesian coordinates

The integral and discretized hydrodynamic equations are listed next.
For the discretized equations, the subindex i refers to the grid cell
index, while the superindex n refers to the discrete time-step index.
A superindex ∗ indicates an intermediate time-step. Indices i + 1

2 or
i − 1

2 indicate the position of a grid cell face. In all integral or inte-
grated equations, O(∆) is O(∆y) if ρ, cp ̸= constant or O(∆) = 0 oth-
erwise. In all discretized equations, O(∆) is O(∆t, ∆y) if ρ ̸= constant
or O(∆) = O[∆t, (∆y)2] otherwise.

• Momentum equation:∫
∆y

dV
dt

dy =
1

ρ∆

[(
µ

∂V
∂y

)
y+ ∆y

2

−
(

µ
∂V
∂y

)
y− ∆y

2

]

+
∫

∆y
g · řvertdy −

∫
∆y

1
ρ∆

∇p · řstrdy + O(∆).

(D.6)

• Discretized momentum equation:

Vn,∗
i − Vn

i

∆t
∆yn

i =
1
ρn

i

[(
µn ∂Vn,∗

∂yn

)
i+ 1

2

−
(

µn ∂Vn,∗

∂yn

)
i− 1

2

]
+ g · řvert∆yn

i + O(∆).
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• Temperature equation:∫
∆y

dT
dt

dy =
1

ρ∆cp,∆

[(
σT

∂T
∂y

)
y+ ∆y

2

−
(

σT
∂T
∂y

)
y− ∆y

2

]

+
∫

∆y

(
J · řODT

)2

ρcpρ f β
dy + O(∆).

(D.8)

• Discretized temperature equation: Note that β is a constant due
to the electric field, charge density and current density assumed
as constants. For the planar case, the current density is also a
constant.

Tn+1
i − Tn

i
∆t

∆yn
i =

1
ρn

i cn
p,i

[(
σn

T
∂Tn+1

∂yn

)
i+ 1

2

−
(

σn
T
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∂yn

)
i− 1

2

]

+
j22,i

ρn
i cn

p,iρ f ,iβ
∆yn

i + O(∆).

(D.9)
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• Divergence condition: The definition given by Eq. (3.5) is used,
vψ = dy/dt, together with the ideal gas law, Eq. (2.49),

∂

∂y

(
dy
dt

)
=

∂

∂y

(
RairσT

Pcp,∆

∂T
∂y

)
+

Rair
(

J · řODT
)2

Pcpρ f β
+ O(∆).

Thus,

d∆y
dt

=
Rair

Pcp,∆

[(
σT
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∂y

)
y+ ∆y

2

−
(

σT
∂T
∂y

)
y− ∆y

2

]

+
∫

∆y

Rair
(

J · řODT
)2

Pcpρ f β
dy + O(∆).
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• Discretized divergence condition:

∆yn+1
i − ∆yn

i
∆t

=
Rair

Pcn+1
p,i

[(
σn+1

T
∂Tn+1

∂yn

)
i+ 1

2

−
(

σn+1
T
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∂yn

)
i− 1

2

]

+
Rair j22,i
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p,i ρ f ,iβ

∆yn
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• Discretized mean pressure gradient constraint:

Vn+1
i − Vn,∗

i = − 1
ρn+1

i

∂p
∂x

∆t

⎛⎜⎜⎝1

0

0

⎞⎟⎟⎠ . (D.12)

With the pressure gradient either being pre-defined or given by a
pre-defined streamwise mass flux constraint ṁ = UbρbL, where
L is the ODT domain length,

∂p
∂x

∆t =
∑i

(
ρn+1

i un,∗
i ∆yn+1

i

)
− UbρbL

∑i ∆yn+1
i

. (D.13)

d.1.2 Cylindrical coordinates

Note the use of the identity given by Eq. (C.1) in this section. Note
also the form of the shear stress tensor divergence in ODT, as in [72],

∇ · τ =

⎛⎜⎜⎜⎝
1
r

∂
∂r

(
rµ ∂u

∂r

)
1
r

∂
∂r

(
rµ ∂v
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)
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r2
∂(rµ)

∂r
1
r

∂
∂r

(
rµ ∂w

∂r

)
− w

r2
∂(rµ)

∂r

⎞⎟⎟⎟⎠ . (D.14)
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Filtering (v/r)∆ and (w/r)∆ in the tensor divergence and integrating
over dr2/2 (effective volume integral), results in,

τr+ ∆r
2
− τr− ∆r

2

=

⎛⎜⎜⎜⎜⎝
(

rµ ∂u
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)
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rµ ∂u
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2(
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)
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2
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2(
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2
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2
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In all integral or integrated equations, O(∆) is O(∆r) if ρ, cp ̸= constant
or O(∆) = 0 otherwise. In all discretized equations, O(∆) is O(∆t, ∆r)
if ρ ̸= constant or O(∆) = O[∆t, (∆r)2].

• Momentum equation:

1
2

∫
∆r

dV
dt

dr2 =
1

ρ∆

[
τr+ ∆r

2
− τr− ∆r

2

]
+

1
2

∫
∆r

g · řvertdr2

− 1
2

∫
∆r

1
ρ∆

∇p · řstrdr2 + O(∆).
(D.16)

• Discretized momentum equation: Velocities in the shear stress
term on the RHS are discretized at time-step n, ∗. Properties and
grid cell sizes are evaluated at time step n.
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i

∆t
∆r2,n

i =
2
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i

[
τi+ 1

2
− τi− 1

2
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i + O(∆).

(D.17)

• Temperature equation:

1
2

∫
∆r

dT
dt

dr2 =
1

ρ∆cp,∆

[(
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)
r+ ∆r

2

−
(
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)
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2

]

+
1
2

∫
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(
J · řODT

)2

ρcpρ f β
dr2 + O(∆).
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• Discretized temperature equation:
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i − Tn

i
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∆r2,n
i =
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p,i
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+
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• Optional constant bulk enthalpy constraint: A constraint for
enforcing constant bulk enthalpy (constant bulk temperature)
can be enforced by means of a bulk mean streamwise enthalpy
gradient. In a constant properties flow, this is equivalent to the
forcing of the temperature profile by means of a streamwise
temperature gradient, see [124],

h(T)n+1
i − h(T)∗,n

i = −un,∗
i

∂h
∂x

∆t. (D.20)

The mean streamwise enthalpy gradient is either pre-defined or
given by a target bulk enthalpy Hb,

∂h
∂x

∆t =
∑i

(
hn,∗

i ∆r2,n
i

)
− Hb ∑i ∆r2,n

i

∑i un,∗
i ∆r2,n

i

. (D.21)

• Divergence condition: Due to properties of the ∇ operator for
cylindrical coordinates, the cylindrical analogous of the planar
equation using vψ = dr/dt is,

1
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∂
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)
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1
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∂

∂r

(
rRairσT

Pcp,∆
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)
+

Rair
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J · řODT
)2

Pcpρ f β
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Thus,

1
2
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Rair

Pcp,∆
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∂T
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)
r+ ∆r

2

−
(

rσT
∂T
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)
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+
1
2

∫
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Pcpρ f β
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• Discretized divergence condition:

∆r2,n+1
i − ∆r2,n

i
∆t

=
2Rair

Pcn+1
p,i

[(
rnσn+1

T
∂Tn+1
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i+ 1

2

−
(

rσn+1
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)
i− 1

2
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+
Rair j22,i

Pcn+1
p,i ρ f ,iβ
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• Discretized mean pressure gradient constraint: The pressure
gradient constraint is the same as in the planar case, Eq. (D.12).
The mean pressure gradient is either pre-defined or given by a
pre-defined streamwise bulk mass flux constraint. Here, R is the
radius of the ODT pipe domain,

∂p
∂x

∆t =
∑i

(
ρn+1

i u∗
i ∆r2,n+1

i

)
− 2UbρbR2

∑i ∆r2,n+1
i

. (D.24)
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d.1.3 Advancement algorithm

An overview of the advancement algorithm can be found in [72]. It is
noted that the electric fields remain constant during the simulation.
These are calculated beforehand with a method specified in appendix
H. The electric fields play no role in the deterministic advancement
scheme. In a coarse perspective, the advancement algorithm updates
first the temperature and momentum of the flow (including optional
bulk enthalpy correction in case of isothermal constant Dirichlet tem-
perature boundary conditions). The fluid properties, as a function of
the temperature (including the density) are updated next. This step
is done in the simulations with the help of the open source software
Cantera [99], using default libraries for air properties. Mass conser-
vation is then enforced by calculating the new grid cell sizes in the
numerical domain. Finally, the mean pressure gradient constraint is
enforced.

d.2 s-odt governing equations

The model equations, Eqs. (3.71-3.74), are now evaluated by means of
the S-ODT material derivative definition, Eqs. (3.81) and (3.82). Due to
the way in which the eddy event implementation works in the S-ODT
formulation used in this thesis, and in [72], two different streamwise
velocity fields are obtained at the end of the stochastic events. The
inconsistency is due to the mapping of the streamwise mass flux and
the application of the kernel for the streamwise velocity component
u. This produces a velocity u obtained from the kernel procedure,
and a velocity uD originated from the mapping of the streamwise
mass flux, the latter according to the notation in [72]. uD would be the
equivalent of uψ in the notation of this thesis. However, it has already
been clarified that there is no such velocity component. As such, the
surge of uD is a mere numerical artefact, as it is discussed in [72].
The harmonization of uD and u takes place during the deterministic
advancement scheme, for the cases where the flow does not exhibit
a highly elliptic character. Otherwise, u and uD remain as two differ-
ent and independent contributions for the streamwise velocity. The
notation uD from [72] is used here in all of the following equations.

Due to the formulation of Eq. (3.82), a different treatment is required
for the streamwise advancement of momentum, in order to conserve
the total differential of u2. The method used here is explained in [72].
It is noted that, discretely, the approximation of Eq. (3.82) can be taken
as,

1
2

u2,n+1 − u2

∆x
=

(
un+1 + un)

2
un+1 − un

∆x
= un+ 1

2
un+1 − un

∆x
= f (u).

(D.25)
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Here, n is a superindex for the streamwise position and f (u) is the
RHS of the S-ODT momentum equation, as per Eq. (3.73) in the
planar case. This is, any method that produces a solution for the
advancement of u2 (that is, u2,n+1) as an average of the solutions
at the current and advanced streamwise positions can be used for
the approximation of the streamwise derivative. In [72], the method
used is an iterative method, which was developed in analogy to the
approximation of square roots by the Babylonian method [125]. The
method is a simplification of the general Newton’s method. In the
Babylonian method, if a is an approximation to

√
N, then the average

1/2(a + N/a) is a better approximation to
√

N [125]. In this way, the
streamwise velocity component u can be computed in an iterative way
at the next streamwise position.

For the cases where the flow exhibits a highly elliptic character,
most notably the cases with variable density and a large EHD body
force term, the nonconservative version of the formulation for u, Eq.
(3.81), is used. This is also the formulation used for any other variable,
ψ ̸= u in all S-ODT simulations, i.e.,

u
dψ

dx
= un

D
ψn+1 − ψn

∆x
= f (u). (D.26)

In the next set of discretized equations, the subindex i refers to the
grid cell index and the superindex n refers to the discrete streamwise
position index. A superindex ∗ indicates an intermediate streamwise
position. Besides the streamwise momentum integration, the other
momentum components and the temperature use a second order
Crank-Nicolson streamwise integration method.

d.2.1 Cartesian coordinates

In all integral or integrated equations, O(∆) is O(∆y) if ρ, cp ̸= constant
or O(∆) = 0 otherwise. In all discretized equations, O(∆) is O(∆x, ∆y)
if ρ ̸= constant or O(∆) = O[∆x, (∆y)2] otherwise.

• Momentum equation:

∫
∆y

u
dV
dx

dy =
1

ρ∆

[(
µ

∂V
∂y

)
y+ ∆y

2

−
(

µ
∂V
∂y

)
y− ∆y

2

]

+
∫

∆y
g · řvertdy −

∫
∆y

1
ρ∆

∇p · řstrdy + O(∆).
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• Discretized momentum equation: for the streamwise compo-
nent, an iterative integration to find u2 is performed in the flow
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simulations with a relatively low elliptic character, i.e., where
the solution does not yield negative velocity values for u,

u2,n,∗
i − un

D,iu
n
i

∆x
∆yn

i =
1
ρn

i

[(
µn ∂un,∗

∂yn

)
i+ 1

2

−
(

µn ∂un,∗

∂yn

)
i− 1

2

]
+ O(∆),
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For the crosswise and spanwise velocity components (k ∈ {2, 3}),
as well as the streamwise velocity component in the cases with a
highly elliptic character (k ∈ {1, 2, 3}), a Crank-Nicolson integra-
tion method is used. No buoyant planar flows are evaluated in
this thesis.
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• Temperature equation:

∫
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• Discretized temperature equation: a Crank-Nicolson integra-
tion method is used.
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• Divergence condition: In analogy with Eq. (D.10),
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• Discretized divergence condition:

∆yn+1
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=
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• Discretized mean pressure gradient constraint: The procedure
is the same as in the T-ODT formulation, Eqs. (D.12) and (D.13).
In the nonconservative formulation cases, the pressure gradient
constraint is imposed both on the u and uD velocity components.

d.2.2 Cylindrical coordinates

The shear stress tensor divergence is given by Eq. (D.14) and (D.15). In
all integral or integrated equations, O(∆) is O(∆r) if ρ, cp ̸= constant
or O(∆) = 0 otherwise. In all discretized equations, O(∆) is O(∆z, ∆r)
if ρ ̸= constant or O(∆) = O[∆z, (∆r)2].

• Momentum equation:

1
2

∫
∆r

u
dV
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1
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(D.34)

• Discretized momentum equation: The sign of the gravity term
is positive for downward flows, and negative for upward flows.
In the conservative formulation for u, the corresponding dis-
cretization is,
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For the radial and tangential velocity components (k ∈ {2, 3}), as
well as the streamwise velocity component in the nonconserva-
tive formulation (k ∈ {1, 2, 3}), the corresponding discretization
is,
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• Temperature equation:
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• Discretized temperature equation:
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• Divergence condition: Due to properties of the ∇ operator for
cylindrical coordinates, the cylindrical analogous of the planar
equation using vψ = udr/dx is,
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r

∂

∂r

(
rRairσT

Pcp,∆

∂T
∂r

)
+

Rair
(

J · řODT
)2

Pcpρ f β
+O(∆).
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Thus,

u
2

d∆r2

dz
=

Rair

Pcp,∆

[(
rσT

∂T
∂r

)
r+ ∆r

2

−
(

rσT
∂T
∂r

)
r− ∆r

2

]

+
1
2

∫
∆r

Rair
(

J · řODT
)2

Pcpρ f β
dr2 + O(∆).

(D.40)

• Discretized divergence condition:

∆r2,n+1
i − ∆r2,n

i
∆z

=
2Rair

Pun,∗
i cn+1

p,i

[(
rnσn+1

T
∂Tn+1

∂rn

)
i+ 1

2

−
(

rσn+1
T

∂Tn+1

∂rn

)
i− 1

2

]

+
Rair j22,i

Pun,∗
i cn+1

p,i ρ f ,iβ
∆r2,n

i + O(∆).

(D.41)

• Discretized mean pressure gradient constraint: The procedure
is the same as in the T-ODT formulation, Eqs. (D.12) and (D.24).
In the nonconservative formulation cases, the constraint is im-
posed on both the u and uD velocity components.

d.2.3 Advancement algorithm

An overview of the advancement algorithm can be found in [72]. It is
noted that the electric fields remain constant during the simulation.
These are calculated beforehand with a method specified in appendix
H. The electric fields play no role in the deterministic advancement
scheme. The advancement algorithm updates first the streamwise
momentum of the flow, and then the other momentum components,
as well as the temperature. The fluid properties, as a function of the
temperature (including the density) are updated next. This step is done
in the simulations with the help of the open source software Cantera
[99], using default libraries for air properties. Mass conservation is
then enforced by calculating the new grid cell sizes in the numerical
domain. Finally, the mean pressure gradient constraint is enforced.
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AV E R A G E O P E R AT O R S

e.1 time and streamwise averages

The time-average operator is defined for any quantity (scalar or vector)
ψ as,

ψ =
1

∆tavg

∫ t+
∆tavg

2

t− ∆tavg
2

ψdt, (E.1)

where ∆tavg is a sufficiently large time period. This average operator
is used in the T-ODT formulation.

Conversely, the streamwise-average operator is defined for ψ in a
planar coordinate system as,

ψ =
1

∆xavg

∫ x+
∆xavg

2

x− ∆xavg
2

ψdx. (E.2)

The notation used is the same as for the time average operator. Given
that the streamwise operator will be used exclusively for the S-ODT
formulation, there is no conflict in the notation. For cylindrical coordi-
nates, the streamwise direction is z. Therefore,

ψ =
1

∆zavg

∫ z+
∆zavg

2

z− ∆zavg
2

ψdz. (E.3)

e.2 ensemble average

The ensemble average ⟨ψ⟩ is a generalization for a time or streamwise
average of any scalar or vector ψ. The ensemble average is defined as,

⟨ψ⟩ = 1
N ∑

n
ψ∆n, (E.4)

where ∆n may refer either to a time or streamwise step, ∆t or ∆x (or
∆z), respectively, and N to an averaging period in terms of time or
streamwise advancement. In the most general case, ∆n = 1 refers to
an ensemble realization and N = Nens refers to the total number of
ensemble members involved in the average operation. The ensemble
average ⟨ψ⟩ is related to the quantity ψ by the decomposition,

ψ = ⟨ψ⟩+ ψ′. (E.5)

In cases where a generalized ensemble realization and an additional
time or streamwise averaging window is implied, the notation ⟨ψ⟩ is
used.
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The RMS value for a scalar ψ is defined, according to Eq. (E.5) as,

ψRMS =
√
⟨ψ′ψ′⟩ =

√
⟨ψ2⟩ − ⟨ψ⟩2. (E.6)

Likewise, the covariance between two scalars, e.g. ψ and θ is defined
as,

⟨ψ′θ′⟩ = ⟨ψθ⟩ − ⟨ψ⟩⟨θ⟩. (E.7)

Along with the definition of the RMS by Eq. (E.6), and of the
ensemble average decomposition by Eq. (E.5), another property of the
ensemble average operator is,

⟨ψ′⟩ = 0. (E.8)

Due to this reason, the ensemble average operator is also knwon as a
Reynolds average operator.

e.3 favre average

A special type of ensemble average is the Favre average. For variable
density flows, the Favre average of a tensor ψ is defined as,

ψ̃ =
⟨ρψ⟩
⟨ρ⟩ . (E.9)

The counterpart of Eq. (E.5) for the Favre average is,

ψ = ψ̃ + ψ′′. (E.10)

Similarly, the calculation of RMS values and covariances in the Favre
average case, is given by,

ψ̃RMS =

√
ψ̃′′ψ′′ =

√
ψ̃2 − ψ̃2. (E.11)

Likewise, the covariance between two scalars, e.g. ψ and θ is defined
as,

ψ̃′′θ′′ = ψ̃θ − ψ̃θ̃. (E.12)

In analogy to the ensemble average, the fundamental property of
the Favre average is,

ψ̃′′ = 0. (E.13)

Also, the ensemble (Reynolds) and Favre averages are related by [126],

⟨ψ⟩ − ψ̃ = ψ′′ − ψ′ = ⟨ψ′′⟩ = −⟨ρ′ψ′′⟩
⟨ρ⟩ = −⟨ρ′ψ′⟩

⟨ρ⟩ . (E.14)

And, as a consequence,

⟨ψ′θ′′⟩ = ⟨ψ′θ′⟩. (E.15)
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M E A N F L O W A N D T K E E Q UAT I O N S

In order to discuss the form of the Reynolds shear stress profiles, as
well as the form of the TKE budget profiles, it is necessary to derive
the ODT TKE equation. This is done next for incompressible constant
property and variable density flow.

f.1 generalized incompressible constant property mean

momentum and tke equations

In order to derive the vector form of the incompressible TKE equation,
according to the average and fluctuating quantities relation, Eq. (E.5),
while also considering Eq. (E.7), it is necessary to subtract the kinetic
energy of the mean flow from the average kinetic energy [32]. This is,
at least considering the partial time derivative of the TKE,

ρ
∂k
∂t

=
ρ

2
∂⟨V ′ · V ′⟩

∂t
= ρ

(
∂⟨ξkin⟩

∂t
− ⟨V⟩ · ∂⟨V⟩

∂t

)
. (F.1)

where k is the Turbulent Kinetic Energy (TKE),

k =
1
2
⟨V ′ · V ′⟩. (F.2)

Note that this is a simplification of the more general variable density
case,

k =
1
2

Ṽ ′′ · V ′′. (F.3)

Note that although the average operator is commutative with par-
tial derivatives, it is not commutative with the Lagrangian material
derivative operator. That is,

D⟨ψ⟩
Dt

=
∂⟨ψ⟩

∂t
+ (V · ∇) ⟨ψ⟩, (F.4)

however, due to the relation given by Eq. (E.7),

⟨Dψ

Dt
⟩ = ∂⟨ψ⟩

∂t
+ (⟨V⟩ · ∇) ⟨ψ⟩+ ⟨

(
V ′ · ∇

)
ψ′⟩. (F.5)

Therefore, the average material derivative operator of a tensor ψ is
defined as,

⟨D⟩ψ
⟨D⟩t =

∂ψ

∂t
+ (⟨V⟩ · ∇)ψ. (F.6)
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The first task is then to find the average momentum equation. This
must be done in an Eulerian framework. Consider the average of
the Eulerian version of the momentum equation, Eq. (A.11), with the
definition of the shear stress tensor, Eq. (2.46), the divergence condition
for incompressible and constant property flow, Eq. (1.2), and assuming
constant fluid properties, as well as a constant electric current density
vector per Eq. (3.64),

ρ
⟨D⟩⟨V⟩
⟨D⟩t = ρ

∂⟨V⟩
∂t

+ ρ (⟨V⟩ · ∇) ⟨V⟩ =− ρ∇ · ⟨V ′ ◦ V ′⟩ −∇⟨p⟩

+ µ∇2⟨V⟩+ ρg +
J
β

.
(F.7)

Here, the definition given by Eq. (F.6) was used. The average kinetic
energy equation, ξkin = (V · V)/2, is obtained by averaging Eq. (2.53),

ρ
⟨D⟩⟨ξkin⟩
⟨D⟩t =ρ

∂⟨ξkin⟩
∂t

+ ρ (⟨V⟩ · ∇) ⟨ξkin⟩ = −ρ

2
∇ · ⟨V ′ ◦ V ′ · V ′⟩

− ρ (⟨V⟩ · ∇) ⟨V ′ ◦ V ′⟩+ PTKE −∇ · (⟨p⟩⟨V⟩)−∇ · ⟨p′V ′⟩

+ µ∇2⟨ξkin⟩ − ϵ⟨ξkin⟩ + ρ⟨V⟩ · g + ⟨V⟩ ·
J
β

.

(F.8)

Subtracting then the scalar product of ⟨V⟩ with Eq. (F.7) from Eq.
(F.8), leads to the generalized incompressible TKE equation [32],

ρ
⟨D⟩k
⟨D⟩t = ρ

∂k
∂t

+ ρ⟨V⟩ · ∇k =−∇ ·
(ρ

2
⟨V ′ · V ′ ◦ V ′⟩+ ⟨V ′p′⟩

)
+ µ∇2k + PTKE − ϵTKE.

(F.9)

ϵ⟨ξkin⟩ is the viscous dissipation of average kinetic energy,

ϵ⟨ξkin⟩ = µ⟨∇ ◦ V : ∇ ◦ V⟩. (F.10)

Also, PTKE is the production of TKE, defined as,

PTKE = −ρ⟨V ′ ◦ V ′⟩ : ∇ ◦ ⟨V⟩, (F.11)

while ϵTKE is the viscous dissipation of TKE, defined as,

ϵTKE = µ⟨∇ ◦ V ′ : ∇ ◦ V ′⟩. (F.12)

f.2 odt incompressible constant property mean momen-
tum and tke equations

f.2.1 Planar ODT mean flow and TKE equations

The explicit representation of the mean flow in Cartesian coordinates,
Eq. (F.7) is,

ρ
⟨D⟩⟨uk⟩
⟨D⟩t = −ρ

3

∑
l=1

∂⟨u′
lu

′
k⟩

∂xl
− ∂⟨p⟩

∂xk
+ µ

3

∑
l=1

∂2⟨uk⟩
∂xl

+
jk
β

. (F.13)
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The gravity term has been neglected in this expression. Neither buoy-
ant horizontal channels nor vertical channels are evaluated in this
thesis.

Likewise, the explicit representation of the TKE in Cartesian coordi-
nates, Eq. (F.9), is,

ρ
⟨D⟩k
⟨D⟩t =µ

3

∑
l=1

∂2k
∂x2

l
− ρ

2

3

∑
k=1

3

∑
l=1

∂⟨u′
lu

′
ku′

k⟩
∂xl

−
3

∑
k=1

∂⟨u′
k p′⟩

∂xk

+ PTKE − ϵTKE.

(F.14)

The cartesian representation for PTKE and ϵTKE can be found in ap-
pendix G.

In order to derive the ODT mean flow momentum equation, simply
average the planar ODT momentum equation, substituting the turbu-
lent advection term, i.e., the Reynolds shear stress, by the net average
effect of the stochastic eddy events, ⟨Mk + Tk + Sk⟩, where Mk, Tk and
Sk represent the effects of the mappings, the turbulent transport and
the pressure scrambling on the velocity component k, respectively [75].

ρ
⟨D⟩⟨uk⟩
⟨D⟩t =

[
−ρ

∂⟨u′
ku′

1⟩
∂x

]
S−ODT

+ ρ⟨Mk + Tk + Sk⟩ −
∂p
∂x

δ1k

+ µ
∂2⟨uk⟩

∂y2 .
(F.15)

⟨Mk + Tk + Sk⟩ is the representation of the turbulent advection of the
velocity component k by vψ. It is the result of the change in the profiles
due to implementation of eddy events [75]. Due to the measure pre-
serving property of the map,

∫
Mkdy = 0 per definition. Furthermore,

the transport term also integrates to zero,
∫
Tkdy = 0 due to the zero

bulk contribution to momentum due to transport [75]. In constant den-
sity, according to Eq. (3.25), the only kernel function implemented in
ODT is KODT, which also integrates to zero

∫
KODTdy = 0. Therefore,

no momentum sources are implemented during eddy events, and as
a consequence, the integral of Sk is also zero, i.e.,

∫
Skdy = 0. Due

to the absence of a pressure scrambling contribution in Eq. (F.13), Sk
is defined as zero for every y position. This implies the presence of
a single transport term agreeing with the mapping process and the
redistribution of kinetic energy among velocity components, ∂Rk/∂y,

⟨Mk + Tk⟩ =
∂Rk

∂y
.

There is no direct representation of the pressure gradient term in ODT.
Its only role is in the redistribution of kinetic energy among velocity
components, as dictated by the Poisson equation of an incompressible
and constant property flow (enforcement of the divergence condition
for the velocity field). The pressure gradient term can, thus, be omitted
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from a momentum analysis. Regarding the EHD body force term
which may also be present in the flow, as per Eq. (F.13), the analysis
regarding the representation of the body force as part of the Maxwell
electroquasistatic stress tensor in chapter 6 is recalled. For the 1-D
electric current density vectors demanded in the wall-bounded flows
evaluated with ODT, the only contribution of the EHD body force is
as an irrotational current contribution. The irrotational contribution
is then assumed as part of a modified pressure gradient. Thus, the
electric current density term can also be omitted from the ongoing
analysis. Comparing then Eq. (F.15) and (F.13), it is then deduced that,

⟨Mk + Tk⟩ =
∂Rk

∂y
= −

∂⟨u′
kv′ψ⟩

∂y
. (F.16)

The definition of the average material derivative in ODT needs to be
interpreted according to the type of formulation, as detailed in chapter
3. This is the reason for the appearance of the streamwise Reynolds
shear stress in the S-ODT formulation in Eq. (F.15) [62]. The latter
term, however, is zero for fully developed hydrodynamic boundary
layers (statistically streamwise homogeneous flows)

In order to derive the ODT TKE equation, follow the same procedure
given by Eq. (F.1). A detailed derivation can be found in [62, 75],

ρ
⟨D⟩k
⟨D⟩t =µ

∂2k
∂y2 +

{[
−ρ

2
∂

∂x

(
3

∑
k=1

⟨u′
1u′

ku′
k⟩
)]

S−ODT

+ ρ
3

∑
k=1

[
∂

∂y

(
Rkk

2
− ⟨uk⟩Rk

)
+

⟨Skk⟩
2

]}
+ PTKE,ODT − ϵTKE,ODT.

(F.17)

Rkk is the bulk effect of the turbulent transport due to stochastic
eddies [75], i.e.,

⟨Mkk + Tkk⟩ =
∂Rkk

∂y
. (F.18)

⟨Skk⟩ is the ODT quantity representing the pressure strain contribution
to the TKE [75]. Skk can not be evaluated directly. However, its sum
across k corresponds to the transfer of potential into kinetic energy
during eddy events. This transfer prevents the strict conservation of
kinetic energy among velocity components. For flows without EHD
body forces, thus, Skk = 0, as in [75]. In general, the TKE transport
and budget terms Mkk, Tkk and Skk are obtained due to changes in the
kinetic energy profiles as in [75],

Mkk + Tkk + Skk = 2uk (Mk + Tk + Sk)

= 2uk
∆uk

∆t

⏐⏐⏐⏐⏐
stoch. part

=
∆u2

k
∆t

⏐⏐⏐⏐⏐
stoch. part

.
(F.19)
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∆t corresponds to the catchup diffusion time step associated to the
implementation of an eddy event. The change in the profile can also be
counted as zero if no eddy was implemented in a given deterministic
advancement step. The definition of the ODT TKE production and
dissipation terms, PTKE,ODT and ϵTKE,ODT, from Eq. (F.17), can be
found in appendix G.

f.2.2 Cylindrical ODT mean flow and TKE equations

The explicit representation of the mean flow in cylindrical coordinates,
Eq. (F.7), is different for the streamwise momentum component in
comparison to the radial and circumferential component. This is due
to the distinctive component-wise representation of the operator ∇ in
cylindrical coordinates [127]. Assuming that gravity acts in streamwise
direction, the streamwise, radial and circumferential mean momentum
components are, respectively,

ρ
⟨D⟩⟨u⟩
⟨D⟩t =− ρ

(
∂⟨u′u′⟩
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+
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1
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(
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)
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1
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∂2⟨u⟩
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]
− ρg +
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β

,
(F.20)

ρ
⟨D⟩⟨v⟩
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1
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]
+
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(F.21)

ρ
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(F.22)
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The explicit representation of the TKE in cylindrical coordinates, Eq.
(F.9), is,

ρ
⟨D⟩k
⟨D⟩t =µ

[
∂2k
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1
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1
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+
1
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∂
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⟨u′
ku′
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)]

+ PTKE − ϵTKE.

(F.23)

The cylindrical representation for PTKE and ϵTKE can be found in
appendix G.

In order to derive the ODT mean flow momentum equation, average
the cylindrical ODT momentum equation, substituting the turbulent
advection term, i.e., the Reynolds shear stress, by the net average effect
of the stochastic eddy events, ⟨Mk + Tk + Sk⟩ [75]. As in the general-
ized equation, the distinct component-wise representation of the shear
stress tensor divergence results in different momentum equations for
the streamwise, radial and circumferential velocity components,

ρ
⟨D⟩⟨u⟩
⟨D⟩t =

[
−ρ

∂⟨u′u′⟩
∂z

]
S−ODT

+ ρ⟨M1 + T1 + S1⟩ −
∂p
∂z

+ µ
1
r

∂

∂r

(
r

∂⟨u⟩
∂r

)
− ρg,

(F.24)

ρ
⟨D⟩⟨v⟩
⟨D⟩t =

[
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S−ODT
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(F.25)

ρ
⟨D⟩⟨w⟩
⟨D⟩t =

[
−ρ

∂⟨w′u′⟩
∂z

]
S−ODT

+ ρ⟨M3 + T3 + S3⟩

+ µ

[
1
r

∂

∂r

(
r

∂⟨w⟩
∂r

)
− ⟨w⟩

r2

]
.

(F.26)

The considerations for Mk, Tk and Sk from the planar case also hold
in the cylindrical case. Thus, the crosswise Reynolds shear stress is, in
this case,

⟨Mk + Tk⟩ = −1
r

∂
(

r⟨u′
kv′ψ⟩

)
∂r

=
1
r

∂ (rRk)

∂r
. (F.27)

As before, ⟨Mk + Tk + Sk⟩ is evaluated by the changes in the velocity
profile k due to eddies [75] (recalling that Sk = 0). Also, as in the planar
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case, the material derivative is interpreted differently, depending on
the type of ODT formulation used, thus explaining the presence of the
streamwise Reynolds shear stress in S-ODT. The streamwise Reynolds
shear stress is zero for fully developed hydrodynamic boundary layers
(statistically streamwise homogeneous flows).

In order to derive the ODT TKE equation, the procedure is the same
as in the planar case. The detailed derivation can be found in [91],
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⟨D⟩t =µ
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⟨Skk⟩
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}}
+ PTKE,ODT − ϵTKE,ODT.

(F.28)

As before, Eq. (F.19) holds. Skk can not be determined directly, yet
its sum across k corresponds to the transfer of potential energy into
kinetic energy during an eddy event. An equivalent definition for Rkk
also holds,

⟨Mkk + Tkk⟩ =
1
r

∂ (rRkk)

∂r
. (F.29)

The definition of the ODT TKE production and dissipation terms,
PTKE,ODT and ϵTKE,ODT, can be found in appendix G.

f.3 generalized variable density mean flow and tke

equations

As before, first the non-commutativity of the average operator with the
material derivative operator is noted. This time, consider the ensemble
average of both the density (which is variable now) and the material
derivative operator,

⟨ρDψ

Dt
⟩ = ⟨ρ ∂ψ

∂t
⟩+ ⟨ρ (V · ∇)ψ⟩.

As it is now, this expression does not allow to draw any further
conclusions. The proper starting point is, instead, the averaging of the
total Eulerian differential for conservation of ψ, Eq. (A.2),

⟨ d
dt

(
dΨ
dV

)
⟩ = ⟨d (ρψ)

dt
⟩ = ∂⟨ρψ⟩

∂t
+∇ · ⟨ρψV⟩.

The latter expression can be rewritten by means of the Favre average
definition, Eq. (E.9), and the relation given by Eq. (E.12), as

⟨d (ρψ)

dt
⟩ = ∂⟨ρ⟩ψ̃

∂t
+∇ ·

(
⟨ρ⟩ψ̃Ṽ

)
+∇ ·

(
⟨ρ⟩ψ̃′′V ′′

)
. (F.30)
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For ψ = 1, the corresponding average expression for conservation of
mass is,

⟨dρ

dt
⟩ = ∂⟨ρ⟩

∂t
+∇ ·

(
⟨ρ⟩Ṽ

)
= 0. (F.31)

Inserting Eq. (F.31) into Eq. (F.30) results in the average of the density
weighted material derivative, i.e., the material derivative for average
mass conservation,

⟨ρdψ

dt
⟩ → ⟨ρDψ

Dt
⟩ = ⟨ρ⟩∂ψ̃

∂t
+ ⟨ρ⟩

(
Ṽ · ∇

)
ψ̃+∇ ·

(
⟨ρ⟩ψ̃′′V ′′

)
. (F.32)

Therefore, the Favre averaged material derivative operator of a tensor
ψ is defined as,

D̃ψ

D̃t
=

∂ψ

∂t
+
(

Ṽ · ∇
)

ψ. (F.33)

The proper method for the calculation of the TKE equation in the
variable density case is, thus, given by,

D̃k
D̃t

=
1
2

D̃Ṽ ′′ · V ′′

D̃t
=

D̃ξ̃kin

D̃t
− Ṽ · D̃Ṽ

D̃t
. (F.34)

First, the average momentum equation is found by Favre-averaging
Eq. (A.11), considering variable fluid properties, and then substituting
the average statement for conservation of mass, Eq. (F.31),

⟨ρ⟩ D̃Ṽ
D̃t

= ⟨ρ⟩∂Ṽ
∂t

+ ⟨ρ⟩
(

Ṽ · ∇
)

Ṽ =−∇ · ⟨ρV ′′ ◦ V ′′⟩ −∇⟨p⟩

+∇ · τ̃ +∇ · ⟨τ′′⟩+ ⟨ρ⟩g +
J
β

.

(F.35)

In order to arrive at this equation, the following decompositions were
applied, see [126],

ρ = ⟨ρ⟩+ ρ′, V = Ṽ + V ′′, p = ⟨p⟩+ p′,

τ = τ̃ + τ′′, µ = ⟨µ⟩+ µ′.
(F.36)

The Favre-averaged and fluctuating components of the shear stress
tensor are,

τ̃ = ⟨µ⟩
[
∇ ◦ Ṽ +

(
∇ ◦ Ṽ

)T
]
− 2

3
⟨µ⟩

(
∇ · Ṽ

)
I,

τ′′ = ⟨µ⟩
[
∇ ◦ V ′′ +

(
∇ ◦ V ′′)T

]
− 2

3
⟨µ⟩

(
∇ · V ′′) I.

(F.37)

These equations have been derived considering that the correlations
of the fluctuating dynamic viscosity with other turbulent fluctuations
are negligible [126].
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It is also possible to formulate an average temperature equation.
However, this is a rather poor choice considering the introduction
of further correlations between the specific heat capacity and the
temperature. Instead, it is more suitable to work with an average
enthalpy equation. The Favre-averaged enthalpy equation is found by
averaging the Eulerian enthalpy equation, Eq. (2.58), considering only
the molecular heat flux transport term and the constant Joule heating
term J · E as a consequence of the Mach asymptotic analysis carried
out in chapter 3,

⟨ρ⟩ D̃h̃
D̃t

= ⟨ρ⟩∂h̃
∂t

+ ⟨ρ⟩
(

Ṽ · ∇
)

h̃ =−∇ · ⟨ρV ′′h′′⟩+∇ ·
(
⟨σT⟩∇T̃

)
+∇ ·

(
⟨σT⟩∇⟨T′′⟩

)
+ J · E.

(F.38)

Here again, the correlation of the fluctuating thermal conductivity
with the temperature was neglected, as suggested by [126]. The corre-
sponding decompositions are, in this case,

T = T̃ + T′′, h = h̃ + h′′, σT = ⟨σT⟩+ σ′
T. (F.39)

Next, the average kinetic energy expression is found by averaging
Eq. (2.53) in its proper Eulerian representation, considering variable
fluid properties, and then substituting the average statement for con-
servation of mass, Eq. (F.31),

⟨ρ⟩ D̃ξ̃kin

D̃t
=⟨ρ⟩∂ξ̃kin

∂t
+ ⟨ρ⟩

(
Ṽ · ∇

)
ξ̃kin = −1

2
∇ ·

(
⟨ρ⟩V ′′ ◦ V ′′ · V ′′:)

−
(

Ṽ · ∇
)
⟨ρV ′′ ◦ V ′′⟩+ PTKE

− Ṽ · ∇⟨p⟩ − ⟨V ′′⟩ · ∇⟨p⟩ −∇ · ⟨p′V ′′⟩+ ⟨p′∇ · V ′′⟩
+ Ṽ · ∇ · τ̃ + Ṽ · ∇ · ⟨τ′′⟩+ ⟨V ′′⟩ · ∇ · τ̃ +∇ · ⟨τ′′ · V ′′⟩

− ϵTKE + ⟨ρ⟩Ṽ · g + ⟨V⟩ ·
J
β

.

(F.40)

Note that, as a consequence of Eq. (3.64), J is a constant, implying
that the electric field in leading mobility ratio order is time-invariant.
Due to the Galilean invariance of the quasistatic formulations of
electromagnetism [56], this results in a leading order conservation of
electroquasistatic potential energy. That is, considering Eq. (2.44),

ρ
DξE

Dt
= 0 = −J · E − ρ f V · E. (F.41)

The term J · E can be averaged with a Favre-average operator or with a
Reynolds average operator and it will still remain the same. Therefore,
in leading order, it is possible to approximate

−J · E = ρ f ⟨V⟩ · E = ⟨V⟩ ·
J
β
≈ ρ f Ṽ · E = Ṽ ·

J
β

. (F.42)
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Finally, the TKE equation in the variable density case is obtained as
suggested by Eq. (F.34), by subtracting the scalar product of Ṽ with
Eq. (F.35) from Eq. (F.40), considering the identity in Eq. (F.42),

⟨ρ⟩ D̃k
D̃t

=⟨ρ⟩∂k
∂t

+ ⟨ρ⟩
(

Ṽ · ∇
)

k = −1
2
∇ ·

(
⟨ρ⟩V ′′ ◦ V ′′ · V ′′:)

+ PTKE − ⟨V ′′⟩ · ∇⟨p⟩ −∇ · ⟨p′V ′′⟩+ ⟨p′∇ · V ′′⟩
+ ⟨V ′′⟩ · ∇ · τ̃ +∇ · ⟨τ′′ · V ′′⟩ − ϵTKE.

(F.43)

For the variable density case,

PTKE = −⟨ρ⟩Ṽ ′′ ◦ V ′′ : ∇ ◦ Ṽ, (F.44)

ϵTKE = ⟨τ′′ : ∇ ◦ V ′′⟩. (F.45)

f.4 odt variable density mean flow and tke equations

f.4.1 Planar ODT mean flow and TKE equations

The explicit representation of the mean flow in Cartesian coordinates,
Eq. (F.35) is,

⟨ρ⟩ D̃ũk

D̃t
=−

3

∑
l=1

∂
(
⟨ρ⟩ũ′′

l u′′
k

)
∂xl

− ∂⟨p⟩
∂xk

+
3

∑
l=1

(
∂τ̃kl

∂xl
+

∂⟨τ′′
kl⟩

∂xl

)
− ⟨ρ⟩gδk2 +

jk
β

.

(F.46)

The gravity term was assumed here acting in the vertical direction
(buoyant horizontal channel). As a reference, the explicit representa-
tion of the shear stress tensor components τxx, τxy, τxz, τyy, τyz and τzz

can be found in the Appendix B of Bird et al. [59],

τxx =2µ
∂u
∂x

− 2
3

µ

(
∂u
∂x

+
∂v
∂y

+
∂w
∂z

)
,

τyy =2µ
∂v
∂y

− 2
3

µ

(
∂u
∂x

+
∂v
∂y

+
∂w
∂z

)
,

τzz =2µ
∂w
∂z

− 2
3

µ

(
∂u
∂x

+
∂v
∂y

+
∂w
∂z

)
,

τxy =τyx = µ

(
∂v
∂x

+
∂u
∂y

)
,

τyz =τzy = µ

(
∂w
∂y

+
∂v
∂z

)
,

τxz =τzx = µ

(
∂u
∂z

+
∂w
∂x

)
.

(F.47)
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For the mean enthalpy, the corresponding expression for Eq. (F.38)
is,

⟨ρ⟩ D̃h̃
D̃t

=−
3

∑
k=1

∂
(
⟨ρ⟩ũ′′

k h′′
)

∂xk
+

3

∑
k=1

{
∂

∂xk

(
⟨σT⟩

∂⟨T⟩
∂xk

)}
+

3

∑
k=1

jkEk.

(F.48)

Likewise, the explicit representation of the TKE in Cartesian coordi-
nates, Eq. (F.43), is, according to [126],

⟨ρ⟩ D̃k
D̃t

=
3

∑
l=1

∂

∂xl

(
3

∑
k=1

⟨τ′′
klu

′′
k ⟩
)
−

3

∑
l=1

∂

∂xl

(
⟨ρ⟩
2

3

∑
k=1

ũ′′
l u′′

k u′′
k + ⟨p′u′′

l ⟩
)

+ ⟨p′
3

∑
k=1

∂u′′
k

∂xk
⟩+

[
−

3

∑
k=1

⟨u′′
k ⟩

∂⟨p⟩
∂xk

+
3

∑
k=1

3

∑
l=1

⟨u′′
k ⟩

∂τ̃kl

∂xl

]
+ PTKE − ϵTKE.

(F.49)

The cartesian representation for PTKE and ϵTKE can be found in ap-
pendix G.

The ODT mean flow momentum equation in the variable density
case is found by averaging Eq. (3.73), and substituting the Reynolds
shear stress, by the net average effect of the stochastic eddy events,
⟨Mk + Tk + Sk⟩. As in the incompressible constant property case, Mk,
Tk and Sk represent the effects of the mappings, the turbulent transport
and the pressure scrambling on the velocity component k. For the
variable density case, however, all of these terms are now weighted by
the density,

⟨ρ⟩ D̃ũk

D̃t
=

⎡⎣−∂
(
⟨ρ⟩ũ′′

k u′′
1

)
∂x

⎤⎦
S−ODT

+ ⟨Mk + Tk + Sk⟩ −
∂p
∂x

δ1k

+
∂

∂y

(
⟨µ⟩∂ũk

∂y
+ ⟨µ⟩

∂⟨u′′
k ⟩

∂y

)
.

(F.50)

The same considerations for neglecting the correlation between the dy-
namic viscosity fluctuations and other fluctuating quantities are taken
here. Also, the gravity and EHD body force terms are omitted on the
assumption that they are just part of an irrotational contribution which
is assumed as part of a modified pressure gradient term1. Nonetheless,
there are no buoyant EHD-enhanced channel flows evaluated in this

1 This is the case of a buoyant horizontal channel. In a vertical channel, the gravity
term would just be implemented as part of the deterministic catchup in ODT in the
streamwise velocity component.
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thesis. This is just written here for the sake of completion. Specifically
for this case,

⟨Mk + Tk⟩ = −
∂
(
⟨ρ⟩ũ′′

k v′′ψ
)

∂y
=

∂ (⟨ρ⟩Rk)

∂y
. (F.51)

In this case, ⟨Mk + Tk + Sk⟩ is the average change of the momentum
component ρuk due to eddies. The two kernel functions KODT and
JODT enforce the condition

∫
Tk + Skdy = 0. Given that the transport

contribution should intuitively integrate to zero, Sk is again arbitrarily
defined, as in the incompressible constant property case, as Sk = 0.
See [72] for details regarding the calculation of Rk. As before, the
definition of the average material derivative in ODT needs to be inter-
preted according to the type of formulation, as detailed in chapter 3,
resulting in the appearance of the streamwise Reynolds shear stress
term. As in the constant property case, the (Favre-averaged) stream-
wise Reynolds shear stress is zero in fully developed hydrodynamic
and thermal boundary layers (statistically streamwise homogeneous
density weighted velocity profiles).

The ODT mean enthalpy equation is, correspondingly,

⟨ρ⟩ D̃h̃
D̃t

=

⎡⎣−∂
(
⟨ρ⟩ũ′′

1 h′′
)

∂x

⎤⎦
S−ODT

+ ⟨Mh + Th⟩+
∂

∂y

(
⟨σT⟩

∂⟨T⟩
∂y

)
+ j2E2.

(F.52)

⟨Mh + Th⟩ is the representation of the crosswise turbulent heat flux by
the eddy events [72],

⟨Mh + Th⟩ = −
∂
(
⟨ρ⟩h̃′′v′′ψ

)
∂y

=
∂ (⟨ρ⟩Rh)

∂y
. (F.53)

It is possible to evaluate the turbulent heat flux directly by means of
the change in the enthalpy profiles due to eddy events, see [72] for
details.
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The derivation of the ODT TKE equation is very similar to the
incompressible constant property case derivation,

⟨ρ⟩ D̃k
D̃t

=
∂

∂y

[
3

∑
k=1

(
⟨µ⟩⟨

∂u′′
k

∂y
u′′

k ⟩
)]

+

{[
−1

2
∂

∂x

(
⟨ρ⟩

3

∑
k=1

ũ′′
1 u′′

k u′′
k

)]
S−ODT

+
3

∑
k=1

[
∂

∂y

(
⟨ρ⟩Rkk

2
− ⟨ρ⟩ũkRk

)
+

⟨Skk⟩
2

]}

+

[
−⟨u′′

1 ⟩
∂p
∂x

+
3

∑
k=1

⟨u′′
k ⟩

∂

∂y

(
⟨µ⟩∂ũk

∂y

)]
+ PTKE,ODT − ϵTKE,ODT.

(F.54)

Here, Rkk is the bulk effect of the turbulent transport due to stochastic
eddies, i.e.,

⟨Mkk + Tkk⟩ =
∂ (⟨ρ⟩Rkk)

∂y
. (F.55)

As before, Skk can not be evaluated directly. The definition of the ODT
TKE production and dissipation terms, PTKE,ODT and ϵTKE,ODT, in Eq.
(F.54), can be found in appendix G.

f.4.2 Cylindrical ODT mean flow and TKE equations

As in the incompressible constant property case, the explicit repre-
sentation of the mean flow in cylindrical coordinates, Eq. (F.35), is
different for the streamwise momentum component in comparison to
the radial and circumferential component, see [127]. Assuming now
that gravity acts in streamwise direction, the streamwise, radial and
circumferential mean momentum components are, respectively,

⟨ρ⟩ D̃ũ
D̃t

=−

⎡⎣∂
(
⟨ρ⟩ũ′′u′′

)
∂z

+
1
r

∂
(

r⟨ρ⟩ũ′′v′′
)

∂r
+

1
r

∂
(
⟨ρ⟩ũ′′w′′

)
∂θ

⎤⎦
− ∂⟨p⟩

∂z
+

[
∂τ̃zz

∂z
+

1
r

∂ (rτ̃rz)

∂r
+

1
r

∂τ̃θz

∂θ

]
+

[
∂⟨τ′′

zz⟩
∂z

+
1
r

∂ (r⟨τ′′
rz⟩)

∂r
+

1
r

∂⟨τ′′
θz⟩

∂θ

]
− ⟨ρ⟩g +

j1
β

,

(F.56)
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⟨ρ⟩ D̃ṽ
D̃t

=−
[

∂
(
⟨ρ⟩ṽ′′u′′

)
∂z

+
1
r

∂
(

r⟨ρ⟩ṽ′′v′′
)

∂r
+

1
r

∂
(
⟨ρ⟩ṽ′′w′′

)
∂θ

− ⟨ρ⟩w̃′′w′′

r

]
− ∂⟨p⟩

∂r
+

[
∂τ̃rz

∂z
+

1
r

∂ (rτ̃rr)

∂r
+

1
r

∂τ̃rθ

∂θ
− τ̃θθ

r

]
+

[
∂⟨τ′′

rz⟩
∂z

+
1
r

∂ (r⟨τ′′
rr⟩)

∂r
+

1
r

∂⟨τ′′
rθ⟩

∂θ
−

⟨τ′′
θθ⟩
r

]
+

j2
β

,

(F.57)

⟨ρ⟩ D̃w̃
D̃t

=−
[

∂
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⟨ρ⟩w̃′′u′′

)
∂z

+
1
r

∂
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∂r
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1
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∂
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+

[
∂τ̃θz

∂z
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1
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+
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β

.
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As a reference, the explicit representation of the shear stress tensor
components τzz, τzr, τzθ , τrr, τrθ and τθθ can be found in the Appendix
B of Bird et al. [59], i.e.,

τzz =2µ
∂u
∂z

− 2
3

µ

(
∂u
∂z

+
1
r

∂ (rv)
∂r

+
1
r

∂w
∂θ

)
,
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∂v
∂r
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3

µ
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∂z

+
1
r

∂ (rv)
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+
1
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v
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r
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)
.

(F.59)
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The explicit representation of the mean enthalpy equation, Eq. (F.38),
is,

⟨ρ⟩ D̃h̃
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The explicit representation of the TKE in cylindrical coordinates, Eq.
(F.43), is,
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The cylindrical representation for PTKE and ϵTKE can be found in
appendix G.
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The derivation of the average ODT cylindrical momentum equation
is obtained following the same method as before. This derivation can
be found in [72],
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As before, Sk = 0. The gradient of the Reynolds shear stresses is in
this case,
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The corresponding ODT cylindrical mean enthalpy equation is,
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The radial turbulent heat flux is, thus, defined as,
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In order to derive the ODT TKE equation, the procedure is the same
as in the planar case,
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As before,

⟨Mkk + Tkk⟩ =
1
r

∂ (r⟨ρ⟩Rkk)

∂r
. (F.69)

The definition of the ODT TKE production and dissipation terms,
PTKE,ODT and ϵTKE,ODT, can be found in appendix G.
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S C A L I N G I N WA L L U N I T S

g.1 incompressible constant property flow

The nondimensional + units are quantities normalized by the cor-
responding viscous scale. The friction quantities and the most used
nondimensional quantities for incompressible constant property flow
are summarized next:

• Friction Reynolds number Recall Eq. (1.6) where H is the width
or height of the channel (distance between walls) and RH is the
(hydraulic) radius of the pipe,

Reτ =
⟨ρw⟩uτ H

2⟨µw⟩
(Planar), Reτ =

⟨ρw⟩uτRH

⟨µw⟩
(Cylindrical).

(1.6)

• Wall shear stress

τw ≈ ⟨µw⟩
∂⟨u⟩
∂y

⏐⏐⏐
w

(Planar), τw ≈ ⟨µw⟩
∂⟨u⟩

∂r

⏐⏐⏐
w

(Cylindrical).

(G.1)

• Friction velocity: Recall Eq. (1.7)

uτ =

√
τw

⟨ρw⟩
. (1.7)

• Friction length scale

Lτ =
⟨µw⟩
⟨ρw⟩uτ

. (G.2)

• Nondimensional distance from the wall

y+ =
y
Lτ

(Planar), (1 − r)+ =
R − r

Lτ
(Cylindrical). (G.3)

• Inner scaled nondimensional velocity

u+
k =

uk

uτ
, k ∈ {1, 2, 3}. (G.4)

• Inner scaled nondimensional RMS velocity

uk,RMS =
√
⟨u2

k⟩ − ⟨uk⟩2, u+
k,RMS =

uk,RMS

uτ
. (G.5)
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• Generalized inner scaled incompressible Reynolds shear stresses
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⟨u′
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u2
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, i, j ∈ {1, 2, 3}. (G.6)

• ODT inner scaled incompressible Reynolds shear stress
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• Incompressible TKE
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• Generalized incompressible TKE production: Normalization
in + units by ρu4

τ/ν.
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• ODT incompressible TKE production: Normalization in + units
by ρu4

τ/ν.
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• Generalized incompressible TKE dissipation: Normalization
in + units by ρu4

τ/ν.
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• ODT incompressible TKE dissipation: Normalization in + units
by ρu4

τ/ν.

ϵTKE,ODT =µ
3

∑
k=1

⟨
∂u′

k
∂y

∂u′
k

∂y
⟩ (Planar),

ϵTKE,ODT =µ

(
3

∑
k=1

⟨
∂u′

k
∂r

∂u′
k

∂r
⟩+ ⟨u′

2u′
2⟩

r2 +
⟨u′

3u′
3⟩

r2

)
(Cylindrical).

(G.12)

g.2 variable density flow

Similar to the incompressible constant property flow case, the super-
script + is used to indicate the scaling of quantities in nondimensional
viscous or wall units. The same relations of incompressible constant
property flow for the definition of friction Reynolds number, wall shear
stress, friction velocity, friction length scale and the nondimensional
distance from the wall in viscous units, Eqs. (1.6), (1.7), (G.1)-(G.3)
remain unchanged.

• Wall heat flux:

qw ≈ ⟨σT,w⟩
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(G.13)

• Friction temperature

Tτ =
qw

⟨ρw⟩⟨cp,w⟩uτ
. (G.14)

• Inner scaled nondimensional temperature

T+ =
⟨Tw⟩ − ⟨T⟩

Tτ
(G.15)
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• Van Driest velocity transformation: Used for the streamwise
velocity component. Defined in [128] as,

uVD =
∫ ψ=⟨u⟩
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(
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) 1
2

dψ. (G.16)

• Inner scaled van Driest velocity
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. (G.17)

• Variable density TKE
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• Generalized TKE production
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• ODT TKE production
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• Generalized TKE dissipation
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• ODT TKE dissipation
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H
C A L C U L AT I O N O F E L E C T R O Q UA S I S TAT I C F I E L D S

The algorithms used for the generation of the fixed electroquasistatic
fields (electric field, electrostatic potential, electric current density
and electric charge density) used in chapters 6 and 7 are detailed in
this appendix. The fields generated for chapter 6 are 2-D fields in a
cartesian or planar coordinate system, while the fields generated for
chapter 7 are 1-D fields in a cylindrical coordinate system.

h.1 boundary conditions required for the calculation

of electroquasistatic fields

The solution of electroquasistatic fields is obtained by the system
of equations formed by Eqs. (2.17), (2.11), (3.51) and the solenoidal
electric current density equation, Eq. (3.64),

E = −∇ϕ, (2.17)

J = ρ f βE, (2.11)

ρ f = ϵ0∇ · E, (3.51)

∇ · J = 0. (3.64)

For a given constant electrical mobility β, this system of equations
reduces into a PDE for the electrostatic potential. That is, substitute,
Eq. (2.11) into Eq. (3.64), and substitute the charge density by Eq. (3.51)
and the electric field vector by Eq. (2.17),

∇ ·
[(
∇2ϕ

)
∇ϕ
]
= 0. (H.1)

This is a third-order nonlinear PDE which requires three boundary
conditions (BCs) for the electrostatic potential [129]. The third bound-
ary condition is normally given either by the assumption of the form
of the electric field around the electrode emitter surface, or by the
assumption of the charge density at the electrode emitter [129]. The
assumption on the electric field form is the so-called Kaptzov’s hy-
pothesis, which assumes that the electric field at the surface of the
emitter electrode is constant and equal to its onset value. The onset
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236 calculation of electroquasistatic fields

electric field value is given by Peek’s formula for a given geometric
configuration [130].

Another important comment regarding the BCs is that the solution
to the Poisson equation for the pressure in an incompressible constant
property flow problem does not result in the actual thermodynamic
pressure field values. Similarly, the electrostatic potential field obtained
by solving Eq. (H.1) with the corresponding BCs does not result
in the correct electric current given by the actual Voltage-Current
characteristic curve of the electrode. This is because the solution of Eq.
(H.1) is a superposition of the solutions of the electrostatic potential
in a control volume and the solutions in the control surface, e.g., the
solution of a charge density field enclosed between the electrode and
the grounded wall and the solution of a surface charge density at
the electrode. That is, Eq. (3.51) must be satisfied in an integral way
by both in its volume and surface equivalent integrals due to the
divergence theorem. For the application of Eq. (3.51) in its surface
integral form at the surface of the electrode, this implies that the
gradient of the electrostatic potential in the normal direction to the
surface of the electrode is discontinuous across the surface due to
the inherent surface charge density at the electrode [57]. In addition,
the equivalent version of Eq. (2.17), that is, Faraday’s law, Eq. (2.16),
implies that the electrostatic potential must be continuous across the
the electrode surface. Both statements can not be justified without
invoking information about the physical nature of the electrode [57].
Therefore, in order to solve Eq. (H.1 with the actual physical nature
of the electrode (the appropriate voltage-current characteristic curve),
three BCs for the electrostatic potential must be supplied, but also the
corresponding value of the desired electric current must be supplied.

h.2 wire-plate esp : 2-d planar electroquasistatic fields

The 2-D electric field generated by the periodic array of electrodes in
streamwise direction is calculated following the method presented in
[51] for the three-wire configuration.

The combination of Equations (2.17) and (3.51) results in a Poisson
equation for the electrostatic potential. In the planar coordinate system,
considering an invariant electric field in the spanwise direction of the
channel, this is,

∂2ϕ

∂x2 +
∂2ϕ

∂y2 = −
ρ f

ϵ0
. (H.2)

Due to the periodic array of electrodes and the position of the elec-
trodes in the (crosswise) centerline of the channel, the calculation of the
electrostatic potential field obeys the following convenient symmetry
considerations,
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Figure H.1: Calculation region and boundary conditions for the electrostatic
potential Poisson equation in the wire-plate ESP case.

• The electric field normal to the horizontal centerline symmetry
line is zero, i.e., E2(x, y = centerline) = 0.

• The electric field normal to the symmetry line between the
streamwise electrodes is zero, i.e., E1(x = symmetry line, y) = 0.

• The electric field normal to the symmetry line at the electrode
position is zero, i.e., E1(x = electrode, y) = 0.

Note the subscript convention used here for the electric field, accord-
ing to the nomenclature section, i.e., E = [E1, E2, E3]T. Additionally
to these BCs, the Dirichlet BCs for the electrostatic potential at the
electrode, ϕelectrode and at the collector plate ϕplate = 0 are used. The cal-
culation region and BCs for the electrostatic potential are summarized
in Figure H.1.

In addition to Eq. (H.2), the solenoidal electric current density vector
condition must be met. Indeed, combining, Eq. (3.64) with Eqs. (2.11)
and (2.17), and considering a constant ionic mobility β, results in a
condition for the electric charge density field [51],

∇ρ f · ∇ϕ + ρ f∇2ϕ = 0.

Substituting Eq. (3.51) and (2.17), this is,

ρ2
f = ϵ0∇ρ f · ∇ϕ. (H.3)

In planar coordinates, neglecting gradients in the spanwise direction,
this leads to

ρ2
f = ϵ0

(
∂ρ f

∂x
∂ϕ

∂x
+

∂ρ f

∂y
∂ϕ

∂y

)
. (H.4)

It is noted that, so far neither the third boundary condition for the
electrostatic potential nor the physical BC for a consistent voltage-
current characteristic curve commented in the first section have been
supplied or discussed. Both conditions are imposed on the problem
by specifying the charge density at the electrode emitter, which will be
related to the actual current value from the voltage-current character-
istic curve in the solution algorithm as described next. Equations (H.2)
and (H.4) are solved in an iterative way, similar to [51], as follows:
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1. First, an arbitrary charge density field is assumed. An initial
value for the charge density at the electrode, ρ f ,elec ̸= 0 is also
assumed. E.g., assume a zero charge density field and solve the
Laplace equation for the electrostatic potential, Eq. (H.2). The
equation is solved using a FDM in an equidistant 2-D grid,

ϕi+1,j − 2ϕi,j + ϕi−1,j

(∆x)2 +
ϕi,j+1 − 2ϕi,j + ϕi,j−1

(∆y)2 = −
ρ f ,i,j

ϵ0
(H.5)

Here, the subscripts i and j denote the grid cell indices in the
horizontal and vertical directions, x and y. The resulting linear
system of equations is solved using the linear-algebraic system
interface for the algebraic multi-grid solver of the software suite
Hypre [131].

2. Once the electrostatic potential field is calculated, the correspond-
ing electric field at all grid points is calculated. The electric field
at the internal mesh grid points is calculated per Eq. (2.17) using
a central difference scheme and the electrostatic potential field.
The electric field at the grid boundaries is either calculated with
forward or backward differences using the electrostatic potential
field, or given directly by the boundary conditions discussed
above. It is noted that the horizontal component of the electric
field at the collector is zero due to the entire collector surface
being at the same electrostatic potential ϕplate = 0.

3. The electric current density per unit length at the plate is calcu-
lated. This is the integral of the magnitude of the electric current
density vector given by Eq. (2.11) with respect to x,

I
B
= 4

∫ x= delect
2

x=0
ρ f (x, y = plate)βE2(x, y = plate)dx. (H.6)

Here, B is the depth of the channel in direction z, or the length
of the electrode in the spanwise direction. delec is the distance
between electrodes in streamwise direction. The factor 4 in this
expression is due to the geometric consideration that only a quar-
ter of the total plate area is being evaluated with the proposed
integral. Thus, the total plate area is 4 times the integral.

4. The calculated I/B is compared to the desired electric current
density per unit length value which is an input of the simulation.
Depending on whether the result is smaller or larger than the
desired input value of I/B, the charge density value at the
electrode is adjusted arbitrarily.

5. A new charge density field is found based on the new charge
density value at the electrode according to Eq. (H.4). For that,
Eq. (H.4) is discretized using central difference formulas for the
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electrostatic potential gradient, and bacward difference formulas
for the charge density gradients,

ρ2
f ,i,j =ϵ0

(
ρ f ,i,j − ρ f ,i−1,j

∆x
ϕi+1,j − ϕi−1,j

2∆x

)
+ ϵ0

(
ρ f ,i,j − ρ f ,i,j−1

∆y
ϕi,j+1 − ϕi,j−1

2∆y

)
.

(H.7)

6. The procedure is repeated to find a new field for ϕ based on
the newly calculated ρ f field. Thereafter, steps 2. and 3. are
repeated. The secant method (see [132]) is applied to find a new
optimized value for the charge density at the electrode, ρ f ,elec.
The procedure is then repeated until ρ f ,elec converges within a
pre-specified absolute or relative tolerance.

h.3 cylindrical esp : 1-d cylindrical electroquasistatic

fields

Unlike in the 2-D planar case, for a concentric electrode-pipe con-
figuration, it is possible to derive an analytical expression for the
electric field and charge density field. The analytical solution is possi-
ble because a homogeneous electric field in the tangential and axial
directions is physically feasible and can be assumed, thus simplifying
the electroquasistatic problem into a 1-D problem. This is most readily
observable in a positive corona discharge. Phenomenologically, the
discharge or flow of a current in a corona is localized around the
cathode (positively charged element) [133]. For a positive corona, the
generation of electrons takes place within the gas, and the ionization
of the air occurs in the regions of high electric field magnitude, i.e.,
close to the electrode. These conditions favour the formation of an
electron cloud around the electrode, due to the ionization of the air,
and as a consequence, a self-sustained electron avalanche from this
electron cloud towards the electrode [133]. In a negative corona, the
ionization of the air still occurs close to the electrode in the regions
of high electric field magnitude, but now the generation of electrons
takes place in the electrode itself due to the photoelectric effect. In
this case, the electron cloud is formed and disrupted intermittently,
given that it is being continually repelled due to its equal polarity with
the electrode. Although the solenoidal current is maintained given
that the asymptotic mobility ratio analysis is maintained as outlined
in chapter 3, the here intermittent absence of the electron avalanche
causes that the current between the anode (negative electrode) and the
cathode (positively charged gas) is not uniform, e.g. Icathode ̸= Ianode
(in a planar context) [134]. This violates the zero divergence condi-
tion of the electric current density vector, if the latter one only has a
radial component. However, the current can still be assumed to be
uniform in a time-averaged context which considers an averaging
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time significantly larger than the time scale of the before mentioned
intermittency.

The analytical expressions for the electroquasistatic fields are sum-
marized below and derived in [135]. A numerical method is also
presented. This is because it is expected in the short future that the
cylindrical ESP case is studied further with ODT in a case where the
mobility ratio Mβ does not approximate to 0, i.e., in a case where the
electric current density vector is no longer solenoidal (∇ · J ̸= 0) due
to the presence of temporal fluctuations of the charge density, or due
to the presence of convective currents (see Eq. (3.52)).

h.3.1 Analytical solutions

For a 1-D electroquasistatic problem, the divergence condition im-
posed on the electric current density vector implies, as in [135],

rj2 = rρ f βE2 = constant → I = 2πBrρ f βE2 = constant. (H.8)

The electric current I is a given input to the simulations, similar to
the planar case, where I/B is taken as an input (physical condition
or physical BC). Here, B is the length of the electrode or length of the
pipe (in the axial z direction). The radial electric field E2 is given by
the superposition of the electric fields due to the onset electric field
(third BC for the electrostatic potential) and the electric field due to
the ionic charge density, Eq. (3.51), see [135],

E2 =
1

rϵ0

∫ r=R

r=relec

ρ f rdr + Eon,dist. (H.9)

Here, the subindex elec refers to the electrode position. Eq. (H.9)
refers to the same statement as that indicating that the solution of the
electrostatic potential PDE, Eq. (H.1), is provided by the superposition
of an homogeneous and a particular solution for ϕ [57]. The onset
electric field is given by the surface integral representation of Eq. (3.51).
This is the homogeneous solution for the electrostatic potential, i.e.,
without volumetric charge density,

Eon,distS = qelec → Eon,dist =
C
r

. (H.10)

C is a constant. However, due to Eq. (2.17),

ϕon,dist =
∫ r=R

r=relec

Eon,distdr → ϕon,dist = C ln
⏐⏐⏐⏐ R
relec

⏐⏐⏐⏐ . (H.11)

Therefore, the onset voltage is given by,

ϕon = Eonrelec ln
⏐⏐⏐⏐ R
relec

⏐⏐⏐⏐ , (H.12)
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while the onset electric field Eon is given by Peek’s formula for air
discharge in a concentric wire-cylinder configuration [130],

Eon = C1,Peek
N
N0

[
1 + C2,Peek

(
N
N0

relec

)− 1
2
]

. (H.13)

Peek’s formula constants C1,Peek and C2,Peek are 31 × 105 V/m and
0.0308 m

1
2 , respectively. N/N0 is the air relative density, with N0 given

by the air number density at standard conditions, N0 = 2.5 × 1025 m−3.
In general, N is given by,

N =
PCAv

RuT
. (H.14)

Ru is the universal gas constant and CAv is the Avogadro constant.
Based on Eqs. (H.10) and (H.11), the appropriate representation for
the electric field, due to the onset electrostatic potential is

Eon,dist =
ϕon

r ln
⏐⏐⏐ R

relec

⏐⏐⏐ . (H.15)

With the obtained representation of the electric field by Eq. (H.9), it is
now possible to solve for the charge density in Eq. (H.8) such that,

I = 2πBrρ f β

⎛⎝ 1
rϵ0

∫ r=R

r=relec

ρ f rdr +
ϕon

r ln
⏐⏐⏐ R

relec

⏐⏐⏐
⎞⎠ . (H.16)

Dividing this expression with respect to r results in an ODE for ρ f (in
r). This can be solved analytically, in order to arrive at the analytical
solution for the charge density field [135],

ρ f =

√
1

2πBβ
ϵ0 I

(
r2 − r2

elec

)
+

(
2πBβϕon

I ln
⏐⏐⏐ R

relec

⏐⏐⏐
)2 . (H.17)

The electric field can then be found by Eq. (H.9), see [135],

E2 =
1
r

√ I
2πBβϵ0

(
r2 − r2

elec

)
+

⎛⎝ ϕon

ln
⏐⏐⏐ R

relec

⏐⏐⏐
⎞⎠2

. (H.18)

Finally, the electrostatic potential is found by integration of Eq. (H.18)
with respect to r,
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ϕ =ϕelec −
√
CI
(
r2 − r2

elec

)
+ C2

+
√
C2 − CIr2

elec ln
⏐⏐⏐⏐√C2 − CIr2

elec

√
CI
(
r2 − r2

elec

)
+ C2 + C2 − CIr2

elec

⏐⏐⏐⏐
− ln |r|

√
C2 − CIr2

elec + C

−
√
C2 − CIr2

elec ln
⏐⏐⏐⏐C√C2 − CIr2

elec + C2 − CIr2
elec

⏐⏐⏐⏐
+ ln |relec|

√
C2 − CIr2

elec.

(H.19)

Note that ϕelec ̸= ϕon. ϕelec can be obtained when ϕplate = 0 and r = R
are substituted in Eq. (H.19). Here, ϕelec corresponds to the voltage of
the characteristic voltage-current curve at the specified I. In Eq. (H.19),
C and CI are given by,

C =
ϕon

ln
⏐⏐⏐ R

relec

⏐⏐⏐ , CI =
I

2πBβϵ0
. (H.20)

h.3.2 Numerical solution method

Two numerical solution methods are presented here. Both of these
methods are best applicable, but not restricted, to positive corona
discharge cases as in the analytical solution. This is again because of
the characteristics of a positve corona discharge, which are used in
the numerical method in order to determine the nature of the BCs
which need to be used for both the electric field and the charge density
field. As presented by [129], the solution of the Maxwell equations
require, either an assumption on the magnitude of the electric field
at the discharge electrode, or an assumption on the electric current
value (plus the Dirichlet BCs for the electrostatic potential). Both
assumptions are equivalent.

The first method, which is termed here onset consistent method, solves
all of the Maxwell equations with the suggested BCs plus the assump-
tion of the Kaptzov’s hypothesis, and calculates the electric current in
the system as a function of the electrostatic potential difference. The
second method, which is called here experimentally consistent, uses the
current and electrostatic potential difference measured in the experi-
ments, in order to calculate the onset electric field at the electrode. In
this thesis, the experimentally consistent method was used with a slight
variation, so that the onset electric field is not iterated; rather, it was
calculated directly by Peek’s formula, Eq. (H.13). From the point of
view of the solutions to the Maxwell equations, this is not consistent,
given that the system is over-constrained. However, since the objective
of this thesis is actually to measure the influences in the flow of a
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given EHD body force by means of the change in the electroquasistatic
potential energy, strict enforcement of the Maxwell equations was not
given critical importance. Hence, the electric field and charge density
fields are not required to be exact, given that for the evaluation of the
electroquasistatic potential energy, only the electrostatic potential and
a charge density difference are required instead.

In any case, the electrostatic potential difference and the electric
current measured at the experiment are simply assumed as some exter-
nal boundary condition. This would correspond, e.g., to an assumed
electrical resistance of the electrode wire, which is independent of the
flow dynamics. That is, the electrical resistance of the wire is given
by some provided characteristic current-voltage curve, which is given
only by the properties of the electrode material, and is not affected by
the flow.

h.3.2.1 Method 1: Onset consistent numerical method

1. The numerical method begins by assuming a uniform zero
charge density field ρ f (r). The onset electric field BC, Eon, is
calculated by Eq. (H.13) and the Kaptzov’s hypothesis is as-
sumed [129].

2. Gauss’s law, Eq. (3.51), is then discretized and solved using a
FDM, considering the following BCs for the electric field: Eon

is assumed at the emitter, i.e., at r = relec, while a zero gradi-
ent condition for the electric field is assumed at the pipe wall
(grounded plate). The latter BC is derived from the application
of the surface integral form of Gauss’s law at an infinitesimal
control volume which crosses the grounded plate (the diver-
gence of the 1-D electric field, or the radially weighted radial
derivative, is zero in the absence of a surface charge density at
the grounded plate). Eq. (3.51) is discretized as,

1
2ri∆r

(ri+1E2,i+1 − ri−1E2,i−1) =
ρ f ,i

ϵ0
. (H.21)

Here, the subindex i refers to the grid point index in an equidis-
tant radial grid. The resulting tridiagonal linear system of equa-
tions is solved using a Tridiagonal Matrix Algorithm (Thomas
algorithm) (TDMA) [136].

3. The electrostatic potential difference corresponding to the previ-
ously calculated electric field is determined. This was done by
the calculation of the integral,

∆ϕ = −
∫ r=R

r=0
E2dr = −∑

i
E2,i+ 1

2
∆ri. (H.22)

Here, i refers to the grid point index and i + 1/2 is an interme-
diate point between grid points, or the center of a cell defined
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between two grid points. The calculated ∆ϕ is most likely not in
agreement with the BCs of the electrostatic potential. Therefore,
the charge density at the electrode is modified by assuming now
a very small value.

4. The electric current I is determined with the new value of charge
density at the electrode, plus the electric field BC (Kaptzov’s
hypothesis) and the given positive ionic mobility, i.e.,

I = ρ f ,elecβEon (2πrelecB) . (H.23)

5. A new charge density field is evaluated from the obtained electric
field and the charge continuity equation, Eq. (3.64), as in Eq.
(H.8). That is,

ρ f ,i =
I

2πBβriE2,i
. (H.24)

6. The process is repeated from step 2. with the new assumed
charge density field. After obtaining the new electric field, the
value of the charge density at the electrode is now calculated
based on the secant method, in order to minimize the residual
between the obtained electrostatic potential difference between
pipe wall and electrode and the imposed BCs for ϕ. That is, the
before mentioned residual is calculated as,

fres =

⏐⏐⏐⏐⏐(ϕBC,r=relec − ϕBC,r=R)− ∑
i

E2,i+ 1
2
∆ri

⏐⏐⏐⏐⏐ . (H.25)

And the new charge density at the electrode is calculated using
the secant method as,

ρn+1
f ,elec = ρn

f ,elec −
f n
res

(
ρn−1

f ,elec − ρn
f ,elec

)
f n−1
res − f n

res
. (H.26)

Here, n − 1, n and n + 1 refer to the values of the charge density
at the electrode in the previous, current and next iteration. This
process is repeated until the residual function given by Eq. (H.25)
converges within a pre-specified absolute or relative tolerance.
The process finishes with the final radial profiles for the electric
field and the charge density.

7. The final radial profile for the electrostatic potential is calculated
with the converged charge density field using Gauss’s law, i.e.,
∇2ϕ = −ρ f /ϵ0. Gauss’s law is discretized in this case as,

1
ri

ϕi+1 − ϕi−1

2∆r
+

ϕi+1 − 2ϕi + ϕi−1

∆r2 = −
ρ f ,i

ϵ0
. (H.27)

The Dirichlet BCs for the electrostatic potential at the emitter
electrode ϕelec and ϕplate = 0 are used in order to solve the re-
sulting tridiagonal linear system of equations with a TDMA
[136].
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h.3.2.2 Method 2: Experimentally consistent numerical method

1. The numerical method begins by assuming an arbitrary nonzero
uniform charge density field ρ f (r). The onset electric field BC,
Eon, is calculated by Eq. (H.13) and the Kaptzov’s hypothesis is
assumed [129].

2. Gauss’s law, Eq. (3.51), is then discretized and solved using a
FDM considering the following BCs for the electric field: Eon

is assumed at the emitter, i.e., at r = relec, while a zero gradi-
ent condition for the electric field is assumed at the pipe wall
(grounded plate). Eq. (3.51) is discretized as Eq. (H.21), and
solved correspondingly, as in the onset consistent method.

3. In comparison with the onset consistent method, the electric current
I is taken directly from the experimental measurements. The
iteration process must proceed nevertheless in order to fit the
electric field. A new charge density field is evaluated from the
obtained electric field and the charge continuity equation, Eq.
(H.24).

4. It is clear that this charge density field is most likely different to
the one assumed at the beginning of the procedure. Therefore, a
new onset value for the electric field, Eon is assigned. In practice,
a 2% increase is used in this thesis. With this new value of
Eon and the new charge density field, a new electric field is
calculated, according to Eq. (H.21). The electrostatic potential
difference corresponding to such field is then determined and
the new value of the onset electric field Eon is now calculated
based on the secant method in order to minimize the residual
between the obtained electrostatic potential difference between
the pipe wall and the electrode, and the imposed BCs for ϕ. The
residual is calculated per Eq. (H.25). The new onset electric field
value is calculated by the secant method as,

En+1
on = En

on −
f n
res
(
En−1

on − En
on
)

f n−1
res − f n

res
. (H.28)

Here, n − 1, n and n + 1 refer to the values of the onset electric
field in the previous, current and next iteration. This process
is repeated until the residual function given by Eq. (H.25) con-
verges within a pre-specified absolute or relative tolerance. The
process finishes with the final radial profiles for the electric field
and the charge density.

5. The final radial profile for the electrostatic potential is calculated
with the converged charge density field using Gauss’s law, i.e.,
∇2ϕ = −ρ f /ϵ0. Gauss’s law is discretized as in Eq. (H.27). The
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Dirichlet BCs for the electrostatic potential at the emitter elec-
trode ϕelec and ϕplate = 0 are used in order to solve the resulting
tridiagonal linear system of equations with a TDMA [136].

h.3.2.3 Modified experimentally consistent method used in this thesis (mod-
ified method 2)

As already discussed, a variation of the previously explained method
2 is used in this thesis.

1. Same as in method 2. The numerical method begins by assuming
an arbitrary nonzero uniform charge density field ρ f (r). The
onset electric field BC, Eon, is calculated by Eq. (H.13) and the
Kaptzov’s hypothesis is assumed [129].

2. Same as in method 2. Gauss’s law, Eq. (3.51), is then discretized
and solved using a FDM considering the following BCs for the
electric field: Eon is assumed at the emitter, i.e., at r = relec, while
a zero gradient condition for the electric field is assumed at the
pipe wall (grounded plate).

3. Same as in method 2. The electric current I is taken directly
from the experimental measurements. The iteration process must
proceed in order to fit the electric field. A new charge density
field is evaluated from the obtained electric field and the charge
continuity equation, Eq. (H.24).

4. The process is repeated from step 2. with the new assumed
charge density field (fixed point iteration). This process is re-
peated until the maximum norm of the difference between the
assumed and the recalculated charge density field (maximum
difference in the radial grid) converges within a pre-specified
absolute or relative tolerance. The process finishes with the fi-
nal radial profiles for the electric field and the charge density,
respectively.

5. The final radial profile for the electrostatic potential is calculated
with the converged charge density field using Gauss’s law, i.e.,
∇2ϕ = −ρ f /ϵ0. Gauss’s law is discretized as in Eq. (H.27). The
Dirichlet BCs for the electrostatic potential at the emitter elec-
trode ϕelec and ϕplate = 0 are used in order to solve the resulting
tridiagonal linear system of equations with a TDMA [136].
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