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"ber Halbleiter sollte man nicht arbeiten,
das ist eine Schweinerei,

wer weifl ob es iiberhaupt Halbleiter gibt."

"Wolfgang Pauli [1]

| think scientists, in particular Ph.D. students, always face a difficult choice. They can
either trust the wisdom and the opinions of all the smart people around them, which is
usually the more convenient and fruitful path to take, or they can try to find something
meaningful where few people expect it. The immense success of modern semicon-
ductor physics and the remaining significance of Pauli’s findings, despite his distrust in
semiconductors, prove the legitimacy of both approaches.

| hope that | could find a good balance between learning, on the one hand, from the
brilliant people who guided me through my research field with their advice and, on the

other hand, by following my own ideas and, of course, by try and error.

'One should not work on semiconductors. They are a mess.
Who knows whether semiconductors exist at all.
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"Now there are two ways in which you can increase your understanding

of these issues.

One way is to remember the general ideas and then go home and try

to figure out what commands you need and make sure you don’t leave
one out. Make the set shorter or longer for convidence and try to
understand the tradeoffs by trying to do problems with your choice.
This is the way I would do it because I have that kind of personality!
It’s the way I study —- to understand something by trying to work

it out or, in other words, to understand something by creating it.

Not creating it one hundred percent, of course; but taking a hint

as to which direction to go but not remembering the details. These

you work out for yourself.

The other way, which is also valuable, is to read carefully how someone

else did it.

I find the first method best for me, once I have understood the basic
idea. If I get stuck I look at a book that tells me how someone

else did it. I turn the pages and then I say "Oh, I forgot that

bit", then close the book and carry on.

Finally, after you’ve figured out how to do it you read how they

did it and find out how dumb your solution is and how much more clever
and efficient theirs is! But this way you can understand the cleverness
of their ideas and have a framework in which to think about the problem.
When I start straight off to read someone else’s solution I find

it boring and uninteresting, with no way of putting the whole picture

together. At least, thats the way it works for me!"

Richard P. Feynman [2]



Abstract

The chemical and electronic structure of the interfaces of kesterite-based and related
absorber materials in thin-film solar cell device-relevant layer stacks have been inves-
tigated with x-ray based spectroscopic techniques (XPS, HAXPES, XAES, XES, and
XAS).

The analyzed materials are CZTS absorbers grown at Uppsala University with their in-
terfaces to the Mo back contact and to different ZnOS1.x-buffer layers (x=[0; Ng; 1)),
SnS absorbers with partly N-doped ZnO buffer layers produced in a collaboration at
MIT and Harvard University, and CuSbS, absorbers with (Cd,Zn)S buffer layers grown
at NREL in collaboration with MIT.

We find an unchanged CZTS surface in this series which has a profound effect on the
Zn04S+ growth. Instead of a constant composition throughout the buffer thickness, we
find S-rich material growing directly on the CZTS in the ALD process. The composition
changes towards the O-rich ZnO4S4.x that forms the main part of the buffer layer. The
conduction band offset is therefore found to be around -0.21(4+0.15) eV. The measured
cliff is reduced by chemical interface modification towards a flat band alignment.

The interface effect during annealing at the CZTS back contact where MoS, forms
occurs even at low annealing temperatures below 500°C. Sn spectra of liftoff CZTS
back sides, annealed on the Mo contact, resemble the precursor at all temperatures
while Sn spectra of CZTS front sides are almost single phase after standard annealing.
We observe the stabilization of SnS at the back contact and different Sn-oxides. A TiN
interlayer was effectively introduced to prevent reactions at the CZTS/Mo interface.



We find a strong impact of ALD deposited ZnO on oxidized SnS absorber surfaces,
resulting in metallic Sn formation. In contrast, doped ZnO:N reduces the SnS much less
agressively, affecting mainly the SnO, species. The contact layers show the formation
of Zn(OH), that is mainly at the layer surface. The strong downwards bending for both
ZnO and SnS at the ZnO/SnS junction that we find for undoped ZnO contact layers
is drastically reduced if ZnO:N contact layers are used. The band alignment of both
junctions shows a cliff in the conduction band. The smaller cliff of 0.2 eV for ZnO:N/SnS
makes this junction much more interesting for solar cell applications than the ZnO/SnS
with a large cliff of 0.55 eV.

The chemical analysis of the (Cd,Zn)S:Ga/CuSbS; reveals chemical interaction at the
junction. We find an additional species on the high energy side of the Cu peak for all
samples. Since we can also exclude a Cu-oxide, the second chemical environment of
Cu is most likely a more Cu-rich Cu3SbS3 or Cu12SbsS13 at the surface or interface.
The second finding that is contrary to expectation for Cu is the weak but clear Cu signal
on the thickest buffer layer where we don’t find any Sb and don’t expect any absorber
signal. The Cu must be more mobile than Sb and diffuse into the buffer material forming
a Cu species with Eg similar to the Cu-rich species. The effect has to be observed on
another sample to exclude contamination.

The interface species can be explained with the changed buffer composition at the
interface, particularly low S and Cd content and increased Ga concentration, and could
also be affected by the presence of O and hydroxides. We find an upwards surface
band bending of -0.15 eV for the bare absorber. At te junction, we see downwards
band bending of up to 0.2(4+0.09) eV in the absorber and strong upwards band bending
of -0.75(+0.28) eV in the buffer.

The junction is not an abrupt transition from one homogenious material to another. The
buffer growth is strongly affected by the absorber. Also the electronic structure on both
sides is significantly affected. We find a conduction band alignment with a large cliff of
-1.3(+0.3) eV.



Zusammenfassung

Die chemische und elektronische Struktur von Grenzflachen in Schichtstapeln mit un-
mittelbarer Bedeutung flr Kesterit-basierte und verwandte Diinnschichtsolarzellen wur-
den mit Rontgen-basierten Spektroskopietechniken (XPS, HAXPES, XAES, XES, and
XAS) untersucht.

Die untersuchten Materialien sind CZTS-Absorber, die an der Universitat Uppsala her-
gestellt wurden, mit ihren Grenzflachen zu Mo Ruckkontakten und zu verschiedenen
Zn0O4S1.x-Pufferschichten (x=[0; Ng; 1]), Sn-Absorber mit teilweise N-dotierten ZnO Puffer-
schichten, die in einer Zusammenarbeit am MIT und der Universitat Harvard hergestellt
wurden, und CuSbS, Absorber mit (Cd,Zn)S-Pufferschichten, produziert am NREL in
Zusammenarbeit mit dem MIT.

Unsere Untersuchungen zeigen eine chemisch unveranderte CZTS-Oberflache die einen
starken Einfluss auf das ZnO,S.x-Wachstum hat. Statt eines konstanten Mischungs-
verhaltnisses in der Puffeschicht zeigt sich ein S-angereichertes Material, dass im ALD-
Prozess direkt auf dem CZTS wachst. Die Zusammensetzung andert sich zu einem
O-reicheren ZnO4S1.x, dass den gréBten Teil der Pufferschicht bildet. Der Leitungs-
bandversatz ergibt sich dadurch zu -0.21(+0.15) eV. Dieses gemessene “cliff” wird
durch die chemische Modifikation an der Grenzflache zu einem flachen Bandibergang
geandert.

Der Grenzflacheneffekt beim Ausheizen am CZTS Riickkontakt, wo sich MoS, bildet,
tritt auch bei niedrigen Ausheiztemperaturen unter 500°C auf. Sn-Spektren von "liftoff”
CZTS-Rickseiten, die auf dem Mo-Kontakt ausgeheizt wurden, ahneln dem unkristalli-
sierten Roh-CZTS bei allen Ausheiztemperaturen, wahrend Sn-Spektren von CZTS-
Frontseiten nach vollstandigem Ausheizen nahezu reinphasiges Kesterit zeigen. Wir
beobachten die Stabilisation von SnS am Ruickkontakt sowie verschiedene Sn-Oxide.
Eine TiN Zwischenschicht wurde erfolgreich eingefihrt, um Reaktionen an der CZT-
S/Mo Grenzflache zu verhindern.



Wir finden einen signifikanten Effekt von ALD-deponiertem ZnO auf oxidierte SnS-
Absorberoberflachen, der zur Bildung von metallischem Sn fihrt. Dotiertes ZnO:N re-
duziert das SnS deutlich weniger aggressiv, hier werden hauptsachlich Dioxidspezies
reduziert. Beide Kontaktschichten weisen Zn(OH), auf, das sich im Wesentlichen auf
der Oberflache findet. Die starke Abwartsbiegung der Bander an der Grenzflache von
ZnO und SnS, die sich fur undotiertes ZnO-Kontaktmaterial findet, schwacht sich ex-
trem ab, wenn ZnO:N Kontaktmaterial verwendet wird. Die Bandanordnung beider
Kontakte zeigt ein “cliff” im Leitungsband. Das deutlich kleiner “cliff” von 0.2 eV in
ZnO:N/SnS macht die deutlich bessere Eignung dieser Kombination flir Solarzellenan-
wendungen klar, gerade im Vergleich zu ZnO/SnS mit einem groBen “cliff”-Versatz von
0.55 eV.

Die chemische Analyse von (Cd,Zn)S:Ga/CuSbS, enthullt chemische Veranderungen
an der Grenzflache. Wir finden in allen Proben eine zusatzliche Spezies mit erhéhter
Bindungsenergie im Cu-Peak. Da wir ein Cu-Oxid ausschlieBen kénnen, ist diese
zweite chemische Umgebung von Cu aller Wahrscheinlichkeit nach eine Cu-reichere
Verbindung wie Cu3SbS3 oder Cu12Sb4S+3 an der Oberflache oder Grenzflache. Ein
weiteres unvorhergesehenes Ergebnis beim Cu ist das schwache aber klar erkennbare
Cu-Signal das in der dicksten Pufferschicht auftritt. Hier ist kein Sb erkennbar und da-
her keinerlei Signal vom Absorber zu erwarten. Das Cu scheint daher mobiler als Sb
zu sein und durch die Pufferschicht zu diffundieren, wo eine zusatzliche Cu-Verbindung
gebildet wird. Dieser Effekt muss aber noch auf Vergleichsproben verifiziert werden, um
Kontamination der Probe auszuschlieBen.

Die Grenzflachenverbindungen kdnnen durch die veranderte Puffer-Komposition an der
Grenzflache erklart werden. Insbesondere niedriger S- und Cd-Gehalt und ein erhéhter
Ga-Anteil spielen hier eine Rolle, ferner die Prasenz von O und Hydroxiden. Wir
messen eine Oberflachen-Aufwartsbiegung der Bander von -0.15 eV fiir den reinen Ab-
sorber. Am p-n-Ubergang zeigen die Bander eine Abwértsbiegung von 0.2(+0.09) eV
im Absorber und eine starke Aufwartsbiegung von -0.75(40.28) eV im Puffer.

Diese Grenzflache ist keine scharfe Grenze zwischen zwei homogenen Materialien.
Das Wachstum der Pufferschicht ist stark vom Absorber beeinflusst und auch die elek-
tronische Struktur auf beiden Seiten wird verandert. Der Leitungsbandversatz zeigt ein
grof3es “cliff” von -1.3(£+0.3) eV.
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Chapter 1

Introduction

Solar cells on the earth must be adjusted to convert the energy from the available sun
spectrum. Well established first generation solar cells (Si-wafer) with indirect bandgap
and high material use are still dominating the photovoltaics market. Second generation,
namely thin-film solar cells could completely replace them since they potentially com-
bine all advantages of Si-cells with thinner absorber layers, resulting in more lightweight
modules produced with less material- and energy consumption [3, 4].

Third generation cells including multijunction cells or concentrator cells can further push
the limits of efficiency and widen the range of possible applications. These cells usu-
ally have certain limits that exclude them as fundamental technology for photovoltaic
devices. Concentrator cells e.g. don’'t work in diffuse light and are of no use in cloudy
regions. We are interested in harvesting light under various conditions to produce us-
able electricity, so our focus is on thin-film solar cell structures.

In figure 1.1 record efficiencies of different solar cell technologies are compared on a
timeline. The depicted efficiencies are reached on lab-sized research cells and not on
solar cell modules or in industrial level production. It is clear that efficiency alone does
not determine the market share of a solar cell material. Availability, reliability and exist-
ing manufacturing structures play as important roles.

With over 20% efficiency the currently dominant technology in the photovoltaic market
is multicrystalline Si as absorber material. One of its big disadvantages is the indirect
band gap that results in a relatively bad light absorption compared to many absorber
materials with direct band gap. This is why multicrystalline Si absorbers need to be of
macroscopic thickness to absorb most of the incoming light.

Thin-film solar cells use better light absorbers and have typical absorber thicknesses
around 1 um. This way, they require less material and can be built much lighter and
more versatile. Dominant technologies here are CdTe and CulnS,-related cells, espe-
cially Cu(Iny,,Gax)(S1.,Sey)» (CIGSSe). On a lab scale, those can compete with silicon
cells in efficiency. The production costs can potentially be lowered in mass production.
A major problem of these materials is the scarcity of the used elements, namely In, and

1
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Ga [6] that bring the risk of price explosions when large amounts are needed for solar
cell mass production.

The search for more available alternative materials yielded, among others, the possibil-
ity to replace In and Ga in CIGSSe with much more abundant Zn and Sn, resulting in
the complex kesterite-absorber materials CuoZnSn(S,Se)4 (CZTSSe).

The positive slope seen for all materials in figure 1.1 even after decades of extensive
research proves the constant progress in photovoltaics research. Especially upcoming
thin-film solar cell materials are mostly still far away from their theoretical performance
limitations according to their Shockley-Queisser limits [7]. The reduction of some of
these performance gaps is the aim to which our research is meant to contribute.

This work will treat problems at the absorber front- and back side in the CZTS solar
cell technology as well as the alternative earth-abundant absorber systems SnS and
CuSbSs.

1.1 Outline

In the following chapter 2, the basic theoretical background is presented to understand
characteristics of thin-film solar cells and the role of their interfaces. In chapter 3 the
experimental approaches are presented and in detail specified.

The four interface-projects are presented in chapters 4-7. Each of these chapters in-
cludes an introduction into the respective material system and the detailed sample pro-
duction route, followed by the experimental results and a chapter-specific conclusion.
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Chapter 2

Theoretical considerations

This chapter sets the basic theoretical background needed to follow the implications of
the details specified in the experimental and analysis parts.

2.1 p-n-junctions and diodes

Diodes made from semiconductors are versatile devices that have electrical conduction
in one direction but not in the other. This behaviour is caused by the p-n-junction, an
alignment of two semiconductor materials with different properties in the range of the
band gap.

The energy diagram of a p-n-homojunction is dominated by the position of the Fermi
energy (Eg) in the respective band gap Eg (blue) with size Eg on either side of the junc-
tion. The p-semiconductor has Ef close to the valence band maximum (VBM) while in
the n-semiconductor it is closer to the conduction band minimum (CBM). The resulting
structure is shown in figure 2.1 following the depletion-approximation in equilibrium [8].
The p-material has free positive majority charge carriers (holes) while the n-material
has (negative) electrons as majority charge carriers. Driven by the concentration dif-
ference at the p-n-contact, both majority carrier types diffuse over the junction forming
a space charge region (SCR). The expansion of the SCR into the two semiconductor
materials is defined by an equilibrium of forces. The first is the driving force of diffusion
i.e. the concentration gradient of holes and electrons in between the p- and n-side. The
second force results from diffusion of electrons and holes into opposite directions i.e. a
net charge flux in one direction over the junction that results in a coulomb force against
the diffusion direction. The SCR is not neccessarily symmetric. A typical reason for
asymmetries is a difference in doping density betwenn the p- and n-side as illustrated
in figure 2.1.

In equilibrium we expect curved bands like in 2.1 with a space charge region due to the
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p-side SCR n-side

immobile OBNO) c°

charges o © o eg
in SCR 0P o

FIGURE 2.1: Properties of a p-n-homojunction in the classical description following

the depletion-approximation with abrupt space charge region (SCR) in equilibrium [8].

The energy diagram allows to depict important energetic parameters (red). The picture

of excess charge carriers and the charge density (p) illustrate the asymmetric space
charge region with electric field € and potential V across the junction.

depletion of majority carriers close to the junction.

Outside the SCR the semiconductor acts like the pure bulk material without a junction.
All property changes are located in the SCR, as seen in the charge density (p) graph,
the electric field (¢) graph, and the potential (V) graph.

The offsets of conduction and valence band (CBO and VBO) are critical parameters
if we optimize a p-n-junction to separate photogenerated electron-hole-pairs. Another
crucial parameter is the tunnel barrier Et. If this is too small, recombination will take
place right at the junction before separated charge carriers can be extracted.
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2.1.1 Solar cells

Solar cells are diodes that have been optimized to extract electric energy from incoming
light. To achieve this, several properties need to be assured. A fundamental neccessety
is that light needs to be absorbed in the cell generating energetically activated charge
carriers which is called the inner photoelectric effect [9].

In this energy conversion, all photons with energy hv smaller than the bandgap (Eg) of
the light absorber are lost and if more energy than Eg is transferred to an electron, the
excess is lost when the electron thermalizes to the conduction band minimum (CBM).
Since the sun spectrum contains a continuouse range of photon energies, both losses
cannot be avoided. For each bandgap and the collected light spectrum, the Shockley-
Queisser limit gives the maximal energy fraction that can be collected without internal
losses.

<A

£

O

<

E 40

> |

‘©

c

()

©

€ 20 4

)

=

S

Voltage [V] &) 0.7
. r — . r Y 13
dark j-V-curve 0 oc
Purp
illuminated j-V-curve
jSC

FIGURE 2.2: The diode characteristic or j-V-curve of a solar cell in the dark (blue)

and under illumination (red). Under illumination, the whole curve is shifted down the

current density axis so an open circuit voltage (Vo) and the short circuit current (jsc)

can be read from the curve. The highest power that can be extracted from this cell is

graphically represented by the green box (Pupp) i.e. the largest box that can be drawn
below the curve in the positive range of Voc.

The ideal bandgap (Eg) for terrestrial light absorption has been found to be in the range
of 1-1.5 eV with maxima at 1.15 eV and 1.35 eV [7, 10]. If the light energy has been
absorbed, a suited (semiconductor) structure like the p-n-junction is needed to extract
the electric energy before the charge carriers recombine. The j-V-curves in figure 2.2
is a standard measurement to characterize solar cells, giving short circuit current jg¢,
open circuit voltage Vo, and the fill factor (FF = Puee ) that gives the percentage of

Jsc'Voc
maximal extractable power Pypp from the maximum theoretical power jsc-Voc, i.e. the
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dark grey area of the green box over the whole grey area in figure 2.2.

The efficiency is defined asn = P,“;”—;‘P where Py, is the power of the incoming light.

2.1.2 Free electrons in matter

The ability of electrons to travel in matter is crucial for most of our measurements.
Electrons can only travel short distances in matter before they scatter inelastically and
lose energy. For methods that depend on resolving the energy of electrons extracted
from a solid like photoelectron spectroscopy (PES), the inelastic mean free path (IMFP)
i.e. the average way an electron can travel before it scatters inelastically, is a crucial
parameter. The IMFP depends heavily on the kinetic electron energy (Exin) as shown
in figure 2.3.

100 g — IMFP in pure elements
: after Seah and Dench
[ (for compounds the
I curve is slightly higher)
10
[ S NN ).
|E| P ococcncncea occcncncnccncnccccscccccccscscscccncceeee
Tt
LL h ccccccccaptccccccccccccccccccee-
=
T
4 R ! L LA ! """'I= .
1 10 40 100 1000 10000

E, . of electrons [eV]

FIGURE 2.3: Universal curve of inelastic mean free path (IMFP) of electrons in pure el-
emental materials over their Eyj, according to [11]. The IMFP of compounds is usually
higher but trends are the same.

The most frequently used excitation energy (Eexc) for PES in this work are indicated as
colored lines with the respective reached IMFP. It has to be noted that the actual elec-
tron energy is reduced by the respective binding energy (Eg) so the given lines show
the maximal IMFP of very shallow core levels close to the Fermi level (Eg).

For more accurate, material specific values we used the IMFP calculated with the
TPP2M code [12]. The values are shown in table A.1 (see page 150).
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FIGURE 2.4: Depth distribution of intensity measured from prominent core levels with

Mg K, and of maximal Ey, for several excitation energies E.. The intensities are

normalized to the value a very thick pure sample would yield. Lines show the remaining

intensity for a sample covered by another layer with similar IMFP dependent on the

cover layer thickness. The dashed lines show the intensity from an uncovered thin
layer dependant on its thickness.

The probability for an electron to escape the sample in normal direction from a depth d
depends on the IMFP, resulting in a depth dependant intensity decay. Compared to an
undamped signal | from an uncovered surface we can measure

I(d) = lo - ¢~ TiFe (2.1)

if the material is covered by a layer of thickness d. The IMFP in the covering material
has to be used in formula 2.1. 1(0) depends on o, the element concentration, and the
transmission function and geometry of the measurement system.

For the integrated intensity measured from a layer with thickness d and we find

d
line(d) = / I(d) =ly - IMFP - (1 _ e*ﬁ)
0
ling(d>IMFP)  ~ Iy - IMFP « IMFP

l

This means, we can define an effective probing volume V = A - IMFP using the illumi-
nated and measured area A that is identical for all measurements in one system and
the IMFP. With

lint(d) o< A < IMFP
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we can account for changes in the measured intensity that are caused by varying IMFP
by simply dividing by the IMFP value in nm. We neglect the unit because the IMFP is
only a scaling factor in this case. If we are interested in the signal I;,;(d) from a thin cov-
erlayer instead of a buried layer, the exponential term must be subtracted from 1 before
this factor is used in equation 2.1 because we measure only the surface contribution up
to d instead of the bulk signal from thickness d.

The depth dependent signal decay for several core levels and different Eeyc is shown
in figure 2.4 along with the signal intensities expected from thin cover layers. For the
cover layers the plotted function is 1-1(d) because the intensity from deeper than d is
missing. The normalization removes any factors from derivations and integrations. The
respective IMFP values can be found in table A.1. To calculate the intensity ratio from
within a certain depth d we use

IMFP 3-IMFP
/ I(d) = 0.63 and / I(d) = 0.95
0 0

This shows that about two thirds of the signal come from a depth of less than one IMFP
from the surface. Since 95% of the exponentially attenuated signal originates from
within 3-IMFP from the surface, we consider this value as probing depth.

dprobe ~ 3 . IMFP

With IMFP variations in the range from <1 nm for Zn 2p measured with Mg K, to 12 nm
for valence states measured with 8 keV, our probing depth varies between about 3 nm
and 36 nm.

If we measure a species S1 that is located only right at the surface and compare to a
bulk species S2 containing an identical element, we only have to consider the IMFP to
account for the probed volume of the bulk species. Neglecting the bulk-signal decay
caused by a very thin surface species, we have to divide the bulk signal by the IMFP
to account for the probed volume while the entire volume of the surface species is
measured in all cases of changed Eey: and for all binding energies. If we measure two
different core levels C1 and C2 that come from the two species, the following expression
for the intensity ratios should be vaild:

1(S1,C1) / o(C1) / TF(C1) _I(S1,C2) / 5(C2) / TF(C2)

I(S2,C1) / o(C1) / TF(C1) /IMFP(C1)  1(S2,C2)/o(C2)/ TF(C2) / IMFP(C2)
1(S1,C1) _181,62)
iczcn) | MFPCY ~ jorcs - IMFPC2) (2.2)

The photoionization cross sections ¢ and analyzer transmission functions TF, that are
identical for the different species of one core level, cancel out. If this equation is not
true, either the assumption of a surface species on a bulk material is not given or the
attribution to the investigated species in not valid. The formula also applies if we use
different E¢yc instead of looking at different core levels.



Chapter 3

Experimental section

This chapter contains information that helps to understand the following measurements
and their interpretations as well as experimental specifications of the used facilities and
machines. The measurement techniques are presented including information about
settings and calibrations.

3.1 Notation and electronic transitions

In literature we find several ways to specify electronic states. Since we do not need any
of the highly specialized vector-notations used e.g. in computational and theoretical
analysis, we use the most common notations that describe the electronic state inde-
pendant of its occupation.

Depending on the binding energy (Eg) of the states below the Fermi energy (Er) we
divide them into core levels with a binding energy of more than around 50-100 eV' and
shallow core levels with roughly Eg < 100 eV. All electronic states are described more
precisely in two different notations. Used parameters are quantum numbers including:

the principal quantum number (n)

the orbital quantum number (1)

the spin quantum number (s = +1)

the total angular momentum quantum number (j = || + s|)

The principal quantum number (n = 1,2,3,4,...) is partly specified using the capi-
tal letters K,L,M,N,... when transitions are describend. The orbital quantum number
(= 0,1,2,3,...,n-1) is similarly specified with the letters s,p,d,f,... to despcribe energy
states.

"The distinction is not sharp but more about the general range of Eg.

11
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3.1.1 XPS notation

This notation is used to specify energy levels by writing
nlj

where the orbital quantum number (I = 0,1,2,3,...) is specified as s,p,d.f,... and n and |
are shown as numbers.

An example is S 2p, ), giving the sulfur state with n = 2, | = 1 (written as p) and s = —%
resultinginj=[1— 3| =1.

3.1.2 X-ray notation and Siegbahn notation

This notation is usually used to describe transitions between energy levels, so we use
itin XES, XAS, and XAES. It describes transitions, giving the involved states in the type

n;

where n = 1,2,3,4,... is written as K,L,M,N,... and i counts up the possible combinations
of | and s, starting with lowest | and and lowest s.

In XES the edges are specified by the final state (i.e. the depleted state) in x-ray
notation; for XAS the inital state (excited state) is given.

For XAES, all three involved states are specified in this notation (see 3.3.4).

Transitions can be described in the shorter Siegbahn notation where both involved
states are specified. The n value of the final state is defined as in the x-ray notation and
the n-difference An = 1,2,3,... = o,B,7,... to the initial state is added in the type

nAﬂi

If multiple transitions are possible due to variable | and s, they are specified with an
index i.

This notation is used to describe e.g. x-ray sources that use Mg K or Al K, transition
lines to produce x-ray beams with defined photon energy hv. The Mg Ky-line is the
result of transitions to the magnesium K-level (n = 1) from the next higher L-levels
(n =2) resulting in An = 2-1 = 1 written as . Without a specification i this notation sums
up the multiple Mg Kq-lines of different intensity and energy that will later be used to
explain satellite lines (see page 18).
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Transition rules define whether an electron can directly change from one state to
another (radiative transition). The most important exclusion are selection rules in dipole
approximation for electronic transitions in this work are:

An # 0
Al = +1
Aj = £1;0

These rules can, however, sometimes be suspended by hybridizing states.
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3.2 Synchrotron radiation

If X-ray radiation does not arise from electronic transitions, it is usually produced in
synchrotrons using the principle of relativistic electromagnetism. This type of facility can
be used as an energy-tunable light source. A brief description follows [13] to explain
the used methods. Very fast electrons (at realistic energies close to the speed of light)
are needed for this. After linear acceleration, a so called booster ring is used to reach
the required kinetic energy until the electrons are injected into a storage ring. This is a
large evacuated tube aligned in a curved and closed trajectory. The energy losses of
the stored electrons are compensated using klystrons.

Bending magnets simply bend the trajectory of the electrons to produce radiation and
other insertion devices placed in straight sections of the storage ring use the same
basic principle.

N=E— (3.1)

electron orbit

hv

FIGURE 3.1: An electron traveling through a constant magnetic field with the relativis-
tic velocity v is accelerated towards the center with acceleration a.. The radiation is
emitted in a cone with angle «. [13]
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In 3.12 the emission collimated along the tangential direction with an angle a = % of
a charged particle at relativistic speed traveling through a constant magnetic field is
sketched.

The emitted radiation covers the entire electromagnetic spectrum. The critical energy
Ec can be written as

_ 3ehB~?
 Admm

Ec (3.2)

with the charge e, the mass m, Planck’s constant h, and the magnetic flux B of the
bending magnetic. E- represents the energy that divides the radiation emission into
two parts of equal intensity. This equation can be rewritten for synchrotron radiation,
using electrons with energy E, and v = % to

E¢ [keV] = 0.655 - E2 [GeV] - B [T] (3.3)

The specific energy spectrum depends on the electron trajectory and the magnetic field
of the emitting devices. The used devices are bending magnets, wigglers, and undula-

FIGURE 3.2: Undulator schematic with alternating polarity of permanent magnets with

a magnetic field density of By. The electron trajectory (black) and the resulting syn-

chrotron radiation (blue) are indicated. Gy represents the distance between the mag-

netic arrays called undulator gap and Ay, the undulator frequency, is the distance
between equally poled magnets.

tors. Bending magnets are dipole magnets that accelerate the electrons perpendicular
to their trajectory and generate a uniform magnetic field perpendicular to the electron
orbit. Wigglers are high field superconducting magnet arrays causing the electron to
oscillate with large deviation angles around the ideal trajectory. Undulators use lower
field arrays of magnets. Here the electrons slightly oscillate around the ideal trajectory,
see figure 3.2.

They consist of stacked permanent magnet arrays with alternating polarity in a distance
Au , called undulator frequency. The magnetic field By causes electrons to oscillate on

2With special thanks to E. Handick for providing the figure.
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their path which emits radiation. The emission cones can be adjusted to overlap result-
ing in constructive interference and therefore an increase in intensity at chosen photon
energies.[13] These conditions can be described with the non-dimensional magnetic
strength K defined as

eB())\U
2mme

K = = 0.9337- By [T] \v [em] (3.4)
A wiggler is defined by K1 and the resulting emission is similar to the emission
of bending magnets. K=1 or smaller is characteristic for an undulator with construc-
tive interference of the emission cones raising the photon intensity at a wavelength .
Changes in By caused by a change of the undulator gap Gy result in changes of the
photon energy. This allows a specific tuning to the experimental needs. The resulting
synchrotron radiation is led through beamlines to the endstation to provide the needed
radiation for experiments.

3.3 PES

Photoelectron spectroscopy (PES) uses the photoelectric effect, where photons eject
bound electrons from a material, to gain information about electronic and chemical
structures in a sample. Since electrons quickly lose kinetic energy when traveling
through matter, the measurements are performed in vacuum.
The determined binding energy (Eg) of photoelectrons is sensitive to electronic and
chemical changes in the material. The process is illustrated in figure 3.3.
In the basic band structure (energy vs space coordinate) we see the conduction and
valence band (CB and VB) and Ef in the band gap as well as core levels of very dif-
ferent energies. The energetic vacuum level Ey,. is also shown. Electrons above this
level have left the sample and possess a positive kinetic energy Eyi, that is measured
in PES experiments. If an electron is hit by a photon with energy hv and the energy
is transmitted, the electron makes an energetic jump indicated by the dashed vertical
lines in figure 3.3. The right hand axis shows that Eg and the work function ¢, i.e. the
energetic barrier to leave the sample, have to be overcome to eject the electron into
vacuum. Otherwise, in the inner photoelectric effect, the electron cannot be measured.
If the photon energy is sufficient to overcome Eg and to extract the electron from the
material into vacuum, the remaining part of the transmitted photon energy hv can be
found as kinetic energy Eyi, of the photoelectron. The relation of the discussed ener-
getic variables is

hv = Exin + Eg + ¢ (3.5)

This means we can vary Ey, by varying hv as long as the photon energy is sufficient to
eject electrons. PES spectra are usually shown on binding energy scale (Eg) calculated
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from equation 3.5.
The secondary Auger process will be discussed separately in section 3.3.4 (page 19).

¥ PES
© photoelectric effect,
electrons ejected
from sample:
hv=Eg+Ex, +¢
i) Ein>0
? Ewn>0
3 o
B
3 © Auger
&> process
()
C .
L inner photo- E
©) electric effect kin
i Exin>0 O
A ifhv<Eg + @ .

core
levels

Energy in solid

FIGURE 3.3: PES process for different photon energies hv. The kinetic energy Ey, of

the escaping electron is defined by hv, the binding energy (Eg) and the work function

() that is needed for electrons at the surface to reach the vacuum level (Eys) from

Ee. In the secondary Auger process, electrons are emitted by energy that is released
in the transition of bound electrons to lower, x-ray-depleted energy levels.
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3.3.1 Energy calibration

The measured kinetic energy in PES (Ey;,) depends on hv, Eg, and o.

With a defined excitation energy and by measuring sharp lines with known position Eg,
the relation between Eg and Eyj, can be calibrated without specific knowledge about
the effect of ¢. Such a calibration also removes any constant shift that is caused by the
work function of the electron analyzer.

Calibration checks and beamline energy calibrations are usually done with Au 4f peaks
measured on a clean Au foil.

3.3.2 XPS

Lab-based X-ray photoelectron spectroscopy (XPS) measurements were conducted
using non-monochromatized Mg K, (1253.56 eV) and Al K, (1486.58 eV) radiation.
The SPECS PHOIBOS 150 MCD-9 electron energy analyzer was calibrated according
to D. Briggs et al. [14] using clean Au, Ag, and Cu surfaces. The base pressure in the
analysis chamber was < 4 - 10~'Y mbar. For the collection of the XPS core level and
Auger line spectra the pass energy was set to 20 eV. For wide range spectra a pass
energy of 50 eV was used.

The non-monochromatized Mg K, (and Al Ky)-line contains multiple secondary lines of
higher energy and intensity. These additional lines cause weaker and shifted copies
of all measured XPS-features with defined shift and intensity ratio to the main line. If
these satellites overlap with the analyzed region they have to be considered.

3.3.3 HAXPES

Synchrotron-based hard x-ray photoelectron spectroscopy (HAXPES) experiments with
an excitation energy of 2, 6, and 8 keV were conducted at the HiIKE end-station (2 and
6 keV) [15] on the KMC-1 beamline [16] of the BESSY Il electron storage ring, and
at the beamlines BL15XU [17, 18] (6 keV) and BL47XU [19] (8 keV) of the SPring-8
electron storage ring. The setup geometry allows to measure with horizontally polar-
ized x-rays with the direction of polarization normal to the analyzer entrance slit and
normal emission from the sample. The base pressure at HIKE and BL47XU HAXPES
endstations was < 1-10~8 mbar and < 1-10~7 mbar at BL15XU; all are equipped with
a Scienta R4000 hemispherical electron energy analyzer with similar setups for beam-
line and analyzer. The beamlines are equipped with double crystal monochromators
(DCMs), allowing to tune the excitation energy between 2.0 and 10.0 keV at BESSY I,
4.0 and 36.0 keV at BL15XU, and between 5.2 and 37.7 keV at BL47XU at SPring-8.
A pass energy of 200 eV was used for all measurements (except for survey spectra
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measured at HiIKE using 500 eV) and the excitation energy was calibrated by measur-
ing multiple Au 4f spectra of a grounded clean Au foil and setting the Au 4f; , binding
energy equal to 84.00 eV. Alternative, Er determinations on clean Au foils were used.
Spectra were recorded using photon energies of 2 and 6 keV at BESSY Il where 6 keV
photons are the 3 reflection order of the Si(111) DCM crystal set in 15t order for 2 keV,
thus both photon energies are transmitted for all HIKE measurements. Photon energies
of 6 and 8 keV were used at SPring-8 using the 3@ and 4" reflection order of a Si(111)
DCM crystal, respectively.

For all HAXPES measurements the samples were only briefly exposed to air (< 5 min).
The top surface of the samples was short circuited to the Mo layer and grounded to
avoid charging due to photoelectron loss.

3.3.4 XAES

The secondary Auger process is used for the x-ray excited Auger electron spectroscopy
(XAES). It depends on the relaxation of electrons into deeper (x-ray-) depleted core
levels. The released energy can eject another electron from the sample. The E, of
this Auger electron depends only on the Eg of the depleted state, the state from which
the second electron drops down, and the state from which the Auger electron is ejected.
The common notation for such an Auger line is listing the three states in the given order
in X-ray notation.

The Zn LMM line for example with multiple transitions into the two depleted L levels
from M-levels ejects Auger electrons from M-levels.

Due to the independence of Ee¢yc, on the common Eg-scales used for PES, the Auger
lines appear at Eg positions that have no relation to the involved process and shift for
different Eexc as expected from equation 3.5. Auger lines are therefore labeled in other
spectra but for analysis they are always shown on a Ey;, scale.

Modified Auger parameters o are used to take advantage of the reversed depen-
dence of external effects AE (like sample charging, ¢, and especially linear miscalibra-
tioni. e. energy shifts)) on Auger line positions on a kinetic energy scale (Eyin (X198 "))
and core level positions on a binding energy scale (Eg(X°°"®'®*®!)) of an element X. If

the real kinetic energy positions EL?,?'(X) are shifted by an unrecognized effect, we find

EB(Xcore Ievel) — hv— (Erkeal(xcore Ievel) —|—AE>
in
Ekin(XAuger Iine) _ Elr;gaI(XAuger Iine)+AE
n
Any (positive) shift AE in the measured spectra will lower the energetic position of

Eg(X®°®'®¥¢l) and increase Eyjn(X"19"'"®). The sum of both is therefore independent
of the mentioned influences and consequently unaffected by systematic shifts caused
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by varying settings in different measurement systems. |t is called the modified Auger
parameter
OC/X — EB (Xcore Ievel) + Ekin(XAugerIine) (3.6)

and allows for a much more reliable comparison between species measured in differ-
ent measurement systems. Suitable sharp Auger features and core levels have to be
selected and ideally they sould similar in kinetic energy so that the information depth is
comparable.

3.4 X-ray absorption and emission

X-ray emission and absorption spectroscopy (XES and XAS) are other techniques to
measure electronic states. The basic principles are shown in figure 3.4.

XES photon | XAS detection modes:

5 fix excitation ~ €€y L
@ | energy detected ol flourescence electron
5 00 excitation  (photon) yield:  yield:
) O hv, hv, | energy ?
CB
Ep  -f-oobompdmmmpem et Ao
VB

core /L}UW -------- OO‘T; ----------- O-O---y-y----
levels |----- OO~ ----{j{.o--g ........... O-O---

FIGURE 3.4: Basic processes of x-ray emission and absorption spectroscopy (XES

and XAS). XES uses constant E¢ and energy-resolved photon detection to quantify

the density of occupied states from which electrons relax. XAS uses varied Egyc to ex-

cite electrons into unoccupied valence band states. Their density of states is quantified
by measuring the yield of secondary processes.

Without the IMFP limitations that arise from extracting electrons like in HAXPES, the
transmission of photons through the sample becomes the limiting factor. The photon
attenuation lengths that define the probing depth have been calculated following Henke
et al. [20, 21]. Since exciting and emitted photons both have to be transmitted to/from
the probing depth, both attenuation lengths deyc and den, are crucial. The measurement
attenuation length is calculated as

att = 1 a~p sin(a) (3.7)

(sin(otl)-dexc + sin(Bl)-dem) (d:xc + dﬁ)
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which is always dominated by the smaller (depth-limiting) attenuation [22]. The angles
o of the exciting and B of the emitted photons to the sample surface increase the path
through the material to escape if they differ from 90°. The effectively reached depth is
therefore reduced.

For sin(at) - dexc & sin(B) - dem We have day & S2(%)dec

TABLE 3.1: Probing depth calculated with equation 3.7 from attenuation lengths calcu-

lated according to [20, 21] for different materials. In XES we have constant E¢ and a

range of measured emission energies. The lowest and highest of these in the relevant

measurement window was used to calculate dg;. For XAS the measured energy (the

main peak for fluorescence yield) is constant and the range of Eq causes a low and

high value for d;;. We see that lower photon energy does not neccessarily result in a
larger attenuation length (and dyrope)-

measurement dgi [nm]
XES XAS
S 0] S O Cu 2n

ZnO low | 13 88 |13 114 242 295
high |14 89 |13 91 248 110
7nS low | 17 105 |23 101 386 472
high | 15 108 | 18 111 396 181
low |21 78 |30 77 130 126
CZTS high |17 76 |22 76 103 119

As for electrons that limit the probing depth for PES, we have an exponential decay for
photon transmission in matter (equation 2.1)

I(d) = Ip - e 3 (3.8)

This can also be used for thickness determination of covering thin films. The probing
depth is equivalently defined as dyrope ~ 3 - datt-

3.41 XES

XES is a pure photon-in-photon-out technique and thus not limited by the IMFP of pho-
toelectrons. In figure 3.4 the involved processes are illustrated. A constant excitation
energy hvy is used to deplete core level. The decay of electrons from energetically
higher occupied states provides energy for photon emission. The energy of the emitted
photons hv4 and hv; is measured. The intensity at every detected energy depends on
the density of occupied states at the respective binding energy above the depleted core
level.

Other influencing factors are transition rules and -probabilities.

Synchrotron-based soft x-ray emission spectroscopy at the O K edge was performed
in the soft x-ray fluorescence SXF endstation [23] of ALS beamline 8.0.1. Using the
same beamline S L3 XES was performed at the SALSA VLS [24] endstation. The
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sample was aligned in an angle of about 45° to the incoming beam and the respective
detector in SXF. The incoming beam is perpendicular to the sample surface in the VLS
endstation.

All samples were transferred into the chamber after a short air-exposure.

A photon energy of 180 eV was used for S L, 3 XES in VLS. A photon energy of 560 eV
was used for O K XES in SXF.

The energy axes of S Lo 3 XES data have been calibrated using the sharpest lines of a
CdS reference at 150.6 eV and 151.8 eV emission energy [25]. O XES has been cali-
brated with a ZnO:N> line at 525.5 eV. Good agreement is also found with the literature
value of observed second order Zn L, emission at (1217 = 517.35) eV [26]. For XAS
calibration, well known edges of Cu metal at 932.6 eV [27] and TiO, at 140.1 eV have
been used.

Elastic peaks of the x-ray source in the measurement window of XES have been mea-
sured to calibrate the S L, 3 absorption spectra. The Zn L, energy scale was calibrated
to match each other by using the ZnS absorption edge of a reference sample.

3.42 XAS

The basic processes for XAS measurements are shown in figure 3.4. A specific excita-
tion energy hvs is used to excite electrons from a selected core level into unoccupied
states in the conduction band (CB). The transition probability depends on the density of
unoccupied states at the right energy in the CB. By varying the excitation energy (e.g.
to hvs) the density of unoccupied states at a different energy can be probed. With a
scan over a range of excitation energies, the conduction band states can be masured.
Several techniques to measure successful transitions into the CB are common. The
direct measurement of absorbed (lost) photons by measuring the remaining ones in
transmission mode requires very thin samples and is not applicable for our layer stacks.
We rely on indirect methods that depend on electrons that relax into the depleted core
levels. The energy is either released in the Auger process (see section 3.3.4) or by
emission of (x-ray-) photons (as described for XES) that can be detected. The photon
signal is called fluorescence yield. The other way is the Auger process that results in
ejected electrons. Measuring the sample current that arises from this electron loss re-
sults in the electron yield.

XAS can, due to the different detection modes, be used as photon-in-photon-out tech-
nique with high probing depth or, limited by the IMFP of Auger electrons, give very
surface sensitive information in electron yield.

All electronic transitions are also influenced by transition rules and -probabilities.

Synchrotron-based soft x-ray absorption (XAS) spectroscopy was performed in the soft
x-ray fluorescence SXF endstation [23] of ALS beamline 8.0.1. The sample handling
and geometry was identical to the handling described for XES.
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XAS spectra of the O K, Zn Lz, Cu Lg, and S Ly 3 edge were measured with photon
energies in a range of 518-560 eV, 1000-1040 eV, 920-940 eV, and 157-170 eV, re-
spectively. XAS spectra were recorded in three different modes.

The total fluorescence yield (TFY) mode using a channeltron detector captures all emit-
ted photons also unwanted transitions for the especific experiment. This increases the
background signal compared to the signal from transitions right at the edge where the
focus of interest is.

A better option with less signal intesity is the partial fluorescence yield (PFY) mode
where the SXF detector is centered to the XES window of the respective edge. This
mode is more strictly related to the investigated edge. For both fluorescence modes
probing depths of above 20 nm are reached because only photons have to be transmit-
ted through the material (see table 3.1).

A third mode, total electron yield (TEY), measures the electric current lost from the
sample with escaping Auger electrons that is proportional to the absorbed photons.
This mode is much more surface sensitive since it is limited by the ability of the Auger
photoelectrons to escape the sample. The probing depth is in the range of the shallow
core levels measured.

3.5 Peak fitting and analysis details

The core level and Auger line positions were determined using fits with Voigt profiles
and linear backgrounds. The Voigt is a convolution of two components: a Lorentzian
function accounting for the lifetime broadening of the peak, caused by the existence of
core holes under x-ray bombardment and a Gaussian that describes the experimental
broadening caused by the measurement uncertainty. In narrow fit regions the linear
background approximation can compete with more realistic background models that
come closer to the step-function background that would be caused by a perfectly sharp
peak without any broadness. The linearity makes any influences of this background in
the fits much more obvious and also considering the independence of this background
from the fitted peaks, this choice of background is the most practical and still very
accurate.

To calculate surface compositions, the fitted areas of core levels were used taking into
account the respective photoionization cross-sections, the inelastic mean free paths of
the photoelectrons, and the transmission function of the electron analyzer, all of which
have a direct linear impact on the measured signal. For shallow core levels only the
photoionization cross-sections were used since the other values are nearly identical in
this small energy range.

Fits are shown with subtracted linear background to prevent deceptive shifts of the
peak maxima and to allow better comparison between fitted peaks and the spectrum.
Residuals are usually magnified to prove the fit quality.
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Valence band maxima are determined using a linear approximation of the leading edge,
i.e. finding the interception point of a flat background around and beyond Eg and the
best linear fit of the leading edge as measured with PES. This method gives the best
value for the valence band maximum since the experimental broadening doesn’t shift
the VBM to smaller binding energies if the fit range is properly chosen.

Inelastic mean free paths (IMFPs) of electrons in solids were calculated with the TPP-2
formula [28] using the QUASES code written by S. Tougaard [12]. The error margin is
assumed to be smaller than 20%.
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CusZnSnS, with ZnOyS_, buffer

4.1 Kesterite-based thin film solar cells

Cu2ZnSnS, (CZTS) films that are close to todays Cu,ZnSn(S,Se)4 (CZTSSe) kesterite
materials have already been described and investigated in the 80’s of the last century
[29] but the application as solar cell absorber was considered much later. The first
working kesterite-based solar cell with below 1% efficiency was presented in 1997 [30].
A good overview covering the developments in the field of kesterite photovoltaics includ-
ing the absorber materials CZTS, CZTSSe, and CZTSe (Cu2ZnSnSe4) can be found in
several review articles like [31-36] and will be briefly presented here.

The narrow stable range in the CZTS phase diagram and the formation of binary phases
(CuzS,SnS,,ZnS,CuaSnS3) [37] whenever conditions change [38] (e.g. at surfaces and
interfaces) make the production of phase pure CZTS very difficult.

The behaviour of the CZTS phase with detailed crystal structure, (dis-)order and de-
fects was intensely investigated [39-42].

Theoretical approaches have helped to understand the behaviour of the kesterite phase
with thermodynamic models [43] and predictions about the chemical potential, concen-
tration, and formation enthalpies of defects e.g. [44—46].

The most common production routes include a two step process with a mostly off-
stochiometric precursor and an annealing step. The crystallization of kesterite on par-
tial solar cells is performed in S-rich (or S- and Sn-rich) atmosphere to prevent loss of
those at the needed crystallization temperatures above 500°C. Fast annealing helps to
minimize element loss [47]. Order-disorder transitions have been found in the course
of optimizing the bulk material [48].

However, the formation of secondary phases at surfaces and interfaces of device-
relevant thin films is very common. A wide spread approach to remove detrimental
surface phases is chemical etching. This alters the surfaces and opens up many op-
tions in optimizing interfaces as shown e.g. in [49-52].

Research about the role of Na in the Mo back contact [53], its relation to O [54] and later

25
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the beneficial effect of Na on Cu(Iny.«,Gax)(S1.ySey). (CIGSSe) as well as CZTSSe so-
lar cells [55-57] further improved the kesterite cell performance. Na diffusion can also
play a role in the growth of ZnOS1.«-based buffer layers because it is mobile in ZnO
[58, 59] and can affect the structural growth and the electronic structure of small ZnO
structures [60].

Among various techiques to produce kesterite-based thin film solar cells e.g. sputter-
ing, coevaporation, electrodeposition, ink-based deposition, and direct wet-chemical
processes, a hydrazine approach has significantly ramped up the efficiency [61] of
Cu2ZnSn(S,Se)4 cells and was used for the current efficiency record above 12% [62].
Recently the first kesterite even exceeding 13% was confirmed (unpublished).

Other approaches like Se kesterites [63], CZTS nanocrystals [64], Ge-kesterite nanocrys-
tal solar cells with 6.8% efficiency [65] and others show the interest in kesterite-based
solar cell technologies.

incoming light / / /

Ni/Al front contacts
n-ZnO } window layer (~500 nm)
700

CdS buffer layer (< ~50 nm

absorber layer

CIGSSe or CZTSSe (< ~2000 nm)

Mo back contact (~500 nm)
substrate

SLG (> ~1 mm)

FIGURE 4.1: Typical structure of thin film solar cell devices specified for CIGSSe or

CZTSSe absorber. Typical material choices and thicknesses are given for the individ-

ual layers. The thicknesses are not to scale since buffer- and window layer strucures
are very thin compared to the lower layers. SLG refers to soda-lime glass.

The typical complete thin-film solar cell structure as it has been adapted from CIGSSe
to CZTSSe cells is sketched in figure 4.1. The most common substrate is soda lime
glass (SLG) that is covered with a back contact material like Mo in sufficient thickness to
assure good conduction. The absorber material, thinner than around 2 um, is covered
by a buffer material, typically CdS. This n-type layer forms the p-n-junction of the device
with the p-type absorber. It is also intended to optimize the band alignment and ideally
also compensate crystal lattice mismatches and protect the absorber from any harmful
effect of the window layer deposition.
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The window layer is a transparent conductive oxide (TCO), usually n-ZnO/i-ZnO. On
the window layer the front contact grid is attached.

In this work we focus on the structure up to the buffer layer so we have a 4-layer stack
with 2 electronically relevant interfaces and the effects of the substrate. The SLG con-
tains Na that diffuses into the CZTS and is discussed to accumulate at the surface
during and after the annealing (i.e. crystallization) step [66]. The absorber/Mo interface
at the backside of the kesterite is not chemically inert. The detailed chemistry at this
interface will be discussed in chapter 5.

The buffer/absorber interface is a crucial junction in the cell and will be discussed in
chapter 4 as well as for different related absorber materials in chapters 6 and 7.

We use x-ray based spectrocopic techniques that have been shown to be well suited to
investigate semiconductor devices [67—70]

Having been developed as a cheap and abundant alternative to the well-established
CIGSSe absorbers, the CZTSSe is still mostly used in the device structure that has
been found to be optimal for CIGSSe. The main drawback of kesterite-based cells is
the relatively low open circuit voltage (Voc) when compared to CIGSSe. An optimized
band alignment between Cu>ZnSnS4-absorber and buffer layer will help to improve Vog
and efficiency of the devices.

Even though the world record kesterite solar cells have all been made using CdS buffer
layers, we have no reason to believe that there is no better buffer material available.
For Se-free CZTS solar cells, the efficiency record above 9% was achieved with an
altered Zny.,CdyS-buffer [71]. CdS buffer have been applied and optimized for years to
fit the needs of the similar CIGSSe solar cells. As a result, the CdS buffer for CZTS is
an obvious choice that had a jump start compared to other buffers that are based on
more abundant elements. On CZTS, a cliff-like conduction band offset (CBO) has been
reported for CdS buffers in [72]. To reach the ideal small spike in the conduction band
offset for this type of solar cell [73—75], a modified or entirely different buffer material
has to be used.

Replacing the CdS would also remove the expensive and toxic elements cadmium from
the cell stack.

4.2 The ZnO4S,.x system as buffer material

In this study we focus on the ZnO,S+.x-system. ZnO and ZnS with (optical) band gaps
of around 3.3 eV and 3.6 eV show a strong bowing when being alloyed, reducing the
band gap to 2.6 eV for around 35-60% S/(S+0O) according to transmission measure-
ments [76]. Additionally, an increasing lattice parameter for higher S-content [76, 77]
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will change the strain, nucleation, and therefore the chemical interface structure for dif-
ferent ZnOxS1.x compounds grown on the same CZTS. An additional option for band
alignment is the use of Se in the ZnO,S.« material, since ZnOSe1.x has shown strong
bowing as well [58, 78].

Zn0OyS allows for adjustment of the band gap and in particular of the conduction
band minimum (CBM) [79] by altering the sulfur to oxygen ratio. ZnOS1.x deposited by
atomic layer deposition (ALD) has been used as buffer for high efficiency CIGSSe-cells
[80] and for CIS-cells [81]. Chemical bath deposition (CBD) to produce ZnOxS+.x buffer
layers on CZTSe [82] yielded efficiencies above 5%. While CZTS-based devices with
pure ZnO buffers have low V¢, cells with pure ZnS are completely blocking [83]. To
find a fitting ZnOxS1.x compound buffer material for CZTS absorbers, we consequently
monitor the chemical and electronic structure of the resulting interface.

4.2.1 Sample preparation

The buffer material is usually in a layer stack of a thin film solar cell acting as buffer
between absorber and window layer. Even though we look at a partial device here
without the top layers (from the window upwards, compare figure 4.1, page 26) we call
the ZnOxS1.«-layers buffer layers, referring to the intended use in the full device.

bare absorber thin Zn(O,,S,.)-buffer
Mo/glass Mo/glass

intermediate Zn(0O,,S,.,)-buffer thick Zn(O,,S,.,)-buffer
Mo/glass Mo/glass

I

_ -_—

FIGURE 4.2: A thickness series of the three buffer compounds has been deposited

on CZTS. The thin and intermediate layers are grown as thin as possible while still

having a complete coverage of the CZTS surface. The thick layer is grown to the
device-relevant thickness.
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CZTS-precursors have been grown by reactive magnetron sputtering in a Von Ardenne
CS600 sputtering system with two magnetrons and a front side heater, all facing the
substrate with an angle of 45° at 160 mm distance (see [84] for more details). The
used sputter targets had a diameter of 102 mm and a thickness of 6 mm. The target
materials were a CuSn-alloy with 65 at.% Cu and 35 at.% Sn (purity 99.999%) and pure
Zn (purity 99.994%).

A pulsing frequency of 20 kHz was chosen in the sputter process. The sulfur was sup-
plied through HoS atmosphere with purity of 99.5%. The material thickness of around
2 um was reached after a deposition time of 50 min. The precursors have been grown
on Mo-coated soda-lime glass [84] followed by anneling in a S-rich atmosphere.

The annealing was performed in a tube furnace under static argon atmosphere (35
kPa) at 560 °C for 10 min. The precursors were positioned in a small graphite box with
about 20 mg sulfur in order to prevent sulfur loss. Annealing details are discussed in
[85], the decomposition of CZTS is discussed in [86] and in this work on page 103 and
following, section 5.2.2 and 5.2.3.

The crystallized CZTS was KCN-etched (120 s in 5 wt% KCN) to remove detrimental
Cu-phases from the surface and transferred through air (few minutes) into the atomic
layer deposition (ALD) system for buffer deposition. ZnS, ZnO, and Zn(0O,S) buffers
were deposited in a thickness series as shown in Fig. 1. The used deposition sys-
tem (MP3 Uppsala University [87]) was set to a sample temperature of 120°C. The
ALD precursors were diethyl zinc (DEZ) to provide zinc, Ho>O for oxygen, and H.S for
sulfur with N, steps in between. The cycles for the pure binary compound were conse-
quently DEZ/N2/H>O/Ns for ZnO and DEZ/No/HoS/N, for ZnS. The ZnOy S+« deposition
was done with sequences of one cycle ZnS and six cycles ZnO. This composition had
yielded the best solar cells of 4.6% in combination with CZTS [88]. With the CZTS
layers used in this work, 3.1% efficiency could be reached. Every buffer deposition run
also included parallel deposition on Mo-coated SLG without any CZTS to produce a
reference buffer layer. These references will be referred to with the addition of (Mo) to
the name or as ZnO,S+.,/Mo. The grown samples are listed in table 4.1.

The CZTS has been produced in identical but separate sputter- and annealing runs for
the three series, so small differences in the material are possible. The CZTS is there-
fore labeled with the intended buffer of the series in the type CZTS#"OxS1x
Additionally, a piece of absorber from each CZTS growth run was covered with a CBD
CdS buffer [88] to produce a full device for comparison.

All three CZTS%"OxS1x materials with the respective full buffer thickness and the CdS
buffer for comparison were completed to full thin film solar cell devices. The window
layers consisting of a thin intrinsic ZnO and a thicker Al-doped ZnQO layer were deposited
with RF-sputtering.

To calculate nominal thicknesses' thick ZnOS layers identically grown directly on bare

'This is the intended thickness. It is based on the assumption of constant linear growth of the buffer
materials and of identical growth speed for all three materials.
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TABLE 4.1: Thickness series if the three buffer compositions with number of ALD
growth cycles and nominal thickness' as extrapolated from thick ZnOS samples with
140 cycles and measured by XRR to be 33 nm thick.

sample ZnS  thickness' | ZnOS thickness' | ZnO  thickness'
name [cycles] [nm] [cycles] [nm] [cycles] [nm]
bare CZTS 0 0 0 0 0 0
thin 15 3.5 21 5 30 7
intermediate 25 6 35 8 50 12
thick 70 16 140 33 140 33

glass substrates were measured with X-ray reflectivity (XRR) [88]. Differences in nucle-
ation are likely to occur for growth on Mo or CZTS but the growth speed after nucleation
is supposed to be alike.

Cell parameters as shown in 4.2 have been extracted from |-V-curves. We see block-
ing behavior for the ZnS buffer. For ZnO, the short circuit current (jsc) is very similar to
the reference with CdS buffer on the identical CZTS, but we see a huge loss in open
circuit voltage (Voc). The cell parameters of the ZnOS/CZTS device show that this ma-
terial clearly outperforms the two binary Cd-free compounds. There is some jgc loss
and Vg still doesn’t reach the nearly 0.6 eV of the CdS/CZTS reference cell but from
these results the ZnO,S1.x approach is very promising.

TABLE 4.2: Solar cell parameters measured on the investigated CZTS and buffers

finished as devices.

absorber uter | Y ) a1}
CZIS™ 8 | om0 278 060 o0oos
CZIS"™ s | a1 st 137 oais
CZTS™ 76 | 1o 422 132 onep




Chapter 4. ZnO4S1.« buffer on CuZnSnS, 31

4.3 Chemical structure of the Cu,ZnSnS,; - ZnO,S« - inter-
face

The chemical structure of the CZTS- ZnO,S+.«- interface will be analyzed with XPS,
XAES, HAXPES, XES, and XAS. We start with the binary compounds as a foundation
for the discussion of the ZnOS buffer material.

431 2ZnS
4.3.1.1 PES measurements

Survey spectra of the ZnS series are shown in figure 4.3. In the bare CZTS spectrum
(black line), we see Cu, Zn, Sn, and S lines.

The Zn and S lines gain intensity with thicker buffer, while Cu and Sn lines are attenu-
ated and eventually vanish for the thick buffers. All spectra show O and C signals that
are discussed in section A.2.3 on page 154. The Na signals (as mentioned on page
27) that are found on a few samples will be adressed there, too.
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—CZTS —— molybdenum
Mg K, —7ZnSthin  —— ZnS/Mo thin
IMFP <3 nm | ——ZnS interm. —— ZnS/Mo interm.
—— ZnS thick ZnS/Mo thick
Mo MNV é

Normalized Intensity
0 1s

(Cu LMM)

=] Sn3ad

1000 900 800 700 600 500 400 300 200 100 O
Binding Energy [eV]

FIGURE 4.3: Survey spectra of all samples from the ZnS series normalized in the flat
region at 600 eV. Vertical offsets have been added for clarity.
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A more detailed picture can be seen in the shallow core level region (figure 4.4) with
sharp shallow core levels of Cu, Zn, and Sn and a broader S line. These spectra,
measured with 8 keV, exhibit a larger probing depth (see section 2.1.2) so we see
CZTS-related Cu- and Sn-signals in all spectra including ZnS thick. Furthermore, all
lines from buried material appear more pronounced compared to the cover layer signals
that show stronger relative signals with Mg Ky-excitation.

, :
—— thick ZnS hv = 8 keV

>

2 interm. ZnS IMFP <12 nm
2 bare CZTS

L - o

ke o < n®

(0] ™ c OOIEJ

N Cu 3p 3 n »N UVB
© W
g Jl\\——/\/\/\/\
2| Zn3p Na 2s JL_A/M

! | ! | ! | ! | ! I ! | ! | ! | ! ! ! |

T
100 90 80 70 60 50 40 30 20 10 0
Binding Energy [eV]
FIGURE 4.4: shallow core level region spectra of selected samples measured with

8 keV and normalized in the flat region at 50 eV. Vertical offsets have been added for
clarity.

Core levels of Cu, Zn, Sn, and S from CZTS and of Zn and S for buffer layers have
been measured with XPS and HAXPES. To complete the picture, regions for Mo, C, O,
and Na core levels were measured, as well as sharp features of Zn, Cu, and Sn Auger
lines.

By measuring the Cu signal from the CZTS through thin buffer layers with XPS we can
observe position and intensity changes compared to bare CZTS as shown in figure
4.5. The change of the signal strength depends on the buffer thickness. Position shifts
indicate either chemical changes, contact problems or interface induced band bending.
The strong intensity decay illustrates how surface sensitive the XPS measurements
are (see page 45 for layer thicknesses). Linear backgrounds have been subtracted
(compare section 3.5). We observe only one main species that is the CZTS phase.
Energy ranges of Cu-compounds are indicated for comparison [89]

Measurements of the Cu 3p line (figure 4.5b) at higher excitation energy of 8 keV (IMFP
of 11.4 nm compared to 2.4 nm for Mg K, as shown on page 150) reach down to the
buried interface covered with thicker buffer layers. The Cu 3p is spin-orbit split into two
components with an energy difference of 2.42 eV that are summed up for clarity. The
relative surface contribution to the overall signal is significantly smaller for this excitation
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(a) ZnS series Cu 2p fits Mg Ky (b) ZnS series Cu 3p fits 8 keV
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FIGURE 4.5: Cu 2p3» and 3p spectra measured with Mg K, and 8 keV excitation and
fits. The residuals have been magnified for better visibility.

energy (see page 150). We see a Cu signal through all ZnS-layers, even the thickest
one. The potential Sn 4p background is neglected because of the flat shape and low
intensity (compare page 79, figure 4.53).

(a) ZnS series Sn 3da» fits Mg Kg, (b) ZnS series Sn 4d fits 8 keV

T T T T T - . , i : . l
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FIGURE 4.6: Sn 3d3, and 4d spectra measured with Mg K, and 8 keV excitation and
fits. The residuals have been magnified for better visibility.

Excited Sn 3d core electrons have a larger IMFP than Cu 2p electrons excited with
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the same photon energy (see page 150). This agrees with our findings in figure 4.6.
The Sn signal loses less intensity when measured through the buffer layers. The signal
decay will be used to calculate the buffer layer thickness later (see page 45).

The Sn 4d signal measured at 8 keV confirms the trends from the Cu 3p measurements
as shown in figure 4.6b. The measured spin orbit splitting of 1.05 eV was summed up to
a double peak. This core level overlaps with the oxygen (O 2s) signal for the samples
that purposely contain oxygen. In this ZnS/CZTS-series no O 2s signal is found in
the spectra. The modified Auger parameters o of Cu and Sn are used to determine
chemical changes independent of any charging effects. The Auger lines are shown on
page 152 in figure A.2.

The og, -value as shown in figure 4.7 is stable in or below the range of Cu,-O or -S
(compare [90—93]). To our knowledge, no o/-values for Cu or Sn in CZTS have been
published. Our results represent the pure CZTS species of Cu and Sn since additional
species are not found in the detail spectra of the respective core levels and Auger lines.
The ag,-values in this work have been calculated with the Sn 3ds/, peak instead of the
stronger Sn 3ds)» to avoid the overlapping satellite peak of the non monochromatized
Mg K excitation. The doublet splitting of 8.45 eV is therefore added to the values
taken from literature to account for this difference. From [91] we expect values around
the SnS Auger parameter at 929.75 eV. Oxidized Sn ranges about 2 eV lower. The only
change in Sn chemistry which these Auger parameters could suggest is a very light
reduction by the incoming ZnS. Within the error margin, we can claim unchanged Sn in
the CZTS surface.

1850.0 - [ Cu,S ZnS-series Mg K, ]
18495 { CuO ]
B, 1849.0 —_— . % ]
- 8 Q== -
3 et o NN
& 92004 . % . cu ]
& 9285 %sn ]

928.0 - ]
[Sn0, ¢zrs thin interm.

FIGURE 4.7: Modified Auger parameter o, and ag, show that the chemistry of the
absorber doesn’t change after ZnS deposition.
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FIGURE 4.8: S 2p spectra of ZnS measured with Mg K, excitation and fits. The
residuals have been magnified for better visibility.
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FIGURE 4.9: S 2p spectra measured with
8 keV excitation and fits. The residuals have
been magnified for better visibility.

In the S 2p XPS spectra we find a spin or-
bit splitting of 1.20 eV in agreement with
literature (e.g. [94]). For clarity, the two
components have been summed up to a
double peak in figure 4.8a.

The differend S-compounds (CZTS and ZnS)

don’t show energy-seperated peaks so the
single contribution in the fits contains sig-
nal from both absorber and buffer.

The thick ZnS layer shows a clear shift to
higher Eg. With HAXPES (figure 4.9) we
observe decreased S 2p intensity for ZnS
intermediate and a shift to lower binding
energy. The doublet splitting is identical
to XPS.

The Zn 2p lines in the ZnS series (see fig-
ure 4.10 and 4.11) also show only one
species. Note that the Zn 2p electrons

have a shorter IMFP than the Cu 2p electrons due to the higher binding energy (see
page 150). So the main signal contribution for the buffer layer samples in these fits
comes from the buffer material. If a weak signal from the absorber is collected for ZnS
thin it cannot be distinguished in the fits. This is either caused by signal weakness or
by nearly identical Zn 2p peak positions for CZTS and ZnS.
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The Zn LMM is fitted to get more chemical information. This Auger line is composed
of multiple Auger transition lines that are chemically very sensitive. The line shape of
single-species samples (bare CZTS and thick ZnS samples) was used to get a fit model
that was used multiple times for multiple-species samples (e.g. ZnOS). The fits were
done for all 21 samples (including the ZnS, ZnOS, and ZnO series on CZTS and on
Mo, respectively) simultaneously, causing the residual to show remaining features. The
model shape was adjusted to account for a shape changes of Zn(OH), signals. The
The sharpest feature (Zn LsMy5My5) was used to determine the Zn LMM position. The
Zn LMM line for the ZnS series shows a single species like the Zn 2p line. Closer in-
spection can be done using Wagner plots (figure 4.41) and comparing modified Auger
parameters (o). The references on Mo do not show changed o as we will discuss in
figure 4.13.

(a) ZnS series Zn 2p3), fits (b) ZnS series Zn LMM fits
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FIGURE 4.10: Zn 2p3,» and Zn LMM spectra of ZnS/CZTS measured with Mg K, exci-
tation and fits. The Zn 2p residuals have been magnified for better visibility.
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(a) ZnS series Zn 2psy; fits (b) ZnS series Zn LMM fits
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FIGURE 4.11: Zn 2p3,» and Zn LMM spectra of ZnS/Mo measured with Mg K, excita-
tion and fits. The Zn 2p residuals have been magnified for better visibility.
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The Zn 3p fits of HAXPES spectra (figure

4.12) make a distinction of species pos- 1 Residual —— CZTS
. . 4 czT18 ——Counts ——2ZnS
sible when the results from Cu lines are | hv=8keV — Fit

Zn 3p

considered. The doublet with fitted spin
orbit splitting of 2.94 eV makes it easyer
to find shape changes.

The position of the buried CZTS species
with respect to the position found for bare
CZTS has been fixed in position accord-
ing to the respective shift found in the Cu 3p
spectra. With this fit restriction we find the
expected evolution from pure CZTS to a
ZnS-dominated spectrum. The CZTS is, ]
however, still visible through the thick ZnS .

layer due to the increased IMFP at this % 9% o4 o o 8 8 8

E (See page 150) Binding Energy [eV]

exc .

The following comparison of Zn-o/-values FIGURE 4.12: Zn 3p spectra measured with
9 P Mg K, excitation and fits. The residuals have

of the series will exclusively use values been magnified for better visibility.
measured with Mg Kq-excitation.
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The Wagner plot in figure 4.13 reveals the small difference between the bare CZTS
sample and the ZnS-covered samples. The shift in the Zn LMM is slightly more pro-
nounced, so o/ changes from 2011.5(4+0.2) eV to 2011.0(+0.3) eV. This proves the
chemical change in the measured surface which is composed of ZnS as compared to
literature [90, 93, 95-97]. A similar system with CIGSSe instead of CZTS was investi-
gated in [98]. o’-error margins range from 0.17 eV to 0.34 eV depending on the claritiy
of the fits that determine the line positions. The residuals caused by the sharpness
difference in the Auger line fits and the spectra do not affect the error margin too much,
since the maxima positions are still sufficiently distinct.

Additionally, we see a shift of the ZnS signal along the iso-o line of 2011.0 eV. This in-
dicates an identical shift of the whole spectrum and consequently means band bending
[99]. We can read out the difference between very thin samples on CZTS and ZnS thick
to be around 0.4(+0.2) eV. The data points of the references on Mo scatter around the
point of ZnS thick. ZnS/Mo thin shows a Na signal on the surface. The error margin
is increased, especially for the Zn LMM value, because the Na LMM line has nearly
the same position and shape as the Zn LMM. The respective Zn LMM fit does not re-
veal an additional species but we have to consider the additional signal that can slightly
influence the position. Additonal elements are discussed in the appendix, see 153.
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FIGURE 4.13: Wagner plot containing Zn 2p3,» and Zn LzM5M4s positions of all sam-
ples from the ZnS series. Diagonal lines indicate identical o’. Literature references for
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4.3.1.2 X-ray absorption and emission

The chemical stability of CZTS and ZnS at their interface can also be investigated with
S Lo 3 XES. Compared to PES, this photon-in-photon-out technique has a much larger
probing depth of 15- 21 nm (see table 3.1).

ZnS

E; [eV] (fortransition into S 2p;,)
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FIGURE 4.14: Added HAXPES spectra as simulation of XES spectra of CZTS and
ZnS normalized to the highest spectral feature. Vertical offsets have been added for
clarity.

Comparing with HAXPES valence band spectra of the same sample helps to iden-
tify the spectral features. We will discuss the spectra of bare CZTS and pure ZnS first
and compare with the respective HAXPES measurements. The used HAXPES spectra
are explained in figure 4.14.

If we excite a S 2p state to measure XES, the detected photons come from transitions
from occupied states to S 2p core levels. The first emission features measured below
the S 2p binding energy (=162 eV) therefore indicate the occupied states at the VBM.
Differences in shape between the HAXPES VB spectra and the XES spectra below
Eg of the excited edge are still expected due to differing transition probabilities and
forbidden transitions in XES. We have to carefully compare to calculations and exper-
imental techniques like HAXPES, that are not limited by transition rules, to make sure
that the states at the VBM are accessible with the excited edge. The high degree of
hybridiation to S-states in CZTS makes the DOS in the VB recognizable in S Ly 3 XES
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spectra (see 4.15).

The S 2p core level is split by 1.2 eV, so we have to consider two 'VB-spectrum-like’
contributions from transitions into the depleted 2p4/» and 2p3/» states.

We used the splitting of S 2p (1.2 eV as measured with HAXPES) and the ratio of
the density of states (1:2) of the two components to simulate the expected signal for
the S Lo 3 XES spectra. The Fermi level from the HAXPES measurements has been
shifted to the respective S 2p positions, indicated in green. To achieve this, the energy
scale that simulates the emission energy scale is calculated by subtracting the binding
energy scale from the measured binding energy of the respective S 2p core level. The
two contributions (L, and L3 emission), scaled by the DOS of the respective excited
state (measured by HAXPES intensity) were added up. The resulting HAXPES sums
(purple and brown line) can be compared to XES spectra.
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FIGURE 4.15: Added HAXPES spectra normalized to the match the intensity of the

features with emission energy of 150 eV and above as simulation of XES spectra

normalized to the main peak. The shift was additionally applied to align the features
with the as measured XES spectra. Vertical offsets have been added for clarity.

We see a high similarity between the XES spectra and the HAXPES simulations (figure
4.15) but to align the features of both spectra, the simulated curves need a shift of
0.5 eV to lower energy on the emission energy scale. Since the energy calibration of
HAXPES (with Au 4f) and XES (with CdS emission lines) was carefully carried out, the
difference must come from differences in the initial and final states of the techniques.
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If we look into the details of the XES spectra, we see a dominant S 3s peak with an
emission energy of around 147.7 eV as well as signatures of valence states. Note that
the excited S 2p has a doublet splitting of about 1.2 eV so all electros from valence
states can relax into either S L, (S 2p42) or S L3 (S 2p4,2) that are indicated in green.
For S 3s the two features are not clearly seperated. The Zn 3d with XPS-derived
binding energy of about 10.2 eV and a doublet splitting as small as 0.1 eV shows
two separated features at around 151.1 eV and 152.3 eV. The one at higher emission
energy that decays into S 2p4/» appears more pronounced for CZTS because it overlaps
with the Sn 5s decay into S 2p3». The weaker signal of the transition from Sn 5sto S L,
can be seen at 153.8 eV. The remaining very broad valence states around 156 eV are
primarily derived from hybridized Zn 4s — S 3p states. The CZTS shows another broad
Cu-related feature around 159 eV as similarly seen seen for CulnSe, compounds [100]
and especially CIGSSe [101].
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FIGURE 4.16: S Lo 3 XES spectra of the ZnS series and superposition of CZTS and

ZnS S L3 XES spectra to reproduce the signals measured on ZnS/CZTS-structures.

No additional features of other S-compounds are visible. Vertical offsets have been
added for clarity.

Spectral differences within the series are shown in the XES comparison of spectra in
figure 4.16. The thick ZnS/Mo (B: light magenta line) has a spectrum that is very similar
to a ZnS powder reference (gray line) and measurements from literature [102]. The
broader Zn 3d features in the powder spectrum are presumably due to the increased
surface contribution where surface effects like oxidation can take place. The kesterite
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(A: black line) shows, among others, an additional broad Cu-related signal around 158-
161 eV.

All spectra of ZnS layers on CZTS can be reproduced by adding up the spectra of
CTZS (A) and ZnS/Mo thick (B) in the fitting ratio. ZnS thin (red line) is identical to
97% of CZTS and only 3% of ZnS (brown line). ZnS intermediate (blue line) can be
reproduced by adding 84% CZTS and 16% ZnS (cyan line) and ZnS thick (magenta
line) still requires 59% of CZTS signal and 41% ZnS (orange line).

This near perfect reproduction supports the assumption of an abrupt ZnS/CZTS contact
and unchanged chemical environments for the S in both layers.
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4.3.1.3 2ZnS thickness

The calculated buffer thickness for all samples of the ZnS series is shown in figure 4.17.
The signal intensities of thick buffer layers and bare CZTS were used as |y, respectively,
in equation 2.1. The values calculated from the decaying signal of the absorber give
mostly consistent values whereas the values calculated from the buffer signal that builds
up are mostly smaller, especially for measurements with Mg K excitation. The error
margin is larger here, because both Zn and S signals from the buffer overlap with the
respective signals from the absorber.
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FIGURE 4.17: ZnS-buffer thickness calculated from all core levels. Included are the

reference buffers grown on Mo. Thicknesses calculated from absorber lines are more

reliable because they are less affected by adventitious surface species of e.g. C and

O. Averages are therefore calculated from Cu and Sn signals that originate exclusively

from the absorber. The dashed line is a guide to the eye and represents the nominal
growth speed.

The dashed grety line represents the expected growth rate of 0.24 C;gl‘e as reported in
[103]. The ZnS growth follows this line for thin layers and doesn’t show any differences
in growth on CZTS and Mo. The unexpected small value for ZnS thick is surprising
since there is no reason for the growth to change speed while the layer is forming.

These values are exclusively measured by HAXPES with the highest probing depth
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and for the small remaining signals, the error in the calculation can easily be underes-
timated. The highest reached IMFP values are indicated on the nm-scale with a green
line.

Conclusion: After examination of the chemical structure of the ZnS series, all evidence
points towards a pure ZnS growing directly on the pure CZTS. There is no indication
for secondary phase formation or diffusion. The results can be used to compare to the
mixed buffer in section 4.3.3, see page 60.
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43.2 ZnO

4.3.2.1 PES measurements

In the survey spectra of the ZnO/CZTS series in figure 4.18, being composed of Zn and

O lines accompanied by C, we see closed ZnO layers and no CZTS signal.
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FIGURE 4.18: Survey spectra of all samples from the ZnO series normalized in the

flat region at 600 eV. Vertical offsets have been added for clarity.
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In the bare CZTS spectrum (black line), we see Cu, Zn, Sn, and S lines. All spectra
show O and C signals that are discussed in section A.2.3 on page 154.

A more detailed picture can be seen in the shallow core level region (figure 4.19) with
sharp shallow core levels of Cu, Zn, and Sn and broader S and O lines. These spectra,
measured with 8 keV, exhibit a larger probing depth (see section 2.1.2) so all lines from
buried material appear more pronounced compared to the cover layer signals that show
stronger relative signals with Mg K-excitation.
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FIGURE 4.19: Shallow core level region spectra of selected samples measured with
8 keV and normalized in the flat region at 50 eV. Vertical offsets have been added for
clarity.

Core levels have been measured as described in section 4.3.1.1.

The energy range of the XPS Cu 2p line of ZnO thin is flat (see figure 4.5a), meaning
that the thinnest layer is already too thick to allow any penetration of Mg Kg-excited
Cu 2p electrons. The species in CZTS matches the observed peak in the previous ZnS
series in position and peak shape. Measurements of the Cu 3p line at higher excitation
energy of 8 keV (figure 4.5b) reach down to the buried interface (see table A.1). The
Cu 3p is spin-orbit split into two components. The thick ZnO layer is thick enough to
block the complete signal from the absorber but ZnO thin allows for a strong signal of
the buried CZTS to be captured. All Cu 3p spectra have been corrected for a Sn 4p
background (see page 79, figure 4.53).
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(a) ZnO series Cu 2p fits Mg K,, (b) ZnO series Cu 3p fits 8 keV
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FIGURE 4.20: Cu 2ps/» and 3p spectra measured with Mg K,, and 8 keV excitation and
fits. The residuals have been magnified for better visibility.

Excited Sn 3d core electrons have a larger IMFP (see page 150). This agrees with our
findings shown in figure 4.6. The very weak peak seen in ZnO thin is most likely CZTS
right at the interface. The shift to higher binding energy could therefore be caused by
oxidation to SnO or interface induced band bending of the CZTS phase. Sn is the most
reactive metal in the CZTS surface so we always expect traces of SnO.

(a) ZnO series Sn 3ds, fits Mg K, (b) ZnO series Sn 4d fits 8 keV
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FIGURE 4.21: Sn 3d3» and 4d spectra measured with Mg K, and 8 keV excitation and
fits. The residuals have been magnified for better visibility.
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The Sn 4d signal (spin orbit splitting summed up to a double peak) measured at 8 keV
can resolve the unclear speciation from the Sn 3d measurements because the pene-
tration depth is enlarged (figure 4.6b). We see only one species and the buried CZTS
(Zn0 thin) shows a significant shift to higher binding energy as seen in XPS. This Sn 4d
core level overlaps with the O 2s peak at around 24 eV. This broad peak shows multiple
species as the O 1s (see figure 4.27). The flat flank of this peak was not separately
modeled in the fits but included in the linear background. The validity of this is shown
in ZnO thick where the O 2s background in the relevant range is fitted with a linear
function in the absence of a Sn signal.

The intensities of the Sn 3d fits have been used to scale the spectrum of a SnO-sampile.
The resulting Sn-background caused by broad Sn 4p emission around 90 eV was sub-
tracted from the measured Zn and Cu 3p spectra to get reliable fits in the binding energy
range from 50-100 eV (see page 79, figure 4.53).
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FIGURE 4.22: S 2p spectra of ZnO/CZTS measured with Mg K, and 8 keV excitation
and fits. The residuals have been magnified for better visibility.

The examination of S in figure 4.22 follows the trends of Cu and Sn for this S-free buffer.
We see one S-species (CZTS) before and after ZnO deposition with an energy shift to
higher binding energy for buried CZTS. The attenuation is slightly weaker than for Sn,
which is in agreement with the larger IMFP (see page 150).

The HAXPES measurements give the same results already seen in XPS. A very weak
signal can be fitted for the thick layer, but the intensity is zero within the error margin,
so this signal will not be included in further analysis.

The Zn 2p fits in figure 4.23a and the Zn LMM fits in figure 4.23b of the ZnO series
show single phase CZTS for the bare sample and a two-phase signal composed of
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ZnO (green line) and another species (magenta line) for all ZnO? layers. We attribute
the second signal to the presence of Zn(OH), at the surface. The presence of Zn(OH),
may be due to the use of water as oxygen-source during deposition. Sulfates can
be ruled out for the S-free ZnO/Mo system that shows the same speciation. The line
positions of both species for both Zn 2p and Zn LMM are extremely stable. The ratios
of the two species in Zn 2p and Zn LMM, however, do not match each other, especially
when we assume surface Zn(OH),. The Zn(OH), would be bigger compared to the
ZnO signal if we look at the excited Zn 2p core electrons with the smaller IMFP. We
can best explain this with the high shape incertainty in the Zn LMM fits. The Zn LMM
shape in oxidized Zn compounds (like ZnO and Zn(OH),) is often reported to be broader
compared to the LMM structure found in ZnS or pure Zn. This would lead to a higher
Zn LMM energy and less relative intensity for the Zn(OH).-species compared to the
dominant ZnO species. We do not have any indication on how to modify the shape and
without a pure ZnO sample, we cannot define a different shape. We therefore disregard
this intensity mismatch and consider an increased error margin for the Zn Auger line
positions.

The reference layers on Mo give identical Zn signals as shown in figure 4.24. The
Zn(OH)» contributes with about 25% to the measured Zn signal (see figure A.9 on page
157).
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FIGURE 4.23: Zn 2p3,» and Zn LMM spectra of ZnO/CZTS measured with Mg K, ex-
citation and fits. The Zn 2p residuals have been magnified for better visibility.

2 We observe the same species in the ZnOS series.
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FIGURE 4.24: Zn 2p3,» and Zn LMM spectra of ZnO/Mo measured with Mg K, excita-
tion and fits. The Zn 2p residuals have been magnified for better visibility.
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The Wagner plot in figure 4.25 shows that all ZnO-surfaces are identical. The ZnO-
point shows a’=2010.3(+0.2) eV in accordance with literature values while Zn(OH), has
o/=2009.6(+0.3) eV [90, 95-97].
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FIGURE 4.25: Wagner plot containing Zn 2p3,» and Zn LsM4sMys positions of all sam-
ples from the ZnO series. Diagonal lines indicate identical o'. Literature references for
Zn0, ZnO, and Zn(OH), are in between the respectively labeled dashed lines.
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The Zn 3p fits of HAXPES spectra as shown

1 cr1s Residual ——CZTS | 1 in figure 4.22b have been performed as
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FIGURE 4.26: Zn 3p spectra measured with

Mg K, excitation and fits. The residuals have

been magnified for better visibility.



Chapter 4. ZnO4S1.« buffer on CuZnSnS, 55

The O 1s peak in figure 4.27 reveals two species for all the ZnO layers. The bare CZTS
and Mo are discussed for the ZnS series in figure on page 153. The thick O-rich buffers
obscure the signal from the CZTS or Mo-surface. The sharp main peak is dominated
by ZnO at around 531 eV. The other peak must belong to the Zn(OH),-species and
contains surface oxygen, too.
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FIGURE 4.27: O 1s spectra measured with Mg K, excitation and fits. The residuals
have been magnified for better visibility.
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FIGURE 4.28: Modified Auger parameter oy, of ZnO shows a stable chemical environ-
ment for all ZnO samples on Mo and CZTS. The range for ZnO reported in literature
extends out of the shown region.

Combined with Auger lines shown on page 151 in figure A.1a, we get the Auger pa-
rameters in figure 4.28. The value for CZTS represents adventitious oxygen. The other
values represent ZnQO, even though our values are lower than reports from literature
[104, 105], indicated in gray. Ranges for Cu- and Sn-oxides are above the shown re-
gion (see [89].
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4.3.2.2 X-ray absorption and emission

XES spectra have been measured at the S Ly 3 and O K edge.

The S-free ZnO buffer layers only damps the S Lo 3 XES signal originating from the
CZTS as shown in figure 4.29. The CZTS used for the ZnO series has not been mea-
sured so we first compare the two other CZTS samples. The differences between the
two kesterites (gray and black line) are small. In the difference spectrum (green line)
we see that CZTS%"CS has a slightly stronger antibonding Cu 3d signal and CZTS%"S
has more intensity in the Zn 3d range.

We use CZTSZ"OS to create difference spectra with the buried CZTS from the ZnO se-
ries and to check for remaining signatures. The noise level increases for thicker layers
but no significant new features appear in the spectra. In particular we see no character-
istic sulfate features. We can deduce that the ZnO deposition doesn’t affect the CZTS
surface more than oxygen traces that come in contact with a bare CZTS surface.
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FIGURE 4.29: Spectral subtraction of the S L, 3 XES spectra of the ZnO series and
two CZTS-samples normalized to the main peak. No additional features of other S-
compounds are visible. Vertical offsets have been added for clarity.
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The O K emission edge in figure 4.30 shows that the oxygen is in contact with the
CZTS. The attribution of signals to electronic states is based on measured and identi-
fied valence states of the respective materials (see figure 4.54 and 4.55) combined with
reference spectra of ZnO [106, 107]. The three main features that arise from hybridiza-
tion of O 2p with Zn 3d, 4s, and 4p make up the spectrum for all measured samples.
For ZnO intermediate and especially ZnO thin we see additional contributions in the
regions of 521 eV (Sn 5s hybrid) and 517 eV.

The latter is caused by Zn L, emission detected in second order of the spectrometer
and excited by higher harmonics of the beamline [108].
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FIGURE 4.30: O K XES spectra of the ZnO series normalized to the main peak. The
changes for thinner layers indicate that the CZTS has an effect on the ZnO buffer.
Vertical offsets have been added for clarity.

4.3.2.3 ZnO thickness

The calculated buffer thickness for all samples of the ZnO series is shown in figure 4.31.
The signal intensities of thick buffer layers and bare CZTS were used as |y, respectively,
in equation 2.1. The values calculated from the decaying signal of the absorber give
mostly consistent values whereas the values calculated from the buffer signal that builds
up are mostly smaller, especially for measurements with Mg K, excitation. The error
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margin is larger here, because Zn signals from the buffer overlap with the respective
signals from the absorber and we find a Zn(OH), surface layer that alters the signal
from the ZnO buffer layer.

Calculated buffer thickness [nm]
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FIGURE 4.31: ZnO-buffer thickness calculated from all core levels. Included are the
reference buffers grown on Mo. Thicknesses calculated from absorber lines are more
reliable because they are less affected by surface Zn(OH), and Further species of e.g.
C and O. Averages are therefore calculated from Cu, Sn, and S signals that originate
eclusively from the absorber. The dashed line is a guide to the eye.

The dashed line represents the expected growth rate of 0.2 ngl‘e as reported in [103].

The ZnO growth follows this line for thin layers. The offset could indicate a delayed
nucleation.

For ZnO interm. we have only one datapoint (Sn 2p) to calculate the thickness. This
buried interface is at the border of the information depth, similar to ZnS thick. Within
the increased error margin due to the Zn(OH). surface species, we see the expected
growth speed.

Conclusion: The examination of the chemical structure of the ZnO series suggests a
buffer layer growing directly on the pure CZTS. We see effects on the O in XES but there
is no indication for secondary phase formation or diffusion. The results will be used to
compare to the mixed buffer in section 4.3.3, see page 60. We find an additional species
that we attribute to Zn(OH)_textsf2 that is formed from the H»>O in the ZnO precursor.
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Due to high uncertainties in the Auger line fits compared to the Zn 2p fits and HAXPES
measurements of Zn 3p core levels we assume a Zn(OH)_textsf2 that is mainly located
at the sample surface.
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4-3.3 Zn0xs1-x

4.3.3.1 PES measurements

In the bare CZTS spectrum in figure 4.32 (black line) we see Cu, Zn, Sn, and S lines.
The visibility of strong CZTS signals reveals that the thin and intermediate layers are
very thin. In contrast, the signal of the thin ZnOS/Mo layer (brown line) shows signifi-
cantly stronger Zn- and O-line intensities.

Mg K, —CZTS —— molybdenum

IMEP <3nml — Zn0OS thin — Zn0OS/Mo thin
——2Zn0S interm. —— ZnOS/Mo interm.
—— Zn0S thick ZnOS/Mo thick

Normalized Intensity

(Cu LMM)

Sn 3p
Sn 3p

~1 Sn3d

1000 900 800 700 600 500 400 300 200 100 O
Binding Energy [eV]

FIGURE 4.32: Survey spectra of all samples from the ZnOS series normalized in the
flat region at 600 eV. Vertical offsets have been added for clarity.
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From this observation we have to consider a slower nucleation and growth of ZnS on
CZTS compared to Mo. All spectra show O and C signals that are discussed in section
A.2.3 on page 154.

A more detailed picture can be seen in the shallow core level region (figure 4.33) with
sharp shallow core levels of Cu, Zn, and Sn and broader S and O lines. These spectra,
measured with 8 keV, exhibit a larger probing depth (see section 2.1.2) so all lines from
buried material appear more pronounced compared to the cover layer signals that show
stronger relative signals with Mg Ky-excitation.

| ' | T T T T T T T T T T T T T T . I . I
= thick ZnOS hv = 8 keV
2 interm. ZnOS IMFP <12 nm
2 bare CZTS
£
3 3
I Cu 3 ® I8 @85 UvB
£ __/‘U\pNa 2 3 o ©

| ! | ! | ! | ! | ! | ! ! ! | ' | ! ! ! |

100 90 80 70 60 50 40 30 20 10 0
Binding Energy [eV]
FIGURE 4.33: Shallow core level region spectra of selected samples measured with

8 keV and normalized in the flat region at 50 eV. Vertical offsets have been added for
clarity.

Core levels are measured as detail scans. The IMFPs for photoelectrons are very
similar in ZnO and ZnS (see page 150). We use the ZnO values for our calculations
because we have a more O-rich and S-poor ZnOxS., compound (x~0.9 from precursor
flux).

In the Cu 2p spectra in figure 4.34a we see that ZnOS grows slower than the binary
buffers®. While ZnS intermediate (25 cycles) and ZnO thin (30 cycles) dim the signal
from the underlying Cu in CZTS to a nearly flat line, we still see a Cu peak through
Zn0OS intermediate (35 cycles).

Measurements of the Cu 3p line at higher excitation energy of 8 keV reach down to the
buried interface covered with thicker buffer layers as shown in figure 4.34b. The Cu 3p
is spin-orbit split into two components. The thick ZnOS layer is thick enough to block
the complete signal from the absorber but ZnOS intermediate allows for a strong signal
of the buried CZTS to be captured.

3Figure 4.5a and 4.20a
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(a) ZnOS series Cu 2p fits Mg K, (b) ZnOS series Cu 3p fits 8 keV
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FIGURE 4.34: Cu 2p3» and 3p spectra measured with Mg K, and 8 keV excitation and
fits. The residuals have been magnified for better visibility.

The Sn 3d and 4d signals* measured at Mg K, and 8 keV confirm the trends from the
Cu measurements as shown in figure 4.35. The Sn 4d overlaps with the oxygen (O 2s)
signal for the samples that contain significant amounts of oxygen as mentioned in the
ZnO chapter®. The Sn fit does not perfectly match the measured signal. Small amounts
of oxidized Sn can explain this, however, a multispecies fit does not yield a significantly
better residual sowe use this simplest model with only one fit contribution. We also
have to consider the Na found particularly on the ZnOS intermediate sample and the
sulfate species (see 4.46) that affects the O 2s background.

The Auger parameters in figure 4.36 repaint the picture seen in figure 4.7 on page 35.
It will not be discussed again here. The Auger spectra are shown in figure A.2. We see
stable CZTS for all samples.

In the ZnOS series we see a contribution from Se 3d (green species, compare 64). The
Se source is the furnace that has been used to anneal Se-kesterite samples before.
The cleaning procedure was not sufficient to remove all the Se. However, this amount
of Se is not playing a major role for the band alignment and will be neglected for further
analysis. In the surface of the CZTS that was used for the ZnOS series which has been
grown first after the furnace cleaning, we find less than 1.9% of the S to be replaced
by Se. for ZnOS thin we find 0.46% Se. For the other CZTS surfaces we do not see
any Se signal. These ratios were calculated from S 2p and Se 3p fit areas as shown
in figure 4.37 using the photoionization cross sections of 17.46 and 28.39, respectively,

4The two spin orbit split components are summed up to a double peak
Ssee page 50
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(a) ZnOS series Sn 3ds» fits Mg K, (b) ZnOS series Sn 4d fits 8 keV
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FIGURE 4.35: Sn 3d3» and 4d spectra measured with Mg K, and 8 keV excitation and
fits. The residuals have been magnified for better visibility.
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FIGURE 4.36: Modified Auger parameter o, and ag, show that the chemistry of the
absorber doesn’t change after ZnOS deposition.

from an interpolation of values calculated following [109—111].
The S 2p lines of the reference layers on Mo in figure 4.37b show a clear S signal from
the buffer material



Chapter 4. ZnO4S1.« buffer on CuZnSnS, 64
(a) ZnOS series S 2p fits
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FIGURE 4.37: S 2p spectra of ZnOS measured with Mg K, excitation and fits. The
residuals have been magnified for better visibility.
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FIGURE 4.38: S 2p spectra measured with
8 keV excitation and fits. The residuals have
been magnified for better visibility.

these spectra.

The S 2p spectra of ZnOS buffers (fig-
ure 4.37a) be fitted with one S species al-
though we see deviations from the fit for
the thin layers on CZTS. The relatively low
S-content in ZnOS can already be seen
from the lower S 2p line intensity if we
compare the thick layers to bare CZTS.
The thick ZnOS looks identical to the re-
spective layer on Mo. The thin and inter-
mediate ZnOS layer on CZTS show vari-
ations that cannot be clearly attributed to
additional species. This indicates that S
appears in a different chemical environ-
ment at the ZnOS/CZTS interface.

The previously mentioned sulfate signal
appears outside the fitted window (com-
pare figure 4.46). The HAXPES spectra
of S 2p in figure 4.38 show a single signal.
The spectral distortion is not observed for
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The Zn 2p and Zn LMM fits of the ZnOS series (see figures 4.39a and 4.39b) show an
evolution from the single-phase CZTS to a signal composed of two buffer-species. For
thicker ZnOS layers these can be identified as a ZnOS compound that is close to the
properties of pure ZnO and Zn(OH),, a well known surface species of ZnO.

The identical buffer components are found in the ZnOS layers grown on Mo as shown
in figure 4.40a and 4.40b. The Zn(OH), contributes with about 27% to the measured
Zn signal (see figure A.9 on page 157).

(a) ZnOS series Zn 2p fits (b) ZnOS series Zn LMM fits
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FIGURE 4.39: Zn 2p3» and Zn LMM spectra of ZnOS/CZTS measured with Mg K, ex-
citation and fits. The Zn 2p residuals have been magnified for better visibility.
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FIGURE 4.40: Zn 2ps» and Zn LMM spectra of ZnOS/Mo measured with Mg K, exci-
tation and fits. The Zn 2p residuals have been magnified for better visibility.
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The Wagner plot in figure 4.41 shows the CZTS species and a dominant ZnOS
species with o'=2010.5(+0.3) eV. This is slightly higher than the value seen for pure
ZnO. As for pure ZnO, we see a Zn(OH), species with o’ below 2010.0 eV.

ZnOS intermediate shows a Na signal. It cannot be resolved whether this is causing
the shift along the iso-o' lines or whether this is an interface effect.
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FIGURE 4.41: Wagner plot containing Zn 2p3» and Zn L3My5My5 positions of all sam-
ples from the ZnOS series. Diagonal lines indicate identical o’. Literature references
for ZnOS, ZnO, and Zn(OH), are in between the respectively labeled dashed lines.

The thin and intermediate layers grown on CZTS differ drastically from the respective
layers on Mo and the thick layers, all being identical in speciation.

We see three species for ZnOS thin. The CZTS appears shifted around 0.5 eV (+0.2 eV)
down on the iso-o/ line. While the Zn 2p position did not show a significant change in
line position, the Auger parameter reveals that we have a compound that is more like
ZnS than like ZnO.

In ZnOS intermediate we do not find a CZTS species although a small signal might
contribute to the Zn LMM spectrum with higher kinetic electron energy. A stronger ef-
fect is caused by Na in the sample surface since the Na KLL Auger line overlaps with
the Zn LMM line. We could not fit an additional Na-line into the spectrum but the resid-
ual shows that the background has changed. The ZnOS and Zn(OH), point of ZnOS



Chapter 4. ZnO4S1.« buffer on CuZnSnS, 67

intermediate in the Wagner plot are shifted up the iso-a’ line by 0.3 eV compared to all
other samples. We consider this to be an effect of the Na in the surface.

The Auger parameter of the ZnOS species is located between the value from ZnOS
thin and the other samples.

We can conclude a very S-rich and O-poor ZnOyS+.4 to nucleate on CZTS (in contrast
to growth on Mo) and incorporation of more and more O in the layer growth process.

Zn 3p lines measured with an excitation of

] L Residual CzTs | 1 8 keV support the previous results. The fit

4 €218 ——Counts ——Zn0S | A .

] ;VZS keV —Fit | was performed as described for the ZnS
n3p

series. We can see the buried CZTS Zn-
species (blue line) at the expected posi-

S ' ' ' ' ' tion at lower binding energy compared to
ZnOS interm

the ZnOS species (magenta line).
The surface Zn(OH), is heavily reduced
compared to XPS measurements which
. , . . , : : : again speaks in favor of Zn(OH), as sur-
| #nOS thick 1 face species.

1 The O 1s fits in figure 4.43a and b show
vﬂ/‘\k‘_ two species, OX1 attributed to ZnOS (ma-
. 41 genta line) and another being composed
%8 9% 94 @2 %0 88 8 84 of Zn(OH), and adventitious oxygen species
Binding Energy [eV] . .
(blue line). We group these O species be-
FIGURE 4.42: Zn 3p spectra measured with ventiti xvaen that is foun
Mg K, excitation and fits. The residuals have cause adventitious oxygen that is found

been magnified for better visibility. on the CZTS roughly matches the ener-
getic position of the Zn(OH), peak that is

Intensity gbackglround correctled)
" " " 1 1 " "

found on all ZnOS buffer layers.

For ZnOS thin we see a very small increase in the actual buffer signal (blue line) while
the increase in the region of Zn(OH), and adventitious oxygen (magenta line) is much
stronger. This confirms the assumption of less oxygen in the buffer compound for the
thinnest layer as seen from figure 4.41.

ZnOS intermediate shows clear signs of sulfate in the S 2p spectra®. The signature
in the O 1s is displayed in green. The fit reveals a ZnOS signal and still a dominant
Zn(OH), signal. Both are shifted to lower binding energy compared to the other sam-
ples in the series.

The two thick layers (on CZTS and Mo) are similar with a strong ZnOS and Zn(OH)., sig-
nal. Towards thinner ZnOS/Mo layers the intensity of the ZnOS peak (blue line) de-
creases compared to the Zn(OH), species. This can also be seen for the samples on
CZTS and supports the theory of a surface Zn(OH),. The bare Mo is discussed seper-
ately (page 154).

The oxidized Mo doesn’t seem to appear in the spectrum of ZnOS/Mo thin. It must

Ssee page 70, figure 4.46
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contribute to the ZnOS signal since the Mo 3p spectra clearly show that the oxidized
Mo is not reduced below the buffer layers.

(a) ZnOS series O 1s fits (b) ZnOS/Mo series O 1s fits
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FIGURE 4.43: O 1s spectra of ZnOS/Mo measured with Mg K, excitation and fits. The
residuals have been magnified for better visibility.
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FIGURE 4.44: Modified Auger parameter ZnOS o, shows clear chemical changes for
thin ZnOS on CZTS

Combined with Auger lines shown on page 151 in figure A.1b we get the Auger param-
eters in figure 4.44. The value for CZTS represents adventitious oxygen. The layers
on Mo show the same oy, we found for pure ZnO (figure 4.28) as well as the thick
ZnOS on CZTS. For ZnOS thin [intermediate] we see a massively [slightly] reduced o,
supporting the previously mentioned change in buffer composition.
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4.3.3.2 X-ray absorption and emission
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FIGURE 4.45: Spectral comparison of the S L, 3 XES spectra of the ZnOS series and
ZnS/Mo thick, all normalized to the main peak. Vertical offsets have been added for
clarity. The pure ZnOS spectrum (ZnOS/Mo thick) resembles a noisy ZnS spectrum.

XES spectra measured at the S edge of ZnOS series (figure 4.45) reveal a high simi-
larity between the CZTS spectrum and the thin layers, reproducing the findings for ZnS.
The slow nucleation and slower growth speed causes the thin layers to have only minor
effects on the spectra. Instead, the CZTS shape stays unchanged except for a little
increase in noise. S-free ZnO (as shown) and hydroxide cover layers do not affect
the XES measurements too much due to the high information depth (~ 23 nm). The
difference spectrum of ZnS thin and the CZTS sample is completely flat. The same is
true for ZnOS intermediate (blue line) except for a new feature that appears. ELectronic
states close to the Fermi level” also contribute to the spectrum. This is characteristic for
sulfates. Closer inspection of the respective S 2p spectrum (red line) in figure 4.46 in
comparison to ZnOS thin and thick shows a feature at 169 eV that proves the existence

"here visible close to the S 2p core levels around 161 eV
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of sulfate in this sample.

We cannot explain the origin of this sulfate but it may be related to the high Na content
we found on this sample. Na enhances the formation of sulfates [66], especially under
x-ray illumination®.

If we focus on the analysis of the thick ZnOS layers we see similarities to the pure ZnS
(green line) but less sharp Zn-related features. Difference spectra give a better idea
about the contributions in the spectra. The Cu 3d-dominated region is a good indicator
for the contribution of CZTS. The thick layer on CZTS can well be composed of the
CZTS and ZnOS/Mo spectrum. Only very small remaining features close to the Zn 3d
features remain along with a part of the broad S 3s feature.

The same sample can also be fitted using the CZTS and pure ZnS spectra with a near
identical result.

If we also look at the difference spectrum of ZnOS/Mo and ZnS/Mo, we see that the only
spectral difference is the the ratio of the S 3s feature and the signal at higher emission
energy. A ZnS layer can therefore not be identified if it is buried under a ZnOS layer.
Even though we clearly see signal from the interface and the buried CZTS these XES
investigation does not allow to detect a modified interface layer.

T T T T T
Mg K, | ——ZnOS thin ,A.
S2p | ——ZnOS interm. ' B
——ZnOS thick

The O K emission edge in figure 4.47 shows that
the oxygen is in contact with the CZTS as seen
for the ZnO series (page 57). Differences to pure
ZnO are not visible except for the high noise lev-
els we see for thin ZnOS layers that indicate a
very thin buffer. The shown range includes a
Zn L} feature of Zn L, emission in second or-
der that shows the presence of Zn independent L S P A
of the bonding to O. For the bare CZTS this fea- Binding Energy [¢V]

ture is visible but already small compared to the FIGURE 4.46: XPS sulfate signature.
O-signal. After deposition of the O-rich precursor  Vertical offsets hlav,‘f been added for
material, this feature disappeares relative to the cay

much stronger O K emission. So here, a clear statement about possible interlayers that
contain Zn is impossible due to the very dominant O K emission.

Intensity (background corrected)

8Unpublished, private communication with M. Bar
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FIGURE 4.47: O K XES spectra of the ZnOS series normalized to the main peak.
Vertical offsets have been added for clarity.

XAS spectra have been measured as described on page 158. All XAS spectra have
been normalized to the edge jump, partly after linear backgrounds fitted to the plateau
below the edge jump were subtracted. Vertical offsets between the spectra have been
added for clarity.
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The Zn L3 XAS spectra in figure 4.48 show clear differences between the thin ZnOS lay-
ers on CZTS and the thick layers far away from the junction. The spectra are dominated
by the CZTS-shape for ZnOS thin and intermediate and do not indicate the presence of
Zn0O. Only the thick layers resemble the ZnO reference, especially in TEY (figure 4.48b)
but the features are less pronounced.

A major difference to the ZnO reference is seen for thin ZnOS layers in both PFY and
TEY. Feature (a), the strongest indicating feature for ZnS-type bonding, is increased
for ZnOS thin compared to the CZTS. Also ZnOS intermediate shows feature a more
pronounced than CZTS in PFY. In TEY, the more surface sensitive method, this feature
is less pronounced, which indicates the formation of a less ZnS-like surface compared
to ZnOS thin.

The less pronounced ZnS-features in the much more surface sensitive PFY spectra can
be explained with the Zn(OH), surface layer. The ZnS features are most pronounced
for ZnOS thin, still visible for ZnOS intermediate, and cannot be seen in the spectra of
the thick ZnOS layers.

The ZnO features (d) and (e) are less pronounced for the thick layers than in the ZnO
reference and the respective ZnO layers.

In summary for these buffers with nominal thickness about 5 nm and 8 nm, which is
easily enough layer thickness to dominate the measured spectra, we find no clear indi-
cation for ZnO-type Zn bonds but in contrast see spectra that resemble the respective
ZnS layers (see figure A.12a) and the ZnS reference (light gray line). For thicker buffer
layers the spectral shape changes towards the ZnO layers (see figure A.14a) and the
ZnO reference (dark gray line).

(@) ZnOS series Zn Lz XAS PFY (b) ZnOS series Zn Lz XAS TEY
L L B R L LA B LA B L LR R LR
[ ZnOS/Mothick  ZnL,XAS PFY ™77 [ . ZnOSthick  ZnL,XAS TEY o
T v ZnOS thick o b e 1 ZnOS/Mo thick
4+ ZnOS interm. f" € "»».-..'..,,‘\ o ﬁﬂ’: [+ ZnOS interm.
ZL - ZnOS thin “ E g wed Bl . znOStin |
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cr w'ﬁ.‘“..‘” --b ” . 'h.. J <
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FIGURE 4.48: Zn L3 XAS spectra of the ZnOS series. A linear background has been
subtracted.
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The O K XAS in figure 4.49 shows no edge jump for thin ZnOS samples and CZTS but
only a peak. This can only be explained if no significant ZnO layer has formed.

The comparison of PFY and TEY for thick layers shows that the signal from the surface
near bulk region is identical to the surface. In TEY for ZnOS intermediate we see the
starting formation of a ZnO-like compound, indicated ny the formation of features a and
b. THis is in perfect agreement with the observation from Zn L3 XAS spectra.

(a) ZnOS series O K XAS PFY (b) ZnOS series O K XAS TEY
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FIGURE 4.49: O K XAS spectra of the ZnOS series. A linear background has been
subtracted.

The chemical environment of the S in the
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ZnOS buffers causes no structure orsharp [+ ZnS/Mo thick _SL,,XAs G
. . . »  ZnS ref i pa w2
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XAS as shown in figure 4.50. Compared % . 2008 380 ]
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: o o 1
figure A.10 (see page 158) we see no indi- 8 pmsmmssssn” J,ﬁf- ]
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cation (i.e. feature (b)) for pure ZnS in this EL B s PR TN
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CZTS. This .speaks avour of a ZnO wit FIGURE 4.50: S Lo 3 XAS spectra of the ZnOS
partly substituted O by S. The feature b series.

that would indicate the presence of ZnS
could be hidden by the intensity from CZTS in the same energy region, especially if it
is already weakened by the presence of small amount of oxides in the phase.

The Zn L3 and O K XAS spectra strongly indicate the presence of a ZnS-like interlayer
and the absence of ZnO-like bonds in the initial stage of ALD-ZnOS growth on CZTS.
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4.3.3.3 ZnOS thickness

The calculated buffer thickness for all samples of the ZnOS series is shown in figure
4.51. The signal intensities of thick buffer layers and bare CZTS were used as |,
respectively, in equation 2.1. The values calculated from the decaying signal of the
absorber give mostly consistent values whereas the values calculated from the buffer
signal that builds up are mostly smaller, especially for measurements with Mg K, ex-
citation. The error margin is larger here, because Zn and S signals from the buffer
overlap with the respective signals from the absorber and we find a Zn(OH), surface
layer that alters the signal from the ZnOS buffer layer.
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FIGURE 4.51: ZnOS-buffer thickness calculated from all core levels. Included are the
reference buffers grown on Mo. Thicknesses calculated from absorber lines are more
reliable because they are less affected by surface Zn(OH). and Further species of
e.g. C and O. Averages are therefore calculated from Cu and Sn signals that originate
exclusively from the absorber. The dashed line is a guide to the eye.

The dashed line represents the expected growth rate of 0.24 C;gl‘e as reported in [103]
for the exact same material growth. The ZnOS growth does not follow this line for thin
layers. We know from [103] that the growth speed reaches in average the given ex-
pected growth rate when growing to the device relevant thickness of 16 to 33 nm. The
growth speed is therefore expected to increase after the initial stage of the buffer depo-
sition that we have observed here. We already see an increase in growth speed after

our first measurement point at 5 nm nominal thickness.
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The identical buffer grown directly on Mo shows a faster growth in the observed range.
This significant nucleation effect of the ZnOS compound on the CZTS surface cor-
responds well with our assumption of S-rich ZnOS growth with decreasing S-content
while the layer is getting thicker. The low S-supply (1 growth cycle out of 7 contains S)
slows the growth speed down during the first growing nanometers of buffer material of
the ZnO precursor material is not or only partly incorporated. Later, with full incorpora-
tion of the incoming oxygen and sulfur precursors, the growth speed will reach or even

exceed the expected 0.2 C’;,gl‘e.
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4.3.4 Reaction enthalpies and conclusion

If we compare reaction enthalpies of possible interface compounds® as shown in table
4.3, we see that first of all the values for CZTS differ a lot. The experimental value [112]
is valid for the surface since it was determined by sputtering off a CZTS surface. The
DOS calculations are done for bulk material in this order [113, 114]. Further standard
values are obtained from [115] and theoretically approved by [116].

TABLE 4.3: Reaction enthalpies of CZTS and related compounds. For CZTS we see

a very high experimental value obtained by sputter rate analysis [112] and two DOS
calculation values [113, 114]. All values are also given per atom for easier comparison.

AH [%ﬂ Cu 2Zn Sn | CZTS from

-O1p2 84 930 sputter rate analysis [112]
-Sqp0 41 337 DOS calculation [113]
-O4 158 349 286 | 406 DOS calculation [114]
-S1 54 207 110

-0, 570

-So 153

AH; [ﬁ} Cu Zn Sn | CZTS from

-O10 56 116  sputter rate analysis [112]
-Sqpo 27 42 DOS calculation [113]
-O4 79 175 143 51 DOS calculation [114]
-S4 27 104 55

-0, 190

-So 51

We assume a CZTS-AH; in the range of the calculated value (406;—?I to be most

useful to compare to the enthalpies of other compounds. The stable CZTS phase that
with the tendency to decompose requires an (absolute) AH¢- value per atom for CZTS
that is above the sum of the respective AH; for the binaries but still close enough to
make decomposition possible with e.g. changed composition.

In an O-free case, the highest AH; per atom is found for ZnS and SnS while Cu-S-
compounds have a lower AH;. In sum, ZnS, SnS, and two CuS will have a summed up
formation enthalpy of 406r‘n—‘§fI which is approximately the same as the 406r‘n—‘éfI calculated
in[114].

CZTS is supposed to be stable at 200°C [48] which is well above the the ALD tempera-
ture of 120°C. A secondary ZnS phase or ZnS buffer is therefore expected to show no
chemical interaction with the CZTS.

The oxides of the involved metals show relatively high AH¢, suggesting an O-sensitive
surface. Cu-O bonds are not likely to form if we consider higher (absolute) enthalpy for
Sn- and Zn-oxides. This is in agreement with our findings of chemically mostly inert Cu
in CZTS.

9All standard enthalpy values are at 25°C, 1 molar concentration, and 1 atmosphere of pressure.
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ZnO as buffer could have two effects:

Firstly oxygen bonds may form on the CZTS surface, especially to Zn and Sn atoms.
Secondly the ZnO precursor could react with excess S from the CZTS surface. Consid-
ering the lower AH; of ZnS compared to ZnO, this is not a favourable reaction to occur.
The growth of ZnOS on CZTS must be dominated by the nucleation. Nucleation of
ZnO on a CZTS-surface is, according to our findings, not favourable in the presence of
competing S, resulting in the formation of a ZnS interlayer. This explains, how the low
concentration of sulfur in the ZnOS.«x-ALD-precursor dominates the first phase of the
buffer growth while the ZnO-precursor gets mostly lost in the system.

The formation enthalpy of Zn(OH), is tabulated as 642= (or 130 per atom) [117]. This

mol
supports the stability of a Zn(OH)»-layer at room temperature.

Conclusion: We find an unchanged CZTS surface in this series which has a pro-
found effect on the ZnO,S. growth. Instead of a constant composition throughout the
buffer thickness, we find S-rich material growing directly on the CZTS. The composi-
tion then gradually changes towards the O-rich ZnO,S+.4 that forms the main part of
the buffer layer. This effect makes it harder to adapt a ZnO4S+.« buffer to the needs of
a kesterite-based solar cell. Even ideal ZnO4S1.4 buffers cannot be grown directly on
CZTS because this will massively alter the buffer composition.
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4.3.5 Buffer thickness comparison

The averaged buffer thickness for all samples in the three series is shown on a growth-
cycles scale in figure 4.52 to illustrate the deviation from the expected growth rate of
0.24 P as reported in [103].
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FIGURE 4.52: ZnO4Sy.x-buffer thickness averaged from most reliable absorber core
levels. Included are the reference buffers grown on Mo.

The ZnS growth doesn’t show any differences between CZTS and Mo as substrate and
follows the expected growth speed.

ZnO/CZTS also stays in the expected range within the errorbars. The growth on Mo
(with only one data point) is faster.

ZnOS/Mo grows very similar to ZnO/Mo, exceeding the expected growth speed.

In contrast, the thin layers of ZnOS/CZTS show significantly smaller thickness. We ex-
plain this with preferred ZnS nucleation on CZTS, where the low S-supply (1 growth
cycle out of 7 contains S) causes a significantly reduced growth speed while the incom-
ing ZnO precursor is lost from the sample surface. After incorporation of an increas-
ing amount of O into the growing ZnS layer, the growth speed recovers to expected
0.24 "M

cycle”
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4.4 Electronic structure of the Cu,ZnSnS;- Zn0O,S« - inter-
face

The shallow core level region in figure 4.53 shows features of most elements that we
have discussed previously. The spectra have been shown separately in 4.4,4.19 and
4.33. A SnO, spectrum is used to quantify the Sn background in the region around
90 eV.

We see Zn and Cu 3p lines that are overlapping with this broad Sn 4p background. Due
to the relatively low contribution and flat shape, combined with a multiphase Sn in the
reference as obtained from peak fit analysis that brings additional differences between
the measured background and the hidden background in CZTS, the best choice is to
neglect this background signal in the Zn and Cu 3p fits in section 4.3.
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FIGURE 4.53: Shallow core level region of selected samples measured at 8 keV and

normalized to the intensity at 100 eV. Vertical offsets have been added for clarity. The

SnO; is used to eliminate the Sn 4p background below the Zn 3p and Cu 3p peaks for
line fits.

We see signature lines of CZTS in the thin and intermediate layers. The sodium on
ZnQOS interm. is visible, too. ZnO and ZnOS thick show a pure buffer signal but ZnS
thick clearly shows Sn and Cu peaks. We therefore extract the ZnS signal from this
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spectrum as shown in figure A.17, resulting in the spectrum "ZnS corrected” that is
used as best representation of a pure ZnS.

4.4.0.1 VBM composition and comparison to theory

The VB composition of the seperate layers involved in our studies can be revealed
with comparison of the VB spectra of bare CZTS and buffer materials to theoretical
predictions.
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Zn Scorrected

Normalized Intensity

1 I i l 1 I i l 1 I 1 l 1 I 1 l 1 I 1 l 1 l 1 l 1 l 1 l 1

bare CZTS

1I2 10 8 6 4 2 0
Binding Energy [eV]

N
(@)
-
oo
N
(o))
A
LN

FIGURE 4.54: Upper VB of CZTS and pure buffer materials measured at 8 keV and
normalized to the highest spectral feature. Vertical offsets have been added for clarity.

The valence band structures of the thick buffers (figure 4.54) all show a dominant Zn 3d
feature. Electronic states have been identified using VB-states observed in XES and
XAS including the respective references and others [118, 119]. In the valence band we
find delocalized VB-states, however, the dominant contributions to the density of states
can be identified. For ZnO, mainly the O 2p with a shoulder on the low binding energy
side defines the VBM. For ZnOS an additional broad S 3s feature appears around 14 eV
and S 3p is changing the shape of the shoulder up to the VBM, narrowing the band gap.
This S 3p is the dominant line for the ZnS VBM, too. In ZnS the Zn 3d and a strong
S 3s appear at lower binding energy compared to the other buffer layers.
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CZTS combines the ZnS lines with Sn 5s
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FIGURE 4.55: Valence band maximum of
CZTS measured with HAXPES and XES and
theoretically calculated'. All ntensities have
been normalized to comparable standard. Ver-
tical offsets have been added for clarity.
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441 Spectral shifts and band bending

Core level shifts have been calculated by subtracting the respective peaks positions in
binding energy. The position from the bare CZTS sample was subtracted for absorber
shifts and the position of the respective thick buffer layer for buffer shifts. Positive shifts
consequently represent a higher binding energy at the interface, which is a downwards
band bending. The shifts are shown with negative Y-scale so upwards band bending
goes up and vice versa. The calculated buffer thickness scale shows the bare CZTS on
the left hand side and the thickes measured layers on the right. Average values have
been calculated from Cu and Sn shifts for the buffer layers and from all reliable position
shifts for the buffer layers.
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FIGURE 4.56: Shifts of absorber and buffer lines measured with XPS and HAXPES.

The CZTS buried under ZnS (figure 4.56a) shows a small downwards band bending
towards the interface. The highest value for ZnS thinis 0.21(+0.1) eV.

In the buffers of the ZnS series (figure 4.56b) we see an upwards bend banding towards
the interface, reaching -0.36(+0.1) eV.

The absorber in the ZnO series (figure 4.57a) shows a larger downwards band bending
than the ZnS series -0.43(+0.15) eV. Due to the thick layers we only have data for this
relatively thick layer.

The respective buffers (figure 4.57b) show no bending within the error range.

The ZnOS series does not show an abrupt junction as previously shown. Here we
consider both values of the thin layers. We find an absorber shift of 0.45(+£0.1) eV
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FIGURE 4.57: Shifts of absorber and buffer lines measured with XPS and HAXPES.
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FIGURE 4.58: Shifts of absorber and buffer lines measured with XPS and HAXPES.

for ZnOS thin and 0.27(£0.15) eV for ZnOS intermediate. This is interpreted as a
downwards bending towards the interface. The absorber bends up by -0.03(+0.15) eV
for ZnOS thin and 0.12(+0.15) eV for ZnOS intermediate. Since we consider modified
ZnS-like interlayer, the main bending appears between the two investigated thin layers.

This agrees with the unbent ZnS buffer seen in 4.56.
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4.4.2 Valence band maxima

The electonic properties are significantly influenced by the VBM and the occupied elec-
tronic states with the smalles binding energy. The VBM is composed of O states for
Zn0O, S states for ZnS, and in CZTS we see very shallow states that are caused by Cu
and S. This has been discussed earlyer (page 80, figure 4.55 and 4.54).
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FIGURE 4.59: Linear extrapolation of the leading edges of the valence band maxima of
CZTS and pure buffer materials measured at 8 keV. The spectra have been normalized
to the intensity at ~ 5 eV. Vertical offsets have been added for clarity.

With a linear approximation of the leading edge of the VBM spectra we can determine
the valence band maxima. We see a monotonic trend for the VBM values where higher
oxygen content means a higher VBM because the S 3p states that give rise to the ZnS
VBM vanish more and more as S is replaced by O. For CZTS the additional Cu 3d states
cause DOS even closer to the Fermi level so this VBM has the smallest value. We have
to assume an uncertainty of 0.1 eV for these VBM values (0.2 for the corrected ZnS
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spectrum) but they are only valid in the bulk far away from the absorber buffer interface.
The band bending at the interface causes the whole spectra to shift in energy so we
have to correct these values for interface induced band bending (lIBB) if we want to
calculate conduction band offsets.

This is done by using the spectral shifts identified in the core level fits (see section 4.4.1
on page 82) to modify the <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>