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Abstract

More and more modern group oriented collaborative applications use the peer-te2ier (
paradigm to be independent of expensive infrastructures as thegraresténce, provided
for audio and video conferences by H.323 systems. Decentralized ReRsyetter sup-
port spontaneity and mobility to set up meetings at varyingitotabr in ad hoc environ-
ments. This is especially advantageous for business communicatiothevimternet but
also for other collaborative applications such as audio/video conferences.

Decentralized collaborative P2P solutions require appropriate megtsattigrotect group
privacy and data integrity. The broadly available security irfresires, like virtual private
networks (VPN) in the link, network, and transport layer, do not welillfttie require-
ments regarding security, efficiency, and flexibility emisby a conferencing system. A
dedicated security architecture in the application layer isefive, highly desired for pro-
tecting a P2P video conference. A centralized client/served hedeo conference system
can be well shielded in a standard manner, whilst there exist 4tloee$helf approaches to
specifying how to secure a P2P video conference up to now.

This Ph.D. thesis addresses this urgent issue by presentingciveféad flexible security
architecture and showing how it can be embedded into a P2P videoecanigrsystem
using the BRAVIS system as example. The cornerstone of tlheitgearchitecture is the
decentralized group key management. For this purpose, a new distrkmyteexchange
protocol has been proposed. It is especially well-suited for appheain real-time P2P
settings for its higher efficiency than existing ones concerthiegroup key renewal delay.
Furthermore, a novel video encryption algorithm has been developed tthensgict real-
time constraints required in a video conference. Its outstaneatgrés include a good bal-
ance between security and efficiency, no impairment on video cosmprexfficiency, and
readily integration into the existing multimedia systems. Tineglke it more practicable to
encrypt video data than existing approaches.



Zusammenfassung

Mehr und mehr moderne gruppenorientierte und kollaborative Applikationen nidzsen
peer-to-peer (P2P)-Prinzip. Es bietet gegenlber dem zentchigstilient/Server-Ansatz
den Vorteil einer grol3eren Unabhangigkeit von einer moglicherveisen Infrastruktur,
wie sie z. B. fur Audio- und Videokonferenzen nach den H.32x-Standards drtbrdet
Dezentrale P2P-Losungen unterstitzen besser die Spontaneitat urdaMaéi Nutzer.
Sie erlauben es, Sitzungen an unterschiedlichen Orten oder in Ad hgebungen abzu-
halten. Dies ist insbesondere fiir die geschaftliche Kommunikationd#iselnternet aber
auch fur andere kollaborative Anwendungen wie Audio/Video-Konferenzen von Vorteil.

Dezentralisierte kollaborative P2P-Lésungen erfordern geeignethavismen, um die
Privatheit der Gruppen und Integritat der Daten abzusichern. Vorhandemerh®its-

infrastrukturen wie Virtuelle Private Netze (VPN) erfullerchti ausreichend die Anfor-
derungen beziglich Sicherheit, Effizienz und Flexibilitat, die ianKenferenzsystem ge-
stellt werden. Eine anwendungsbezogene Sicherheitsarchitektlahist in hohem Mal3e
fur den Schutz von P2P-Videokonferenzen winschenswert. Fir den Schutzastemnénal
Client/Server-Videokonferenzsysteme existieren bereits standalistesungen, wahrend
es fur P2P-Videokonferenz noch keine Standardverfahren gibt.

Die vorliegende Dissertationsschrift widmet sich diesem wiehtifhema ein. Sie stellt
eine wirkungsvolle und flexible Sicherheitsarchitektur vor und zeigtBaispiel des Vi-
deokonferenzsystems BRAVIS, wie sie in ein P2P-Videokonferenzsysteyabettet wer-
den kann. Grundstein der Sicherheitsarchitektur ist das dezentraliSierppenschlissel-
management. Hierflr wird ein neues verteiltes Schlisselaa$tprotokoll vorgeschlagen,
das besonders den Anforderungen von Realzeit-P2P-Anwendungen angepassEws/urde
besitzt eine hohere Effizienz als existierende Schlisselaaspaosokolle fir die Grup-
penschlisselerneuerung. Weiterhin wird ein neuartiger Videoversehliigs-Algorithmus
vorgestellt, der den strengen Realzeitbedingungen einer Videokonggestht wird. Sei-
ne hervorzuhebenden Merkmale sind ein guter Abgleich zwischen Sichenideleis-
tungsfahigkeit, keine Beeintrachtigung der Videokompressionsleistodginfache Integ-
ration in vorhandene Multimediasysteme. Diese Eigenschaftehemalen praktikabler fur
das Verschlisseln von Videodaten als existierende Anséatze.
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Chapter

1

| ntroduction

1.1 Motivation

The globalization of the markets and the internationalization ofiberprises are irresisti-
ble trends. It becomes more and more a characteristic feztuoelay’s production and
development that certain works, e.g. product design or software develoameenollabo-
ratively accomplished among geographically dispersed teams imeandtional enterprise.
Communication and collaborative tools are essential means to supigoprdcess. Con-
ventional communication means like the telephone, traditional mailfeenédtc. do not
meet the multimedia communication demands of the modern businésty $oictheir sin-
gle media communication functionality.

Video conferencing has been always considered as one of the masi@applications of
modern collaborative tools. In a video conference people can speak totleaglsee each
other, and exchange text, pictures, drawings, and share data iel@ardlin real-time, just
like having a face-to-face meeting. A survey [1] conducted by R&&r and TAND-
BERG demonstrates that video conferencing has a variety ohtades over other com-
munication utilities. It is easier to understand, is more personables quick decisions,
builds high trust, makes negotiating easier, reduces confusion and erstanding, makes
people more accountable, and is better for detailed explanations.

Nowadays many enterprises still spend vast amounts of money on busavess for face-
to-face in-person meetings. As an effective collaborative tawvinly the ability to hold a
face-to-face virtual meeting, video conferencing can sigmfigaeduce the need for busi-
ness travel within an organization or enterprise. As analyzed ind@o conferencing used
as a travel alternative offers benefits not only in the cspecost savings but also in the
aspect of time savings and quality of life. Video conferencliayva people to instantly
communicate with each other anywhere and anytime so thaket sae time invested on a
travel meeting, which typically includes flying time, drivitigjme and meeting preparation
time. Time savings of the employees are critical for tleeass of an enterprise since they
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can undoubtedly bring the improved productivity and stronger competitvéogbe en-
terprise. Moreover, as revealed in [2], more than 73% of businessetsafiad general
business travel to be a source of stress. It negatively imyaatslife, their sleep, their
well-being, and their general performance both before and tagar journey. By using
video conferencing to replace business travel, an employee’sygoflife can be obvi-
ously improved, since the stress caused by business travel can be compieiefteli

In view of possible terrorism and global viral outbreaks, video cenééng has become an
important facility to eliminate the risk of business travel.séeted in [3], the trend for the
use of video conferences has been rising since September 11, 200wadhersharp rise
in use after the terrorist attack. The outbreak of SARS (Severe Acuted@aspbSyndrome)
in China in March 2003 proved the value of video conferencing again. Videerenaing
has become one of the best choices to continue business for companiesdifficurg
times. Due to its face-to-face communication capability peogtestay in touch without
touching to avoid the SARS infection. As a result, a 125% increaseeinf video confer-
ences has been observed compared with average use for 2002 in the report [3].

The deployment of video conferences is not limited to the busineaslacan also play a
vital role in healthcare, education, and other areas. Doctorsredatieound the world
could communicate with each other via a video conference, discussing about tbetioredi
for a patient in time. Video conferencing also opens up great oppatufoti students to
select their courses held at other universities. This can dreatonhventional boundary of
the campus to some extent so that it affords students more freedwhmore choices to
learn.

Forecast for Worldwide Video
Conferencing Systems Market

2000
1800
1600
1400
1200
1000
800+
600+
400+
200+

US $ (million)

2003 2004 2005 2006 2007 2008

Source:Wainhouse Research, 2004

Figure 1.1: Forecast for video conference systems market worldwide
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Nowadays the numerous benefits of video conferencing and its signifedaiets have been
better understood than before. More and more people utilize videaemeifey in their

daily working environments. The market of video conferencing sys&emsurn expected

to show significant growth over the next few years. As predici¢d] and [5], the world-

wide market for video conference systems will grow from appmaiely 1 Billion US$ in

2003 to more than 1.9 Billion US$ in 2008, producing an annual growth rate of about 8.3%
(see Figure 1.1).

1.2 Taxonomy of video conference systems

Video conference systems can be classified in terms of comatiom technology or
equipment form. According to the equipment form, video conference systeniz classi-
fied into two categories: room-based systems and desktop sy$teamsthe communica-
tion technology perspective, video conference systems can be uisstied between ISDN
(Integrated Services Digital Netwqgrkased systems and IRternet Protocol-based sys-
tems. A proposed taxonomy of video conference systems is given in Figure 1.2.

Communication
t n

classification echnology classificatio

[ Equipment form J

Desktop ISDN-based
system system

Room-based / IP-based

Peer-to-Peer ‘

based system based system

L system
system | Y
N ]
]
J J
2 ) N j : o

Studio Roll-about Set-top | ! Opef“ VHED C"’S:d VLD

system system system | conference conference
i system system
1
]
|
J ) N
]
| Client/server
]
]
]
1

Figure1.2: Taxonomy of video conferencing systems

1 In fact, there exists the third kind of system: Affidsed video conference systems. Since ATM netwarkgarely

deployed in practice, ATM-based video conferenctesys are being gradually lost their importancdiis field.
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1) Room-based and desktop systems

» Room based system: It works on a custom designed hardware. Thus it presents rela-
tively low ratio of service/cost, since the cost of a room bagséms is usually high
and further it can do nothing except the video conferencing. In viets ofobility,
it can further be classified into:

e Studio systemare built into a dedicated conferencing room in a permanent or
semi-permanent manner which contains all necessary equipmentsifiong a
video conference. It is difficult to set up a spontaneous confersimm the
equipment is installed in a dedicated room.

e Roll-about systemare housed in a wheeled cabinet on which all necessary
components for video conferencing are placed such as control unit, monitor,
camera, and audio system. Such system can be moved from room to room.

e Set-top systemall necessary components for video conferencing except the
monitor and the audio system are integrated into a small compadt xe-
signed to be placed on top of a television (TV) to utilize the pia@acesound
of the TV. A set-top system provides more mobility than the other both systems.

» Desktop system: It operates on a general-purposed personal computer (PC)
equipped with a cost effective camera, microphone, and loudspeaker ceth@ads
specific software used for video conferences is installed ilP@en advance. To
reduce the computation load on the processor, some desktop systentbetzme-
putation-intensive video and audio processing on a Peripheral Componentninterco
nect card (PCI). The advantage of desktop systems lies igldtsvely high ser-
vice/cost ratio. Basically desktop systems are much cheaperdben-based sys-
tems. Moreover, they are applicable not only to video conference atppis but
also to other applications such as e-mail, web browsing.

The key points of a video conference system are the communicatiorolegies and con-
trol mechanisms used. The equipment form classification shows ughehadeo confer-
ence systems look like from the outside. But to know how these systenk inside, a
classification from the communication technology perspective is desired.
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2) ISDN-based and I P-based system

ISDN-based video conferencing systems run over an ISDN-basedrkehfrastructure.
Such systems have been standardized in ITU-T H.320 [6]. ISDN works @rcuit-
switched basis. An appropriate number of dedicated ISDN chanreglsmée set up for a
video conference between two end points, since one ISDN B-channel onidgs 64
kbit/s bandwidth. Most existing video conference systems are ISBébalowever, more
and more newly emerged systems tend to exploit IP technologydfw conference com-
munication. This is mainly for the following reasons [7]:

» Lower usage feeUsers of IP networks do not have to pay per minute usage fees.
Particularly, video calls within a corporate IP network raise no charge.

» Converged networkA major advantage of deploying IP based video conferences is
the ability to leverage the primary data network for video cenfars resulting in
cost savings and increased efficiency.

> Better availability: IP networks are ubiquitous nowadays, while this is not true for
ISDN networks. Many telephone service providers do not offer ISDMcsein
every service node.

As shown in Figure 1.2, IP-based systems can be further dividetivimtcategories: open
and closed video conference systems [8]. An open video conferencingt@sdic this con-
text that a sender in the conference does not know exactly weiwagdts data. Everyone
who subscribes to the multicast address of the conference can join it (unnotibecbyer
participants). Open systems usually use the receiver-initiatedingy paradigm of IP multi-
cast. Due to its open character of group communication such systeeraly suitable to
public activities such as open lectures, transmission of conferatksg the delivery of
video news, or the distribution of events like concerts or shuttles.siBone video con-
ference tools VAT [9], VIC [10] and USMInt [11] are the most pop@gamples of open
conference tools.

Most day-life business activities such as collaborative meetingampanies, medical con-
sultations, court hearings have a confidential character. Closed videverwd systems
should be applied to these scenarios. A closed video conference tinaesery sender
always knows who receives its data and that only current group nem@eeallowed to
send messages to the group. There are two principal approaclobsstat video confer-
ence systems: the client/server based and the peer-to-gedrdggproach. The client/server
based approach has been well studied and specified by the H.323 sfa2jlaid.323
based systems leverage two centralized servers to supped gasip meetings: the gate-
keeper for the group management and the multipoint control unit (MCUhéodistribu-
tion of the media streams. Many commercial video conferencensgsire in compliance
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with the H.323 standard such as Polycom Via Video [13], FVC Click tetNiet], Vcon
MC and Falcon [15], and Microsoft Netmeeting [16]. Although thes&Bys are widely
available their drawbacks should not be overlooked. The servers giyrale in the en-
tire system. If they fail, a running conference is termuhatdéew conferences cannot be
held. They represent a so-callsidgle point of failure Servers can also easily become a
performance bottleneck, since all control and media messagesohpass through them.
They are also attractive targets for attacks. Moreover, thegtdl pretty expensive what
limits their wide deployment.

Peer-to-peer (P2P) solutions present an alternative approach td eldee conference
systems. A P2P conference system is characterized byridudest approach. All group
management and media distribution functions of the system ar@eddagthe peers. The
communication runs directly between the peers without passingyer.séhus, the draw-
backs in H.323 based systems are basically eliminated. P2P coefeistems are well
suited to setting up spontaneous conferences, since they put no oelldatiee on a certain
server. Moreover, P2P conference systems might become the ewimsideo conference
applications for their fairly low ownership cost. A number of P2Piegibns with respect
to file sharing, distributed computing, collaborative workspace have bgeloded, but so
far only a few P2P video conference systems are reported s8¢hAa4S [17], DAVIKO
[18], and the P2P-SIP architecture [40].

1.3 Problem statement

The benefit of video conferences to speeding up business actigitrgdely recognized.
Many research efforts have been devoted to designing video conferencessjsiamrous
related products are available on the market. However, video ennéservices are not
that broadly deployed in the daily workflows like services sasle-mail or WWW. A lot
of factors give rise to this result, like high cost of deploymemtplexity of the technol-
ogy, poor understanding of operational requirements, obstinate user hakhitsf feeces-
sary functionalities and others. Security and quality of sen@S| are two imperative
functionalities for a successful video conference system. The securityeof @dnferencing
is the first concern of users, especially for business confsambich often require confi-
dentiality. If security demands cannot be guaranteed, the uskroiise the service. The
savings of travel costs with video conference though cannot compémsaiatential losses
caused by disclosing information to competitors during a video aarder The other issue
is the quality of service. A good video conference system showkl daufficient video
and audio quality to provide an almost equivalent visual communicatioct efienpared
with a face-to-face in-person meeting. Otherwise, usersdwprdfer a travel to an in-
person meeting.
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In recent years, security and QoS issues in IP network haverieasively studied. This
is mainly because the primary design of the IP protocol thttke considerations of how to
protect traffic and how to transfer IP packets with a guaean@oS. Following this origi-

nal design IP packets are delivered on a best effort basigtevénternet. To cope with
these issues the Internet research community has developadsao$earotocols or com-
munication models to meet practical requirements such as [F3eand SSL [20] for se-

curity, and IntServ [21] and DiffServ [22] for QoS. This thesis maiobuses on security
issues of P2P video conference systems. QoS issues of a P2P vidgenmengystem will

be addressed in another dissertation of the computer network and contronrggatems

group at BTU Cottbus.

It is well-known that the design and implementation of a secure coimgation system is a
nontrivial task. Although ITU-T has ratified the standard H.235 [23fctvisipecifies a se-
curity framework to protect H.323 video conferences, only few verttiore announced to
support it. Moreover, this framework is not applicable to P2P confeseioee the confer-
ence servers (MCU and gatekeeper) are involved in accomplishingseoomity functions,

such as authentication and key management. P2P technology is gsllinfancy stage.

How to protect a P2P video conference over the Internet is still an open issue.

Cryptographic protocols or algorithms are the fundamental elsni@nbuilding a secure
communication system. At least the following two points should be taitenaccounts
when they are applied to securing real-time video communication:

» Security: The ultimate objective of cryptographic protocols or algorithnts isn-
sure that the traffic securely traverses across thenkiteThey should be robust
against possible attacks in the Internet, since any secusity flathe design could
lead to the compromise of the whole system.

» Efficiency: Security always causes additional processing burdens to tteansys
These burdens may pose a negative impact on the quality of seiieaxdfmple, a
secure conference incurs longer end-to-end communication delagsisbemes-
sages have to be encrypted and decrypted. Therefore, the deplggathms and
protocols should be efficient enough to meet the strict QoS regemts of real-
time communication.

Additionally a well-designed secure communication system shokddtkee following two
aspects into consideration:
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» Easy to use: This is a critical factor for the success of a syst#&rmsystem which is
difficult to use will be eventually given up by users, even i isecure and effi-
cient. An ideal easy to use system should assume that usersid@rofessional
knowledge about system security requirements. All actions of the siseuld be
only just clicking the mouse.

» Low costs: The cost of the system is another important factor which useadlyis
concerns. It relates here not only the ownership but also the usstgef the sys-
tem such as administrative cost, bandwidth cost etc.

P2P video conferences are a new emerging distributed application Internet. A closed
P2P video conference is usually held within a limited scope suah esterprise or a cam-
pus. To assure confidentiality and integrity of such meetingecare group communica-
tion technology is required. Virtual private networks (VPNs) ach<kind of technology.
A VPN is a corporate network over public network which can protectcapipins running
over it. Several standard VPN technologies have been widely appliedciice, e.g. IPsec
VPN and SSL VPN. The straightforward solution would be that astiegisecurity infra-
structure VPN is utilized to support a secure P2P video conferdoeever, as it will be
shown in this thesis, such a solution is not optimal regarding the atated demands, i.e.
security, efficiency, ease of use, and low cost. For that reasaumjty architecture for P2P
video conferencing system is highly desired.

Key management is a keystone in any secure communicati@msystince the security of
all modern cryptographic protocols or algorithms only rely on the gyid the used key.
All group management tasks including group key management are movextgorpa P2P
system and no dedicated server is placed to be responsible dJerttisi&s. There already
exist practical solutions for centralized key exchange protoebsig on a central group
key server to deal with the group key management issue, while themgleeat of an effi-
cient and secure decentralized key management protocol in which rsethbmselves
manage the group key is still an ongoing research topic.

Another apparent obstacle to realize a secure P2P video confeyatem is how to en-
crypt the video stream in real-time. Nowadays, advanced computefasa enough to en-
crypt a single channel MPEG-2 video stream with a bit ratedsat 4 and 9 Mbps in real-
time using the naive algorithm approach [24]. However, this evolutioleofcomputer
power does not completely eliminate the need to develop fasteqp&onralgorithms for
video data. Multiparty P2P video conferences always require gpatgorithms for the
video encryption because they usually support multi-channel video conatianicThe
simultaneous encryption or decryption, respectively, of all streamnrses a huge process-
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ing burden at the end systems. Appropriate encryption algorithows #dl alleviate these
burdens and to enroll more users to the service

1.4 Goals and organization of the thesis

At BTU Cottbus a P2P multiparty video conference system, cBRAVIS [17], has been
developed. It supports closed group meetings and can be used in busksssrogct
meetings, consultations, teleseminars etc. The closed character oftiis syachieved by
the following two measures: the entrance into the meeting isviitation and only current
group members are allowed to send messages to the group. Bothesnessure that only
desired participators appear in a meeting and conference ini@nms exchanged only
within the group. BRAVIS offers the communication privacy compartbkbe telephone
network. Such a security level can adequately meet the semgitirements of some ap-
plications, which are inherently not security-sensitive, e.gséednars. But such a security
level is far insufficient for a business meeting in which busisesrets are usually shared.
This is because any information traversing across the Intsrpetssible to be intercepted
in their transmission paths due to its openness. Therefore the apr@@curity functions
should be integrated into the BRAVIS system to fulfill the ss®curity requirements of
business meetings. To the best of my knowledge at writing thsssthieere has been no
secure P2P video conference system released worldwide up to nowadibeyoal of the
thesis is to address this issue by developing a securityeutting for the BRAVIS system
to ensure confidential talks over the Internet. The other importsuesssurrounding this
basic goal also will be dealt with in this thesis, such as gkeypmanagement and real-
time video encryption.

To sum up, the goals of this thesis are listed as follows:

» Investigation of the existing VPN technologies
It is indispensable to thoroughly investigate the existing VRi¥rtelogies which

could support secure group communications. Such an investigation should clarify

whether or not we can directly make use of the existing \ffddstructure for secur-
ing a P2P video conference.

» Designing a security architecturefor BRAVIS
Through the investigation of existing VPN technologies we maygreze that exist-
ing approaches are not optimal for use in a P2P video conferergignig a spe-
cific secure architecture is therefore a need for BRAVIS system.
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» Designing a novel group key management protocol
The group key management protocols which might be used in a P2P vider confe
ence system should be comprehensively examined. This study could antlieat
weaknesses of these protocols. To overcome the shortages of thésg prxisocols,
a novel group key management protocol has been designed.

» Designing a novel video encryption algorithm
The specific video encryption methods should be comprehensively surveyed to
evaluate whether they are fast enough to keep up with the videmstates and
convenient enough to be integrated into a P2P video conference syhktsraurizey
will show that the available methods are not as efficientxaeated. To achieve
more encryption speed, a novel video encryption algorithm should be developed.

The remainder of this dissertation is organized as follows:

Chapter 2gives an overview about client/server and peer-to-peer communicatidelsn
and discusses their differences. Their application in video conference systeighlighted
respectively.

Chapter 3overviews common attacks in the Internet. The security semiceh are used
to counter against these attacks are briefly introduced. Ircyarti some possible attacks
on a video conference system are described.

Chapter 4provides insights into all kinds of VPNs which might be used for segroup
communications. The necessity to develop the specific securhiteattire for P2P video

conference system is discussed.

Chapter 5presents a state-of-art security architecture for the BISBA3Ystem. The func-
tionalities of each security model in the architecture are described.

Chapter 6systematically evaluates the related group key managenwtatgis in terms of
security and efficiency. A novel group key management protocol is proposed.

Chapter 7surveys the related works about the specific video encryptionithlgsr A se-
cure and efficient video encryption algorithm callukzleis specified.

Chapter 8concludes this dissertation by presenting the main conclusioratrtbutions
of this work and identifying some issues for further research.

10



Chapter

2

Client/Server ver sus Peer-to-Peer

Due to its global connectivity and low-cost usage the Internet lwasngea popular com-
munication infrastructure. More and more applications are running on tibp“Afl over
IP” is no longer a hypothesis of the network technology. It has beoeality nowadays.
Applications over the Internet can be set up either by usingitdre/server or the peer-to-
peer paradigm. The client/server model has been dominant Inténeet application area
up to now. The peer-to-peer model is a new approach which emergeal yeees ago and
is increasingly accepted by many applications including video candery. In this chapter
we give an overview of both models and discuss their differencegspézially consider
their application in the context of video conference systems.

2.1 Client/server model
The client/server model is a computational architecture in whichsna@eclassified either
in clients or in servers considering their different functionsufé?.1 illustrates the cli-

ent/server model.

Client

Figure 2.1: Client/Server model

11
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A server offers services to clients. It passively waitsréguests issued by clients and re-
turns the results to them after processing these requaststhigrefore, also called the ser-
vice provider in the model. Moreover, it can be used to coordinate clients for accomplishing
a collaborative task. A client consumes services as folloactively sends a request to a
server and waits for a response from the server. It is regasdin@ service consumer in the
model.

The client/server model exhibits the following characteristics:

» Centralized: Only the server is the entity to provide services or ressuftients
acquire all information from the server. The direct communicatmong clients
never emerges. The information exchange between clients has tayss ey me-
diating servers.

* Asymmetric: Clients rely on servers for resources such as files, de\acéseven
processing power. To be able to process a vast amount of reffoestslients,
servers basically are equipped with sufficient resources and fjob@w&Us (Central
Processing Units). This makes servers usually much more expensive thamn client

The client/server model began gaining acceptance in the late 1980s. The dalzaion
of the Internet in the early 1990s made it more popular becaus#lyousd Internet ser-
vices such as World Wide Web (WWW) and E-mail have adopted this model.

Although the client/server model has been successfully applied ng mgernet appli-
cations, it has several remarkable shortcomings. Its centtaiziitecture renders it prone
to failures. All tasks are centrally performed on the server which esgigea single point of
failure and may easily become a performance bottleneck. Theniathation and main-
tenance of the server demands large efforts. Moreover, the asyencharacter of the mo-
del leaves the resources of the clients unused. Many clients are often ittd timos.

2.2 P2P modd

2.2.1 P2P basics

As an alternative to the client/server model, P2P computing has bex@opular term in
the IT (Information Technology) area nowadays. The key point of ##Ri the nodes can
directly communicate with each other without relying on any iméeliate node. Strictly
speaking, this concept is not a new idea. The early InterneRdix@nced Research Pro-
jects Agency Network (ARPANET) took advantage of this concepbtmect four U.S.

12
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universities in 1969. Usenet (1979) is another example in which nodeslnesrity inter-
connected without relaying nodes.

The success of Napster [28] made this technology reborn at thenimggof this century.
Napster is an online MP3 file sharing application which is @sduelp individuals to ex-
change MP3 files over the Internet. It has attracted nhare 20 million users in just over a
year after its launch. This success sufficiently demonsttatepower and value of the P2P
technology.

In the P2P model nodes are usually called peers. They mainly pesyonmetric roles. A
peer may act both as client and server, i.e., it is not onlywa&saonsumer but also a ser-
vice provider. P2P systems are in general deployable in an ad-haenfagther than in a
hierarchical fashion without requiring a centralized management or contrp[329]

The P2P computing model is characterized by following properties [31]:

« Decentralized: The major feature of P2P systems is decentralization. Giiper
control of resources, and administration in a P2P network are disttilaumong
peers.

* Symmetric: Peers are given equivalent capabilities and responsibilitiegkelthle
asymmetric client/server structure, a P2P system does noterequentral coordi-
nation among peers so that they can directly interact with each other.

e Sdf-organization: Each peer itself decides which resources can be shared wit
other peers. Moreover, peers collaboratively establish a trariBhinetwork ac-
cording to their interests and needs without central control.

* Dynamic: P2P networks are ad hoc in nature. This is based on the fact that pee
can join and leave a network at any time.

The most important advantage of the P2P model over the client/sevdet is that it does

not depend on a certain server infrastructure. The decentralizee 0&tP2P systems can
largely avoid or alleviate the problems of client/server systesuch as a single point of
failure and the performance bottleneck. In other words, P2P systemsore robust to

faults and more scalable than client/server systems. MoreovesyB&hs are more cost-
effective due to the elimination of cost-expensive servers.

P2P computing has received a wide attention. It has been incigagipijed in the many
application areas such as distributed computing, file sharing and cali@bcapplications
[30]. One of the most cited examples of distributed computing is @Bdime project [32]
which collects the idle CPU cycles in the Internet to anahgho-telescope data for

13
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searching extraterrestrial intelligence. The previous merdiapplication Napster [28] is
one of successful P2P file sharing applications. AOL Instant Mes$a3] and Groove [34]
are the representatives of P2P collaborative applications wHak asers communicate
directly in real time without relying on a server.

2.2.2 Pureand hybrid P2P models
The P2P models are distinguished in pure and hybrid P2P models [30].

Pure P2P models do not rely on any central entities to locate the resourcéne afetwork.
This task is usually accomplished by using appropriate routguyitdms. Peers in a pure
P2P system can be organized using an unstructured or structured topology.

» Unstructured P2P networkPeers form a random graph and a given file can be stored
at any node. The query is executed through time-to-live (TDfrolled-flooding
routing algorithms. Unstructured P2P networks do not scale well ethescom-
plexity of the query is linearly proportional to the number of actisdesN in the
network. Namely, the query requir€%N) hops to complete. Figure 2.2 illustrates an
example of the file query mechanism in Gnutella [35] which tigpacal unstructured

P2P system.
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Figure 2.2: An example of the file query in the Gnutella system

» Structured P2P networlPeers form a certain deterministic topology which might be a
mesh [36], a ring [37], a d-torus [38], and a butterfly [39]. In centra the unstruc-
tured P2P network, data items (files) are retained not at randers Ipat at specified
peers. This is achieved by using the following measure: eaahitdat is associated
with a unique key by hashing its content and stored at the node respdositilat
key. The mappings between data items and the associated peetsteotistributed
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hash tables (DHTs) which are used like routing tables in traditioetsvork level
routing protocols. DHT based routing protocols such as CAN [38], Chord [&83tyP
[177] possess better scalability and query efficiency than flgodiating algorithms
used in an unstructured P2P network. The complexity of finding a match iqua
structured P2P network is not more tl@{ogN). Figure 2.3 shows an example of the
routing mechanism in Chord (3-bit identifier).

Finger table of Peer 1

Entry Target ID | Successor

1 1+1 Peer 3
2 1+2 Peer 3
3 1+4 Peer 5

Figure 2.3: An example of routing mechanism in Chord

In Chord each peer and file is assignedrdit identifier using a common hash function. A
peer’s identifier is obtained by hashing its IP address, while’ édentifier is generated by
hashing the file, which is also called the key for the file.hBahds of identifiers are or-
dered in an identifier circle moduld"2A file is stored at the first peer whose identifier is
equal to or larger than its key in the identifier space (clockeiganized). For example,
given a 3-bit identifier (see Figure 2.3), we assume therthege active peers (peer 1, peer
3, and peer 5) in the networReer 1 is responsible for files whose keys range from 6-7, as
well as 0-1. Peer 3 deposits files with keys from 2-3 and peeefsKdes with keys from
4-5, respectively.

Each peer maintains an entries routing table, called the finger table (see Figure Rd3)
peern, its entries in the finger table point to successors (othespehich are determined

by (n+2") mod 2" ,wherel <i <m. For example, in Figure 2.3 the third successor of peer
1 is peer 5 ((1+2% mod 8=5). Using the finger table, each lookup hop shortens the dis-
tance to the target by half, since the target IDs in the tablease nearly by the power of
two. This results in a lookup complexity ©flog N).
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Hybrid P2P models use a central server to speed up the resource location in a P2P network.
The server is usually called the index server because it staleses for all files in the
network. The indexes specify the locations of the files. To dirfite a peer first connects

with the index server to obtain the location of the desired fild,then it sets up a direct

link with the peer that stores the file. With a lookup complegityD(1) this model pos-
sesses a higher query efficiency than the pure P2P modete gl illustrates a scenario

of this model, where five peers build up a peer group with the assesof the index server.

Peer2 Peer 3 Peer §

Query links, they are established as needed

(e COMMUNIcCation occurs among peers

Figure 2.4: Hybrid P2P model

The essential difference between the hybrid and pure P2P madtal ihe former uses a
server for locating the resources, whereas the latter @tidhe peers themselves rather
than a server to accomplish this task. However, these two modelshmalkigerence in the
key point of the P2P communication model, i.e. the direct communicatioredrettine
peers. To some extent, the hybrid P2P model represents alsdeapsimg of failure, when
the central index server is unavailable. But the negative ingmattie hybrid P2P systems
caused by this problem is not as serious as in client/serviensysn which the whole
communication relies on the availability of the server. So trebkstied group communi-
cations using a client/server system will terminate onceséineer crashed. In contrast, a
running peer group communication using the hybrid P2P model will not be eédrenpén
the index server fails. This is because the function of the irgleothing more than the
system bootstrapping, and the server does not take part in tbiecdinemunication among
peers.
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2.3 Comparisons of the models
The following table summarizes the main characteristics oflteet/server and P2P model

which have been discussed in the previous two sections.

Table 2.1: Comparisons between the client/server and P2P model

P2P model
Features Client/server | Hybrid P2P Pure P2P model
model model Unstructured | Structured
Using a central entity Yes Yes No No
Direct data exchange No Yes Yes Yes
Complexity of the data query q1) dl QN) Qlog N)
A single point of failure Yes To some extgnt  No No
Performance bottleneck Yes To some exjent No Np
Scalability Low Medium Medium High

2.4 Video conference systems

A video conference system is used to enable two or more parteigaimteractively com-
municate by simultaneously applying video, audio, and whiteboard.alsis a type of
groupware system used for the visual collaboration [178]. As showmyume=2.5, a video
conference system is usually made up of two parts: signaling and media e{&)ange

User-interface
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Signaling Media
Group QoS Floor | |« Video | Audio
management managment control board

I I

Network

Figure 2.5: General structure of a video conference system

The signaling part is responsible for the conference control. pisalyfunctions are the
group management, the QoS management, and the floor control:

» Group managementlt is mainly used for the establishment and termination of a

meeting. Its functionalities include the supervision of the group cotigrogjoin-
ing or leaving a meeting), user registration etc.
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» QoS managemenit negotiates QoS parameters (e.g. the frame rates amaidwe
resolution) between participants with different computing resouaces band-
widths, and controls the parameters during the meeting.

> Floor control It regulates the access to shared resources, in particular to the white-
board, among participants. Basically a shared resource is dllmmMee accessed
by only one participant at one time to avoid the race condition problem.

The security management in a further sense also belongs tgladrng) part as discussed
later in this thesis.

Media

The media part comprises the audio/video processing units and whiteboaraigication.
The task of the audio/video processing units is to efficiently tnérthe audio/video sig-
nals over the network. The audio/video processing consists at lemgh operations: vi-
deo/audio digitalization and compression. The whiteboard supports the sbidogu-

ments among participants.

Development of video conference systems

A video conference system can be designed by using either th&seiger or the P2P
model. In a client/server based video conference system confeeness are introduced
to coordinate conference clients by centrally handling siggalata. In some cases even
media data are centrally processed by the servers. In Bd328 video conference system
no conference server is used to coordinate participants. Insedcpants themselves co-
operatively perform the conference control by directly exchanginglsigraata. Moreover
they directly distribute media data to each other. In some cases, a ceityrdeaentregister
server) is applied to a P2P conference system to make the &ppitsty of a conference
easier. Figure 2.6 illustrates the scenarios for a cliemélsand P2P video conference sys-
tem.
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(a) Client/server based system (b) P2P based system

Figure 2.6: Scenarios for client/server and P2P based systems
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A client/server based video conference system suffers the waaleesses as any other
client/server system, in particular that the server representgla point of failure and may
become a performance bottleneck. The peer-to-peer approachasffaiernative way to
designing video conference systems. It is a distributed approachhenethyt puts no or
only little reliance on a certain server. Thus, the drawbacksenit/server based systems
can be basically eliminated.

The difficulty to developing a P2P video conference systempsagerve a consistent view
on the meeting at every participant. Only with a consistent vierticipants can have a
common group membership list, uniquely tuned QoS parameters, and ed &aghe to
access to shared resources which are essential requirememdédiog a conference. This
is not a major concern for client/server conference systente all signaling is centrally
handled by the conference server. The consistent view of angneatn simply be distrib-
uted to the participants by the server. In contrast, a consiseemtofithe meeting in P2P
systems is not trivial to achieve because the processing dignaling data is distributed
to the participants, and no central entities are responsible for this task.

However, most video conference systems have been designed in compliance Wig2ghe
standard [12] which is based on the client/server architectures®Bfar only a few P2P
video conference systems are reported like BRAVIS [17], DAVIK8] and the P2P-SIP
architecture [40], [179]. No document can be found for the DAVIKOesystiescribing
how it achieves the consistent view in a meeting [8]. The P2RuSHhtecture allows users
to register themselves in a P2P network instead in a c&iRakgister server. A caller can
find a desired communication partner by using a DHT protocol sudbhasd. Unfor-
tunately, the proposed scheme is not a complete architectureP®f aonference system
because it just removes the need of an SIP registrar. In addite,i$ nothing said about
maintaining the consistent view in a meeting. Only the BRAVYkKSesn has addressed the
consistent view issue so far which is crucial for the sucokssP2P conference system.
Therefore, we only give a more detailed introduction to the H.323 and/BERgystem in
the following sections which are typical representatives otlieat/server and P2P based
systems, respectively.

2.4.1 H.323video conference systems

H.323 video conference systems were designed by employing ¢én¢/sgrver model. The
H.323 standard specifies four kinds of logical componentsl @23 Entitie} used for mul-
timedia communications which consist of one client entity (termenad three server enti-
ties: gatekeeper, multipoint control unit (MCU), and gateway.
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A terminalis a client-endpoint (PC or stand-alone device) which providégimes bidi-
rectional multimedia communications. Thatekeepeis the most important entity of an
H.323 network. It also called the administration server which offalitscontrol services
and management services to the H.323 entities. The MCU is al @mirawhich provides
services that allow three or more endpoints to take part in a eonércall. Agateway
connects two different networks. It works as a proxy server girayiprotocol conversion
services between H.323 terminals and other terminals that do not support H.323.

In the following we go insight the gatekeeper and MCU bectneseplay decisive roles in
a H.323 system. The signaling data for group management, QoS manageardeitbor
control are centrally processed in these two entities. In sppieation scenarios MCUs
are even in the charge of the central processing of media data.

Gatekeeper

H.323 networks are partitioned into different zones for their manageisee Figure 2.7).
Each zone consists of terminals, gateways, and MCUSs. It is edubgoa single gatekeeper.
A zone may be independent of the network topology and may be codpfiseultiple
network segments which are connected using routers or othersléDidy one gatekeeper
is allowed in a zone at any time.
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Figure2.7: A H.323 zone

Although the gatekeeper was originally considered as an optiongooc@mt in the H.323
standard, it is in practice an essential element for definingcantlolling how voice and
video communications are managed over IP networks [27]. The gateketpas an ad-
ministration server managing all activities in a zone. Algaper supports the group man-
agement including user registration, address translation, call aicpuand network man-
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agement etc. Functions like call admission control and bandwidth cordgrakad to man-
age the quality of service in a H.323 zone.

MCUs

A MCU typically consists of the multipoint controller (MC) atite optional multipoint
processor (MP). The MC is the conference controller responsibtad consistent view on
the meeting. It manages all states of the current conferegmo@sjotifies all participants
about participants entering and leaving a conference. The MC afsonpeithe floor con-
trol by granting a participant the access right to the shared resoeuge® (Wwhiteboard) for
a certain time. Regarding QoS management the MC determinesococapabilities for
audio and video processing between all terminals [26]. The H.245 ceignaling proto-
col is the communication channel between the MCU and all termioascomplish the
tasks mentioned above. The MP provides means for mixing, switching, opoticessing
of media streams under the control of the MC. MCUs are gpkmrsive. An H.323 MCU
may be implemented in hardware or software. Hardware based M@Usuch more ex-
pensive. Their costs range from fifteen thousand dollars to over twodautisrusand dol-
lars. Software based MCUs are more moderately priced. The aostbetween several
thousand and twenty thousand dollars [180].
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Figure 2.8: H.323 centralized/decentralized conferences

Using MCUs, a multipoint conference can be held in two waysralezgtd or decentralized
(see Figure 2.8). &entralized multipoint conferengs one in which all participating ter-
minals communicate in a point-to-point fashion with an MCU. The texisiinansmit their
control signaling, audio, video, and/or whiteboard data to the MCU. The Nt@hwhe
MCU centrally manages the conference. The MP within the M@Gt¢esses the audio,
video, and/or whiteboard data and returns the processed streamk tere@nal. In ade-
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centralized multipoint conferendde participating terminals directly multicast or multi-
unicast their audio, video, and data to all other participating tersnimighout passing an
MCU. No audio or video MP is required in this case. But similar ¢entralized multipoint
conference, signaling communications between terminals dreaildinated by a single
point MC. The so-called decentralized video conference in H.323 isliyriwd a real de-
centralized conference. Despite its decentralized procestimgdia data the entire system
still falls into the client/server model category due $ocintralized processing of signaling
data.

2.4.2 BRAVIS system

In fact, early in 1998 when the term P2P was far less popularnthaadays, being con-
scious of a series of weaknesses of client/server architagtacein video conference sys-
tems, at BTU Cottbus a P2P multiparty video conference sysiailed GSCVA [41],
based on ATM was developed. On the basis of GSCVA, an IP versibe ¢f2P multi-
party video conference system, called BRAVIS [17], has receleteloped. It war de-
signed for supporting small closed collaborative groups up to 20 partipast the Inter-
net in a conference. Small group peer-to-peer meetings are dnmrevery-day life such
as business talks, conferences, consultations, teleseminars, multipagt/eganinteractive
and collaborative meetings tend to be much smaller compared to thenafimast meet-
ings set up via the Mbone [42]. The tecinsedindicates in this context that peer-to-peer
group communication occur in the realm of domains, for instance, insidatarprise
whose branches are geographically dispersed. This corresponds toctited federated
P2P communication model [43]. The entrance into the meeting rev/itgtion. This corre-
sponds with every-day procedures which use (oral or written) iioritator participation.
The features of the BRAVIS system are the following.

Hybrid P2P model

BRAVIS uses a hybrid P2P model. A SIP registrar is integran the system to allow
peers registering their current IP address and retrieveutinent IP addresses of the other
peers for invitationsThe hybrid model was chosen for two reasons.

Efficient user lookup

Only one lookup operation is needed to locate a user when using thé Bgftimodel.
However using a pure P2P model, this process requires aDigagh) lookup operations
to complete, such as in the Chord system [37]. Moreover, consideangactical situation
of a closed environment, this one lookup operation in the hybrid P2P modzlbeoelimi-
nated for most cases if appropriate measures are taken. In isetenmany people are
nowadays equipped with desktop computers. So the binding between the useandrie
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addresses will be kept unchanged for a quite long time. Peoptewalty set up a contact
list by caching such binding information during each communication. Tdrergfeople do
not need to connect to the SIP registrar every time if theilacbhst contains the IP ad-
dress of the invitee.

Security consideration

In a pure P2P system there is no central authority responsgkeefadentity management.
This allows an attacker to use different identities to attendecemées. Such an attack is
called Sybil attack [44] which means identity forgery. A deth#aplanation about this is
given in the next chapter.

Decentralized group management

All peers in the group are assigned identical capabilities aspkpres by using the same
system structure. The signaling modules (group management module pfidai enodule,
QoS module), and the media modules (video manager, audio manager, and vd)it@i@oar
available at each peer. Thus, each peer has the ability to supgbe/isemposition of the
group, to control the access to shared resources such as the whitabdat@l tune QoS
parameters without calling any additional server. Furthermore,andata transmissions
take place among the peers involved in the current conference withgtaudedicated
server like the MCU in H.323 systems. The signaling modules ruopaftGCP protocol
[45] [46] (see below). Figure 2.9 shows a four peer conference examgleach peer’s
system structure.

Four peers group conference BRAVIS Structure at each peer

1
Group QoS Floor i Video Audio White
manager manager control i manager manager board
¢ { (R $
GCP i RTP
{ | {
UDP TCP

Signaling/media Link

Registration/query
if it is needed

Figure 2.9: BRAVIS system architecture
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Decentralized group communication protocol (GCP)

GCP Group Communication Protoco[45], [46] is the keystone of the entire system. It
was designed for addressing a critical issue of P2P video coodegsystems: how to en-
sure the consistency between peers. Based on this consistepegrallpossess the same
view on the actual group state and can uniquely decide all groupdrédatees by them-
selves, e.g. QoS parameter tuning or floor assignment. Fodajpeaps, the system has
further to ensure the closeness of the session. GCP achievbyg prsviding virtual syn-
chrony [47] service (i.e. reliable, atomic and totally ordered groupn@unication service)
to the upper layer modules. Basically, the exchange of signdditeghas to fulfill the fol-
lowing requirements to assure the consistency of the group management data:

* Rdiability: In contrast to the transmission of continuous media data where som
frames may be lost, distorted, or discarded, the exchange obldafdrmation has
to be reliable.

» Atomicity: All participants must be equally updated, i.e. the messagesttde
delivered either to all participants or to none of them.

* Ordered dédivery: The messages are delivered in the order they are senerFhis
sures that events like joining or leaving of a conference, ayrasg the floor are
indicated to all participants in the order they occur.

2.4.3 Comparisons between client/server and P2P confer ence systems

In the following we give some concise comparisons between skewér and P2P video
conference systems by using H.323 systems and BRAVIS as @sanipe comparisons
are related to decentralization degree, fault-tolerance, cost of ownershipakatlisy.

» Degree of decentralization:The client/server based video conference system is a
centralized system which relies on central servers towialthe signaling and media
data of all participants during the meeting such as gapekeand MCU in the H.323
system. The P2P video conference system is highly decerdrdlimededicated servers
are used to centrally process the signaling and media datahdfibeen demonstrated
in the BRAVIS system.

» Fault-tolerance: The client/server video conference system is not fault-talehae
to the application of servers. Whenever the servers are outvideseall existing con-
ferences will be terminated and the new conferences cannotdéMatreas the P2P
video conference system does not have this problem, since all contrnolealia data
are exchanged directly among peers during the meeting withouttémeention of a
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server. The failure of a peer only prevents that peer from tisengonference service,
but does not affect other peers’ normal operation.

» Cost of ownership:The cost of a client/server video conference system islysual
much higher than that of a P2P system. This is because expensme $@ve to be
applied to coordinate the communication among all participants .a8I€lds in H.323
systems. In contrast, P2P conference systems like BRA\W@énéhe coordination of
all peers in a conference by themselves. Thus no money is retpriepensive serv-
ers.

» Scalability: The number of conferences supported concurrently in a client/server
based conference system is limited due to the performanicieties of the servers.
Whereas their number is not restricted by such a condition irPasigem, since no
central servers are deployed. The number of simultaneous comferamgported in a
P2P system is constrained not by the system itself but vtible bandwidth of the
network. Thus from the perspective of the capacity of the systdP@Pavideo con-
ference system is more scalable than a client/server system.

The above comparisons have shown that P2P based video conference pgstass a

number of benefits over client/server based conference systenisisSikely that many
future video conference systems will be designed by applying the P2P approach.
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Chapter

3

Threatsto Conference Systems
and Countermeasures

The Internet has become an important part of our life. It bringsdpgbrtunities and chal-
lenges. The Internet promotes efficient business practices aifithteg€ information ex-
change. On the other hand, security is becoming a major comcets fise due to its open
nature. This chapter investigates the possible threats to vidéeremee systems when
running over the Internet by using BRAVIS system as an exaampleliscusses respective
countermeasures.

3.1 Threatsin thelnternet

Security has added as an afterthought to the Internet. The RRPAhe predecessor of
the today Internet, connected a small group of people within sé¥8rahiversities. Secu-
rity was less an issue at that time, since users gen&redly and trusted each other. This
ideal scenario was no longer preserved after the Internetcasmmercialized in 1989.
Nowadays the Internet has already penetrated into every adrttex world and its usage
patterns have radically changed. Its use is not limited taelagively closed academic
community any more; instead it has connected diverse commuartbesd the world.
Hence the basis to forming trust relationships among userst.isTlos Internet is essen-
tially a hostile network environment nowadays. The report [48] showghbatumber of
security incidents occurred in the Internet have grown dramigitigedr by year. Thus it is
commonly believed that security is a key point for the correct utilization ohteekt.

The Internet is more strongly vulnerable to attacks than traditmeramunication net-
works such as ISDN. The latter is a tightly controlled andw@aatable network where users
are administrated by their service providers. The Internet, oatliee hand, is a complex,
dynamic world of interconnected networks with no clear boundaries andnti@al control
[49]. Therefore adversaries can mount attacks anywhere withaitfgee of identification.
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Widely available automated attack tools open more opportunitiedtémkars. Malicious
users with little technical knowledge can effectively attack targetedtshjéih these tools.

Attacks may be passive or actiRassive attackaccess without authorization to informa-
tion by silently eavesdropping packets running over the networkrdaihfs0], a packet
sniffer tool, can be, for example, used for such attacks. Passive ateckieult to detect,
because they do not change datetive attacksactively impair the normal operation of a
system by interrupting, modifying, or generating network traffisey are easy to detect
but difficult to prevent completely. The kinds of active attacksuhelbut are not limited to:

>
>

A masquerade attack aims at impersonating an entity.

A replay attack resends a previous recorded message in its entirety or itopart
produce an unpredictable effect.

A man-in-the-middle attack means that an attacker intercepts and intently alters
exchanged data with the aim to masquerade as one of the commurecétieg to
fully accessing to a service or resource.

A modification of a message occurswhere the content of a message is randomly
and deliberately altered without detection and leads to an unauthorized effect.

A denial-of-service attack (DOS) prevents legitimate users from accessing the
usually available resources by either overwhelming the targwbriewith a large
amount of data or deliberately consuming a limited resource [5&].UDP (User
datagram protocol) flooding attack is an example of exploitingfdah@er attack
technique which simply injects many UDP packets into the netwockrisume all
available network bandwidth. The SYN flooding attack is a typicah®pte of us-

ing the latter attack technique where an attacker initiates a lot of Ti@Rsmission
control protocol) connection requests without completing the required handshake
as required by the protocol. This can exhaust the resource oictime machine,
thereby preventing other users from setting up connections with this machine.

A distributed denial-of-service attack (DDOS) is accomplished by capturing a
large number of machines and forcing them to attack a targehine using one
certain DOS attack technique. The difference between DDOS a&li®Mat the
former makes use of a number of compromised machines for the attack.

3.2 Threat modeling for BRAVIS system

Like other services video conference services are prone tesagppearing in the Internet.
The main focus of this thesis is to construct a secure P2P \odderence system to sup-
port confidential talks over the Internet. In general, the $iesp towards building a secure
application is to identify risks raised by possible attacks. #aiteattack could pose the
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unequal degree of impairments on different applications, becausegalatation has its
own characteristic, scope of deployment, and security requiremémnits.ebch application
or system necessitates an associated risk analysis toyspeaihich kinds of threats it
primarily and truly envisages.

Threat modeling is a structured methodology to perform the risksaasat for an applica-

tion or system. It systematically identifies and modelstlineats that an application most
likely faces. So far there exist two approaches used for this murpdsck tree and

STRIDE model. The attack tree model (or threat tree model)gb@nerates all possible
threats to a system and summarizes them into a tree struth&eoot of the tree corre-
sponds to the intended goal of an attacker. The leaves represeentiffays to achieving

that goal. Each intermediate node is a sub goal, and childrentohdtla are ways to

achieving that sub goal. This model works well for small systétiowever, applying this

model to complex systems is labor-intensive and nearly infeasibtee there may be thou-
sands kinds of possible attacks faced by a system. Moreover, nevokiatdscks unceas-

ingly emerge with the evolution of the attack techniques. Consequitratlgiesigned attack

trees have to be revised due to those new attacks.

Recently Swiderski and Snyder proposed the STRIDE model [53] fessasg the dam-
ages caused by threats. The STRIDE model does not exhaussvely possible attacks,
but focuses on the results of possible attacks to a systemedbaaes all possible attacks
into six classes based on their effe§soofing, Tampering,Repudiation,| nformation dis-
closure,Denial of service, anBlevation of privilege. This model has been applied to many
applications for risk analyses [54], [55], [56]. Likewise we makeaisefor the threat as-
sessment to our BRAVIS system.

The BRAVIS system may envisage five kinds of the threats dTHIDE model (see Fig-

ure 3.1). Repudiation is not a relevant threat for BRAVIS. It mdaatsat user denies that
he/she performed specific actions or transactions. This threatile@ conference system
implies that a user refuses to pay for a video conference séyidisallowing that he/she
has utilized it when the system is deployed for the provision of @abivices. The appro-
priate countermeasures to defending against this threat haveakebeby a video confer-

ence service provider, because he/she will earn money. Stcbah ¢an be neglected for
BRAVIS, since it is intended to be used in an enterprise environwtesre video confer-

ence services usually raise no charge.
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Threats to the
BRAVIS system

RN

Y ) Al =
Information Denial of ‘ Elevation of

disclosure service privilege

Spoofing ‘ Tampering ‘

Figure 3.1: Threats to the BRAVIS system

These five threats may affect the BRAVIS system as follows:

» Spoofing. An attacker may participate in a video conference using soneeels
identity. This can be accomplished by using a masquerade or a ftreimddle
attack.

» Tampering. Signaling or media data of a video conference may be changed in
transit by an attacker. This can terminate the conferendegrade the quality of
the conference. For instance, a serious corruption of voice data madylde the
clear understanding of the talk by participants.

» Information disclosure. The content of a meeting might be intercepted by an at-
tacker. This can be readily done by means of a packet sniffer.

» Denial of service. A legitimate participant sometimes might be unable to iriat
video conference call or answer to it due to a DOS or DDOS attack.

» Elevation of privilege. A participant attempts to achieve a higher level of privi-
lege than he/she is normally allowed to have. For example, in aprésgesetting,
employees are usually not allowed to place a video conferalicbypassing the
immediate superiors.

3.3 Counter measur es

3.3.1 Security servicesfor the BRAVIS system

To mitigate the threats mentioned above, the following secseityices ought to be in-
cluded in the BRAVIS system to ensuring the security of the conferences:

> Authentication: Each participant can enter a meeting only after his/heneth

identity is verified. This ensures the participants in a meeatnegthe people they
claim to be.
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> Integrity: All messages exchanged in the meeting should not be changed during
transmission. This concerns both: signaling and media data messages.

» Confidentiality: The content of a meeting should only be accessible by current
participating members. It should be never disclosed to a non authorized third party.

» Authorization: The participants are only allowed to enter a meeting that has
granted the right to them.

These four security demands are supposed to withstand the tpeatshg, tampering,
information disclosure, and elevation of privilege, respectively. Hoeliminate the risks
raised by denial of service will not be taken into account intki@sis for two reasons: (1)
A DOS attack poses less impact on a P2P based system thant/garver based system.
The BRAVIS system follows the hybrid P2P model. A SIP (Besmitiation protocol)
registrar server was introduced to provide off-line services aad® address registering.
The unavailability of this server due to a DOS attack does nettatie running confer-
ences, because the communication runs directly between peers. @nBi@l-purpose
measure can be used to actively defend against DOS atiiaeke their enormous kinds of
variations. In practice precautionary measures are taken to thetgctrather than mitigate
them. For instance, an intrusion detect system (IDS) could be eeptoyautomatically
detect and respond to DOS attacks. The possible threats and #sponding countermea-
sures in the BRAVIS system are summarized in Table 3.1.

Table 3.1: Threats to the BRAVIS system and corresponding countermeasures

Threats Countermeasures

Spoofing user identity Authentication service

Information disclosure Confidentiality service

Authorization service

| |
| |
‘ Tampering with data ‘ Integrity service
| |
| |

Elevation of privilege

3.3.2 Cryptography

Cryptography is a commonly used technology to deliver secuntyces required by a
system. It is a mathematical based technology that transidabasinto the unintelligible
form to prevent undetected modification or unauthorized access [57]. TA¥IBRystem
provides the above mentioned security services by using cryptogtaphiyology. The
basic and widely used cryptographic methods embrace symrketrialgorithms, asym-
metric key algorithms, hash functions, and digital signatures.
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Symmetric key algorithms

Symmetric key algorithms assure confidentiality by transiiogna plaintext into an un-
readable form. The name of symmetric key algorithms origgnfaten their fundamental
property that the same key is used in the encryption and decryptesprsee Figure 3.2).
Symmetric key algorithms require that the shared secreiskdigtributed to the communi-
cating parties via a secure channel, because the privacy obrtiraunication mainly de-
pends on the secrecy of the key. Therefore symmetric key algasriire also called secret
key algorithms. Secure key exchange channels for the delif&sys are usually difficult
to set up between people who never met before.

Secret key
@2@ Secur'? channel
\ﬂ, ""
’JJ‘J }
~— ~—
Encryption —»&—b Decryption
Plaintext Sender Ciphertext Receiver Plaintext

Figure3.2. Symmetric encryption

Typical symmetric key algorithms, such as DES (Data enorystandard) [58] and AES
(Advanced encryption standard) [59], are basically constructed by sigbstitution opera-
tion in conjunction with transposition operations to archive the maximeorise A sub-
stitution operation replaces a plaintext symbol by another onen8piraition, also called
permutation, rearranges the order of symbols. Substitution and trarspagierations
serve to achieve confusion and diffusion, respectively, which are tsemtesd attributes
required for a secure symmetric key algorithm [60]. Confusion misamsny relationship
between the plaintext, the ciphertext, and the key are conc&ifagsion refers to the
property that the statistical structure of the plaintext is not retained iptiertext.

Asymmetric key algorithms

Asymmetric key algorithms introduce a pair of keys for eachiggaant: a public and a
private key. The public key can be publicly and widely disseminateie the private key
must be kept secret by the owner. Therefore these algoréteradso referred as public key
cryptographic algorithms. The public key is generated from thetprkey, but the private
key cannot be determined from the public key. A plaintext encrypted tisngublic key
can only be decrypted with the associated private key, and visa. ViEhe primary benefit
of asymmetric key algorithms is that the need for the sé@yexchange channel is elimi-
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nated, so that people who have no pre-existing security arrangemesgotaely exchange
messages. Asymmetric key algorithms can be used for confidgragwell as authentica-
tion purposes. Figure 3.3 illustrates their use for confidentiality.

Receiver’s Receiver's
public key private key

L

} |
crepton—>}—py—> Decrypﬁon

Plaintext Sender Ciphertext Receiver Plaintext

Figure 3.3: Asymmetric encryption

Asymmetric key algorithms are different from symmetricoirethe way they provide se-
curity. The security of asymmetric key algorithms compjetelies on the difficulty to
solve some well-known problems in number theory. The famous RSA (F8hestir-
Adelman) algorithm [61] was established on the basis of the pnobfefactoring large
numbers. The Diffie-Hellman (DH) algorithm [62] which is broadked in key exchange
protocols depends on the difficulty of computing discrete logaritmnaslarge finite field.
Asymmetric key algorithms are usually in the order of 1000 tish@ser than symmetric
ones due to their larger computation complexity. Moreover, asymmiadyicalgorithms
need larger key sizes than symmetric ones to achieve equivademitys strength. The fol-
lowing table gives a comparison of the different key sizes fosdhee security level for the
two kinds of algorithms.

Table 3.2: Key size comparison at the equivalent security strength [63], [64]

Symmetric Algorithms 40 bits 56bits  64bits 80bits 96bits 112bits  120bits = 128bits
( DES, AES)

Asymmetric algorithms 274 bits = 384bits 512bits  1024bits  1536bits = 2048bits 2560bit  3072bits
(RSA, DH)

Hash functions

Hash function is a computationally efficient function that maparhitrary length message
to a fixed length value. For instance, the widely used SHA-1(Sétasb Algorithm 1)
algorithm hashes a variable-length message to a 160 bit val@shAfunction must have
the following properties when employed in cryptography:

» Oneway: Given a hash value, it should be computationally infeasible to daeve t
corresponding original message.
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» Collision resistance: It should be computationally infeasible to find two different
inputs that hash to a common value.

These properties assure that each message has a unique hash value asgbdtateal tve
hash value is also regarded as “digital fingerprint” or “ragesdigest” of a message. Hash
functions can be used for checking the data integrity of a neasaglocal host. However,
they alone are unable to protect the data integrity of a messagmitted over a network.
An attacker could insert his own message and the hash value aig¢bsage into the net-
work to cheat the receiver, because the receiver has no meansriiie whether a mes-
sage comes from the proper communication partner or not.

In practice keyed hash functions, also caledssage authentication cod@ACs), are
used for data integrity checks of networked applications. The MA&L oéssage is com-
puted by either encrypting the hash value of the message ywitht gecret key or hashing
the concatenation of the message and the secret key. Thus aaftjoaltef the message
including message fabricating can be detected by the reciperduse the MAC value is
tightly bundled with the secret key that the attacker does not kn®MACH[65] is a
stronger variant of the MAC method. It applies keyed hash functiane twsuccession to
generate the hash value of a message.

Digital signatures

Message authentication codes protect the message integrity ebtmmunicating parties,
but they do not protect the two parties against each other [66]isTiesause the two par-
ties share the same secret key, so that each can deng/gte hctually sends the informa-
tion or forges a message on behalf of the other. To prevent these godssihites, digital
signature schemes have to be introduced which use an asymmetric key algorithm.

Digital signatures are usually created in two steps. ffiessender calculates the hash value
of the message, then he/she encrypts (signs) the hash value with his pyiv&igikag the
message digest instead of signing the message itself allomske the digital signature
shorter and to reduce the computation delay, since the length ségeedigest is fixed
regardless of the length of the message. Moreover, a hashirtigfuiscnuch faster than a
signing operation in practice. To verify the digital signature réoeiver first re-computes
the hash value of the message and then decrypts the digital sgwattuthe respective
public key of the sender and compares this decrypted hash value widtoneputed one.

If the two values match the signature is valid. Figure 3.4 illiestrthe process of creation
and verification of a signature.
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Figure 3.4: Digital signature

Digital signatures are mainly used to verify the authentioftghe origin of information
(data origin authentication and non-repudiation), since the sender’sepkegtuniquely
identifies the sender. As a side-effect of a digital signatbeedata integrity of a message
is checked as well, because the signature is verified bpaang the received hash value
with the recomputed one. Moreover, digital signatures have becomseeaiaselement in
a signature-based authentication protocols for entity authentication.

3.3.3 Entity authentication

Entity authentication is to verify the authenticity of the claimed idestdfecommunicating
entities. It plays a crucial role in a secure system. Pmoyidiher secure services such as
data confidentiality, data integrity makes no sense withoutyeatithentication. The pri-
vacy of a system would be wholly undermined if an adversary coulcage@ss to it with a
forged identity.

Entity authentication verifies the credentials presented bgimant. Thus entity authenti-
cation technologies can be classified into three main catedpasesl on the type of creden-
tials [67]:

» Something you know. The claimant presents a common secret to the verifier, e.g. a
password or a signature where the possession of the secret is verified.

» Something you have. The claimant demonstrates the possession of something to
the verifier which is only retained by the claimant. Somethipically is a physi-
cal object that is difficult to forge or to modify, such as magrstipe card, smart
card, and so on.
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» Something you are. The verifier measures physical and behavioural properties
(biometrics) of the claimant, such as fingerprints, handwrittgnasiires, voice,
and so on. These biometric values are unique for every individual in the world.

The “something you have” class of authentication technologiesresathie corresponding
reader to retrieve the information stored in the card when aidhting. However, readers
are generally not embodied into computer systems as standard comp8oehts.kind of
technologies is not widely deployed in computer and network environments.

The “something you are” class are not advocated to be used fauikentication via re-

mote authentication servers, because the corruption or compromiséeritanation serves
gives rise to large-scale privacy and security issues.tt@okar can utilize the stolen bio-
metric values of an individual to impersonate him/her. The moreuseproblem is that it
is difficult to stop such impersonation attack even if the comproofiske biometric val-

ues is perceived. This is because the biometric values of amdumali are everlasting for
one life without change. Therefore this kind of technologies is lysuséd for local au-

thentication, for example, to control access to a laptop.

Actually so far only the “something you know” class is widetypdoyed in network envi-
ronments for authentication purpose. Password-based authentication andreijaséed
authentication are two most common used techniques in this class.iFlaeneed to de-
termine which one is more appropriate for peer-to-peer network environments.

Password-based authenticatiamorks fine in client/server environments. Its principle is
rather simple: passwords are installed in the server in advérecsgrver verifies the au-
thenticity of the client by comparing the stored password of tiettovith the received
password. To avoid interception and replay of a password over an insbanreel, chal-
lenge/response schemes are designed to achieve the goal. lleageiiasponse authenti-
cation protocol a client can prove the possession of a secret derthex without transmit-
ting it over the network, e.g. Challenge handshake authentication protocol (¢&8ARhd
the Needham/Schroeder authentication protocol [69]. However, a password-baseii authe
cation approach inherently faces four issues for its use in P@Briketnvironments due to
the lack of an authentication server to centrally manage passwends, it does not scale
well, since each peer has to store the passwords for other pespadly, its use is con-
fined between known peers, because passwords should be securely disimilaumnteut-of-
hand manner before communication. Thirdly, a malicious peer can imperstheat peers
after exchanging passwords with it. Moreover, compromisingeapay disclose all pass-
words to an adversary, so that all passwords in the system haveipoldded. For short,
the password-based authentication approach is not a good choice for a P2P system.
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The signature-based authentication protoéeldesigned on the basis of a digital signature.
The claimant demonstrates the possession of its private kegigpgia message with it.
The verifier can ascertain the validity of the signature lyguthe respective public key of
the claimed identity. Moreover, to prevent replay attacks, additrmorades or timestamps
are attached to the messages exchanged. This measure providegedtmaformation
about when an authentication message was created so that capekatermine whether
another one has actually participated in the current communidd@@nThe signature-
based approach completely overcomes the weaknesses shown in a passashrdga
proach when it is applied to a P2P system. The signature-basedt@atien protocol is a
general large-scale solution, because each peer needs only iitsk&&n private key. The
public keys of all peers are published in a public directory. Peahwever met can au-
thenticate each other due to the free accessibility of public keysalicious peer cannot
impersonate another peer, since each peer keeps its privateckeglys The compromise
of one peer only threats the private key of that peer so thatvaiekey is needed to up-
date with the new one except that of the compromised peer. To sutheusignature-
based approach is more suitable for a P2P application than the phbswed approach
when used for entity authentication.

3.3.4 Roadmap of applying crypto algorithmsin BRAVIS

In practice most systems simultaneously apply secret key and peplalgorithms to pro-
vide security services to profit from the complementary progedieboth kinds of algo-
rithms. These systems are called hybrid cryptographicragst8ecret key algorithms pro-
vide higher performance in term of encryption and decryption operatiohf)e secret key
distribution is a big issue. Public key algorithms are in conteatively slow in their use.
The primary advantage of public key algorithms is that no sebegtnel is needed for the
key distribution, because the keys can be publicly distributed. A hgisigm is usually
built by combining the advantages of both kinds of algorithms. The messaggtion is
performed by an efficient secret key algorithm. A public &lgprithm is employed for the
distribution of the secret key needed in the secret key algorBluch design strategy has
been deployed in lots of applications. For example, PGP (Pretty Biboacy) [71] is a
hybrid system used for secure e-mail. E-mail informationfiiseéncrypted with a ran-
domly generated session key, while this session key is encryptesingyrecipient’s public
key. Finally the encrypted e-mail and the encrypted session kethéogee forwarded to
the recipient.

Following this principle, we design a crypto system for the ptate of video conference

services offered by the BRAVIS system. It is helpful fortaudigure out a roadmap that
illustrates the relationship between crypto algorithms appligtdarsystem as well as the
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relationship between crypto algorithms and the desired secuniigese Figure 3.5 depicts
the roadmap of crypto algorithms used in the BRAVIS system.

Confidentiality Data Integrity Authentication Authorization
\

. Message Entity |
Encryption ‘ authentication code authentication | Access control
Secret key | Group session ke Digital | Public key
algorithms P y signatures algorithms

\

Group session key
management

Figure 3.5: Roadmap of crypto algorithms in BRAVIS

As shown in Figure 3.5, confidentiality for all kinds of messages wdeo conference is
ensured by means of secret key algorithms to meet the retaletime requirements. Al-
though both MAC algorithms and digital signatures can be used for thentiegrity pur-
pose, MAC algorithms are selected due to their more computaefindency. As dis-
cussed in Section 3.3, signature-based authentication rather thanrdalsased authenti-
cation schemes should be applied to P2P systems for entity awhientiSignature-based
authentication schemes are usually time-consuming, because thiegsark on computa-
tionally-intensive digital signatures. Nevertheless signatased authentication schemes
are acceptable in real-time applications, because the euntiitgraication is only performed
when a new member wants to join a meeting. The slow authentiseh@emes do not hurt
the real-time communication of a running conference except delt#ynining of a new
member. Entity authentication and access control list (ACL)chrgely linked. The au-
thorization service is achieved by checking ACL to decide whethesuthenticated par-
ticipant is permitted to perform some actions predefined in the ACL.

The privacy of a meeting largely relies on the secrecy ofisled group session key as it is
an import input to the secret key algorithms and MAC. The compeoaiithe group ses-
sion key gives rise to the loss of data confidentiality and iityeigr a meeting. Designing
an efficient and secure group key management protocol is stillllerdiag task for P2P
real-time settings. For this, we propose a simple and new protadteld VTKD {irtual
token based key distributipm Chapter 6 to address this critical issue. The primaryradva
tage of VTKD is that it is more efficient in terms of kegnewal delay than existing
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schemes. This results from the fact that not only public keyitigts but also secret key
algorithms are involved in the VTKD protocol. Moreover, secret kggrahms are mainly
used in the rekeying procedure.

The roadmap of Figure 3.5 has specified the types of cryptathlgsrand protocols used
to provide the desired security services for the BRAVIS systanother words, it has
enumerated all necessary architectural elements needed tevitlepment of the security
architecture of the BRAVIS system. How these elementgfficently integrated into the
system is addressed in Chapter 5.

As mentioned above, public key algorithms can be used in the group kagenaent pro-
tocol for the secure delivery of the group session key, but they introduce an eqftiallit dif
problem, i.e. how to disseminate the public key. It is true that pubyis &an be published
and distributed freely without via secure channels, but how to ensura fnazblic key
really belongs to its owner is an issue. Delivering a publicokey an open communication
channel without proving the ownership is dangerous. Man-in-the-middle ataekbe
potential threats in which an attacker replaces the trangnputtblic keys with his public
key, so that he can gain access to the communication, while theorealunication part-
ners remain unaware of that. Therefore, public keys have to bibutist in a certificate
form which binds a public key to identifying information about its owiérs has created
a great research area, because the certificate manag@aeatation, distribution, trust
management, revocation) is a sophisticated issue. In the nerhssetgive a short over-
view as far as it is needed in this work, but it is not the focus of this thesis.

3.4 Certificate management

The certificate is a cryptographic data structure used forrgnaisubject’s identity to its
public key. The most popular certificates are the PGP [71] anXd.88G9 certificate [72],

[73].The former is merely used in the secure E-mail applic®@R, though its format is
understood in many other protocols (e.g. IPsec). In contrast, the hait been strongly
recommended and broadly deployed in many applications or sysdterapplication scope
is not limited to the secure E-mail application (e.g. S/IMIM#any well-known security
protocols such as IPsec, SSL make use of it for entity autbBatic A X.509 certificate
format is shown in Figure 3.6.
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Figure 3.6: X.509 certificate format

All information fields in a X.509 certificate are signed byrasted third party (TTP) to
prove its authenticity. It is usually assumed that the public kelgeoT TP is widely avail-

able. A user can verify the signature of a certificate bgguie public key of the TTP so
that he/she can confirm the validity of the certificate. Pi&&P certificate format differs
from X.509 certificate format in some information fields, but they common in the fol-
lowing five fields which are vital for the binding a public key to a subjecten@user name):
issuer name, validity period, subject name, subject public key,igmatgre. X.509 certifi-

cates are usually managed in a centralized way, while R@Gifcates select a distributed
manner for their maintenance.

3.4.1 X.509 certificate management

The X.509 certificate management relies on the existence of & eyl infrastructure
(PK1) [74], which has a centralized architecture. The main purposeRil is to manage
public key certificates and to make them widely available fooramunity of users in an
application of asymmetric cryptography. The functions of a Pkhamily include the crea-
tion, the revocation, the storage and archival of public key ceréficdthe main compo-
nents of a PKI are shown in Figure 3.7.
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A PKI consists of the following components:

» Certificate authority (CA) is the issuer of certificates and the certificate revonati
lists (CRLS).

» Registration authority (RA) is an optional component used to undertake some ad-
ministrative functions from the CA, mainly associated with tiigject registration
process.

» Repository is the directory to store X.509 certificates and CRLs, and to minke
publicly available.

» Subjects are certificate holders.

=3

Subject
(Bob)

Registration/
Certificate/ revocation request

CRL Retrieval

Certification
Authority

Certificate/CRL
publication

Repository

Certificate/
CRL Retrieval

- Registration
Authority

Registration/
revocation request

Subject
(Alice)

Figure 3.7: Components of a PKI

Registration is the first step for a subject to apply foewifccate. This process could be
directly accomplished by the certificate authority or throughditlegated registration au-
thority (for example, as shown in Figure 3.7, Bob’s registratiafirectly handled by the
certificate authority, while Alice registers herself g tregistration authority). Once the
identity of the subject is validated and the possession of the pkegteorresponding to
the public key is verified, the CA and only CA in a PKI wilku® the certificate for that
subject. The issued certificates are stored and published on anb&&e@ directory. A
subject can retrieve its own certificate or other subjemtdificates from the directory
when needed, using the Lightweight Directory Access Protocol (DPéfRhe File Trans-
fer Protocol (FTP), or the Hyper Text Transfer Protocol (H)I'Re certificate revocation
is an important function in the PKI. There are a lot of good redsorsssubject to cancel
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its previously issued certificate such as the expiration ot¢nificate, compromise of the
private key, change of affiliation etc. After receiving theoation request from a subject
the certificate authority publishes the related certificate@cation information about that
subject via CRL, which is also deposited at the X.500-based direstotlgat any user can
check the revocation status of a certificate. As shown above, tifecaee authority plays
the crucial role in a PKI, since no components except the catéfauthority can issue the
certificates and CRLs.

PKls possess diverse architectures due to the different requieimfepractical applica-
tions. A PKI might contain only one certificate authority. In sarases a PKI might be
made up of many certificate authorities that are arrangbdran a hierarchical or in a
peer-to-peer architecture.

Single CA
The basic PKI architecture is one in which a single CAspaasible for the management
of all certificates. Figure 3.8 depicts a PKI with single CA.

Certificate
authority (CA)

Bob’s
Certificate

CA Issuer

Bob Subject

Bob’s PK |Public key

Alice Bob

Figure 3.8: A PKI with single CA

As shown in Figure 3.8, all the users commonly place their trustairsingle CA. They
assure that the CA issues each certificate only after ssfatly verifying the identity and
the associated public key of an applicant using the standard a&gistprocedure. In this
simple architecture it is assumed that the public key of thasCdecurely distributed to
everyone in an out-of-band manner. As shown in Figure 3.8, Alice cair@a®ob’s right
public key by validating the signature in Bob’s certificatengghe public key of the CA.
There are two means for Alice to obtain Bob’s certificatgied@ng from the publicly ac-
cessible repository, or directly receiving from Bob. However, ghmgple scheme does not
scale up well, because it is difficult to support the certdicainagement in a large organi-
zation such as an international enterprise whose branches aaé apress the globe. It is
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impractical that the certificate management is concentratedsingle authority for a big
international organization. The natural solution to this problem isetaehh branch could
locally set up its own CA responsible for the certificate mamemt for users in that
branch. These CAs further are organized in a hierarchical fashion.

Hierarchical architecture

The hierarchical tree PKI is used to address the scalabile o the certificate management
in a large organization. It usually contains a number of CAs. remge them in a hierarchy,
the trust relationship between two CAs has to be establishedisTigalized in the way
that a CA issues a certificate to another CA. Such ceti#ics referred to as @oss-
certificate At the top of the hierarchy is the root CA called thest anchorwhich is the
single point that all entities (i.e. users, subordinate CAs) mitlte PKI commonly trust. Its
public key is well-known to every entity. The root CA issues coestficates to its subor-
dinate CAs. These CAs in turn issue cross-certificates toghbordinates CAs, or certifi-
cates to users (see Figure 3.9).

Root Certificate
authority (RCA)

RCA Issuer

CA2 Subject

CA2's PK | Public key

CA2’s
Certificate

CA2 Issuer

CA3 CAS5 CA5 Subject

CA5's PK | Public key

CA5's
Certificate

CA5 Issuer

Bob Subject

Bob’s PK | Public key

Alice

Bob

Bob’s
Certificate

Figure 3.9: Hierarchical PKI

The certificates including cross-certificates are chaimetbtm acertification path For
example, in Figure 3.9, the certification path from the root CAuger Bob is: root
CA—CA2—CA5—Bob, where X>Y means that X issues a certificate to Y. To validate
another user’s public key, the public key of the root CA is firstiegpb verifying the au-
thenticity of its subordinate CA’s certificate in order tdract the certified public key of
that subordinate CA. Then this extracted public key is utilized tiby\vihe certificate of
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next subordinate CA. This certificate validation is recursiyelycessed along the certifi-
cate path until the target partner is reached. As a resultsoptbcess, the validity of the
desired partner’s public key contained in its certificate isiooefl. Figure 3.9 illustrates a
scenario how Alice checks the validation of Bob’s public key.

The original design of X.509 is intended to use a single hierardPidatio support the cer-
tificate services for the whole world. However, such assumptismbigcome to reality yet
and maybe never realizes in future. It is impossible thatrgdnizations in the world place
their trust on a single root CA, because each organization lasgntsiterests and wants to
control over its own organization as maximum as possible. Thusaggahization will
establish its own PKI. To make a secure communication betweenrgaoizations, a trust
relationship between two PKIs has to be established. This introtheéisird kind of PKI
architecture, i.e. the peer-to-peer architecture

Peer -to-peer architecture
The peer-to-peer PKI architecture bridges the communicatittveba organizations (see
Figure 3.10).
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Figure 3.10: Peer-to-peer certification architecture
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Each organization has its own administrative domain for the catgéfimanagement, where
all users still put their trust only on their local root CA likea hierarchical PKI. To make
the secure communication between two organizations possible, theelaiginship be-
tween them has to be established. For this, two root CAs issiifecates to each other, i.e.
mutual cross-certification It is worth noting that this is different from theidirectional
cross-certificationin a hierarchical PKI, where only a superior CA can issugoas-
certificate to a subordinate CA and the reverse direction focdhdicate issue is prohib-
ited. To verify the public key from another administrative domain, itlse dtep is to vali-
date the cross-certificate of remote root CA using the pubiicokehe local root CA in
order to extract the correct public key of remote root CA. Omisepublic key is obtained,
the same procedure used for certificate validation as descnbte ihierarchical PKI is
executed to verify the public key of the target partner withinréin@ote administrative do-
main. As shown in Figure 3.10, Alice residing in administrative domaakes the follow-
ing steps to get the correct public key of Bob in administrativeator®: public key of
RCA1—-RCAZ’certificate>CA3’'certificate>CA5’certificate~Bob’s certificate, where-
denotes a certificate validation operation. Similarly, Bob cauiee the correct public key
of Alice since his root CA (RCA2) has already issued a ares#ficate to the root CA of
Alice (RCAL).

3.4.2 PGP certificate management

The PGP certificate significantly differs from the X.509 ifiedte in many aspects regard-
ing the management such as certificate issue, trust manageseréificate revocation. PGP
certificates are issued by users themselves rather thancoynmonly trusted certificate
authority (CA) like X.509 certificates. Each user signs the pWays for the people he/she
acquaints. PGP employs introducer mechanisms to establish a seourainication be-
tween a user and the people he/she never met before. As showarms Filjl, Bob knows
Carol well and ensures the authenticity of Carol’s public key. Bobwamts to communi-
cate with Anan with whom he previously has not had any interactionsde Warol is ac-
guainted with Anan, and Carol has signed Anan’s public key intdicae. Carol as an
introducer forwards this certificate to Bob. Bob can verify ingsCarol’s public key. The
successful verification makes Bob confident that Anan’s public key is aighkenthis way
each user can gradually form a web of public keys linked by the certficate
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X—»Y : Xtrusts Y with b percent

Bill

Figure3.11: Example of web of trust

X.509 certificates are managed in a centralized public key infdgre (PKI). Each user
completely trusts the root certificate authority. This singlentpof trust model simplifies
the trust management of public keys. As long as the validatiorcefificate is successful,
a user can fully trust the authenticity of the public key conthinethat certificate. PGP
adopts web of trust approach to establish the different level ofttr@suser’s public key
which is a decentralized certificate management approach [75p9ponding to the rela-
tionship between people in the real world, a user in PGP assignsautregti levels to the
different introducers. He/she may fully, or marginally, untrustinbyrtrust an introducer to
issue certificates to other users. As shown in Figure 3.11 Bob asXgok Thomas, and
Bill with trust values of 90%, 100%, and 0% respectively. As atidsesides the verifica-
tion of the signatures, a user has to calculate the trust vathe tdrget user’s public key
along the certificate paths, in order to determine to what ekenitusts that public key.
From each user’s perspective, the web of trust linked by ceatg forms a directed graph,
where a node represents a user, a directed edge between twaaprdsents direct trust
relation between two users, a weight on a directed edge indicates to whatttegtarting
node of this edge believe the end node to sign other’s public keyBiggee 3.11). It is
not a trivial thing to calculate the trust value between anyredes in a directed graph
since there maybe exists multiple paths between them. Several schemeshgvepesed
to address this problem [76], [77]. Taking a simple example showngure=3.11, two
paths exist from Bob to Alice when computing the trust value ofeAlikortunately, one
path bypassing Bill is invalid in this sample since Bob doesrust Bill at all. So Bob can
simply get the trust value of Alice by multiplying the separaust value along the trust
path (i.e., Bob>Carol->Anan—Alice). The resulting value is 76%, which means that Bob
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trusts Alice’s public key in its certificate with 76% trustworthy, eviailicertificates along
the trust path is validated.

In PKI, the certificate revocation is centrally handledtly certificate authority (CA) so
that all users can quickly know the status of other certifidayeguerying the repository.
Whereas in PGP it is accomplished by that the owner issueg geWecation certificate
signed by him. After that, the owner does his best to dissemriateertificate as widely
as possible, to notify the other users about the invalidity of his public key.

3.4.3 Comparisons between two approaches

As introduced above X.509 certificates and PGP certificates botlhe applied to the se-
cure dissemination of a public key. In the following, the comparisonseketthem in as-
pect of their relation to the P2P model and in relation to secangtygiven when they are
deployed in a P2P application.

Relation to P2P model

PGP certificates are solely managed by users themseltresy than relying on a central
CA. This distributed nature makes them pretty suitable for thgdecations set up by us-
ing pure P2P model, where no infrastructure is available for theesesupport at all time.
Some PGP-like certificate management schemes have been proposiee @ise in pure
P2P applications [78], [79]. In contrast, X.509 certificates comple&ty on a public key
infrastructure (PKI) responsible for their management. To estadl PKI, the central cer-
tificate authority (CA) has to be introduced, since most of th&icate managements are
basically governed by it. It provides off-line certifica@\sces for its users, e.g. certificate
issue, certificate revocation. Users do not need the CA to issesificate for each com-
munication. Basically, once a certificate is issued it ramaalid until its expiry. As a re-
sult, users can communicate to each other directly without the héfhe @A except the
bootstrapping phase of the system. Therefore the PKI quite wathesathe hybrid P2P
model, where some dedicated servers are used to assistousetrsip the communication,
but the communication runs directly between users without passingdtiesss. Several
hybrid P2P applications have deployed X.509 certificates for authiéoticend confiden-
tial services [80], [81].

Security

In general, without trusted centralized administration it iy wfficult to achieve a high
level security for the certificate management. Decengdlinanaged PGP certificates are
therefore susceptible to the following security weaknesses cethparcentralized man-
aged X.509 certificates.
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» Sybil attacks [44]: A user of PGP certificates may introduce him/her téecbht
partners with different names, since there is no rigid regmtrgrocedure like in
X.509 certificates. An example of such attacks in a video confeisribat an at-
tacker can use different names to attend a conference seetbla¢ lmay always be
present in that conference although he/she has never been invited.

» Authenticity of a public key: PGP exploits the web-of-trust approach to evaluate
the trust level of a public key. The resulting trust value can prdyide the prob-
abilistic guarantee of the authenticity of a public key. Thsgsificantly different
from the centralized managed X.509 certificates, where a usecorapletely as-
sure that the public key is really bound to the subject name irtificagég once the
signature is verified.

» Malicious introducers. A malicious introducer can compromise the security of a
PGP user community either by introducing bad guys or by alfaiséng of a pub-
lic key to the name deliberately.

> Revocation: The consistent status of a certificate is difficult to ectifor a user
community, because there is no central place to store theazgetifievocation lists
like in X.509 certificate.

To sum up, analogous to paper certificates in the real world, X.508ce#es look like
official paper certificates (e.g. passport), while a PGHficate is at most equivalent to a
recommendation letter in terms of functionality. X.509 certifisatee best suitable for the
business communication, where there are strict security requiteniGP certificates are
considered unreliable for such kind of communication, because PGP hd&iabraecha-
nisms for the creation, acquisition, and distribution of certific®€&# is merely appropri-
ate for a private communication which usually has relativelyelaecurity requirements
[82]. The object of this thesis is to design a secure P2P videorenodesystem used in
enterprise environments to provide secure video conference servioeg #m people who
might never met before. Thus, X.509 certificates should be deploybe isystem to meet
these rigid security requirements required by an enterpriseXB®® certificates deploy-
ment implicates that we have to apply the hybrid P2P model toystems, because a cen-
tral CA is involved. This is another important reason that we lmwitdsystem using the
hybrid P2P model.
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Chapter

A

Use of Secure VPNsfor
P2P Conferences

Nowadays secure virtual private networks (VPNs) have been migsdeoyed in enter-
prise environments to protect various applications, in particulant(degver applications
across public networks. Virtual private networks are considered as one of theahogtd
security architectures in use. In this chapter we discussugeito support P2P conferences
in terms of security, flexibility, and efficiency.

4.1 Requirementsto security ar chitectures of P2P conferences

Security architectures are frameworks which specify how to pacate the necessary cryp-
tographic methodologies and security functions (e.g. key managementhe system to
meet the defined security. To secure P2P conferences searghitectures should at least
support the known basic security demanmmfidentiality integrity, user authentication
andauthorization Due to their decentralized structure and their real-time nements P2P
conferences should further meet the following requirements:

End-to-end security

Usually two kinds of security services can be offered in anrame network: end-to-end
security, or site-to-site and site-to-end security, respectiVély so-called end-to-end secu-
rity means that messages are securely delivered frosetiter’ host to the receiver’'s host
and that they are not accessible to any intermediate node or aknvg the transmission
path. Site-to-site and site-to-end security mean that messageseeely protected during
wide area network (WAN) transmission, while they are trartiethiin the plaintext form
within the site scope.

It is obvious that P2P conferences have to apply end-to-end seousgveral reasons. (1)
Security threats occur not only during WAN transmission but aidocal site as indicated
in [83]. A significant number of threats originate from insid¢23.In order to protect en-
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terprise business secrets, enterprises demand that businesgimiorshould be only ac-
cessible to authorized group members but not to people outside the grouh,teegrbe-
long to the same enterprise.

Group key management

In a secure P2P conference more than two participants are uswallyed. A group key
management protocol rather than a two-party key exchange protoctn basapplied to
securing the group communication. Two-party key exchange protocoisedfieient for
group communication, because each member has to negotiate an individwathkéne
other group members. Each message sent to the group has toraéebepacrypted with
the respective keys of the group members,n-&.encryptions are required. On the con-
trary, only one encryption is needed for forwarding a messatfeetgroup when a group
key management protocol is employed (see Figure 4.1).

Secure group communication with Secure group communication
two-party management protocol with group key protocol
n2 n2
K12 K
K
" K13 " m ®
K
K14
n4 n4
K12, K13, K14 ---- separate keys between [P Group key
IP node n1 and IP nodes n2, n3, n4.
n1, n2, n3, n4 ---- IP node n1, n2, n3, n4 - IP node

Figure4.1: Group key versus two-party key exchange

Flexible security policy enfor cement

The security policy determines the desired protection level of a confeard@pecifies the
security algorithms to be applied. The security policy of a &2fference should be deter-
mined by the participants themselves rather than by a dedlicatevork administrator
when running the conference, since a P2P conference is autonomous artd cbadisan-
sient group. The applied policy should be allowed to be attuned imtigecof the confer-
ence to provide more flexibility for users.

Efficiency
Security always imposes additional processing burdens on the sy$tese burdens may
pose a negative impact on the quality of service (QoS). For examplzure conference
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incurs longer end-to-end communication delays due to message eiggdiyption.
Therefore, the deployed algorithms and protocols should be efferenigh to meet the
strict QoS requirements of real-time communication.

4.2 VPNs

A virtual private network (VPN) is a private data network thakesause of the public tele-
communication infrastructure (e.g. the Internet) to establighiivgte connections between
group members either by individually applying tunneling technologiesecurity proce-
dures (such as encryption, authentication), or by using both technofddgles same time
[84], [85].

Network tunneling is intended to establish a logically private odioreover a public net-
work. A tunnel is constructed by imposing an extra header to thenarigacket which
identifies it as VPN traffic. This newly constructed pacletarwarded by intermediate
nodes based on this outer extra header without looking up the header agitied packet
in the public network. At the boundary of the VPN the extra headsripgped off and the
packet is forwarded to the intended destination according to thearggader. Tunneling
technologies only encapsulate a packet by means of an extra Rdsedo not touch the
payload of the packet. This means that the message in a patlegtsimitted in clear form
so that the termprivate in VPN technologies cannot be equally viewed as the sewcure.
VPNs which are set up by merely using tunneling technologies, asikTM/FR VPN
[86], layer 2 MPLS VPN [87], and layer 3 MPLS VPN [88], usualtynot give any secu-
rity guarantees due to the absence of built-in security fumetiThey only provide the pri-
vate data transmission by correctly delivering data to thendésn. This is achieved by
separating traffic within a VPN through examining the extra header adkep

Application layer  Application Layer VPN

Transport layer SSL VPN
Network layer IPsec VPN
Data link layer Data Link Layer VPN

Figure4.2: Secure VPNs

In contrast to that, VPNs which are set up by using securityeguses can secure the data
transmission. This kind of VPNs is therefore regardesieasre VPNs They are our main
concern here. In secure VPNs security functions can be introduckifeatnt levels. Re-
lated to the TCP/IP protocol stack there exist four kinds of sedbids: data link layer
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VPNs, IPsec VPNs, SSL VPNs, and application layer VPNsKgpee 4.2). In the sequel
we assess the strengths and weaknesses of the differentfofPd¢sure P2P conferences
according to the security requirements introduced above.

4.2.1 Datalink layer VPN

Data link layer VPNs can be established using one of three prot@teésed by IETF:
Point-to-Point Tunneling ProtocdPPTP) [89] Layer 2 Forwarding(L2F) [90], andLayer

2 Tunneling Protoco(L2TP) [91]. L2TP was intended to replace PPTP and L2F, because it
combines the best features of PPTP and L2F. In the traditional atambal-in solution,
remote employees need to place long-distance calls to the Nehaweks Sever (NAS) for
their access to the corporate network. L2TP splits the NAS id@hysically independent
devices: theé.2TP Access Concentrat@cAC), which is located at Internet service provider
(ISP) to provide the physical connection to the dial-in user or birestbedded in remote
clients, and th&2TP Network ServeiLNS), which acts as a gateway to the corporate net-
work. The LAC and LNS communicate via an L2TP tunnel. In the L2TP compulsory tunnel
mode an L2TP tunnel is created in two steps (see Figure 4.3)aMmBP frame from the
remote client is added an L2TP header to form an L2TP franes thirs frame is encapsu-
lated inside a UDP packet, which in turn is encapsulated iaside packet whose source
and destination addresses define the L2TP tunnel’s endpoint. The voluntalymaote is
another operation mode of the L2TP protocol, where the L2TP LAC funatioizabuilt in

the remote client so that ISPs are not involved in setting up Ladikels. This mode ap-
plies the same principle as the compulsory tunnel mode. The only tistibetween two
modes is whether the client is able to establish an L2TP tunpaksing the internet ser-
vice providers or not.

PPP IP
Header pavicad Header

— N

u ﬁ Internet
W L2TP -Tunnel

e L L2TP LNS
(ISP) (Gateway)

UDP L2TP PPP
Header | Header | Header

Payload

Client

Figure4.3: L2TP compulsory tunnel model

Strength and weaknessesin a P2P conference

Due to the absence of built-in security functions in L2TP datéopdy are transmitted as
clear text via the L2TP tunnel. To address this problem IETFatdied RFC 3193 [92],
which combines L2TP with IPsec, to assure the basic seclamands mentioned in Sec-
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tion 4.1. L2TP is commonly applied to dial-up communications between aena@t and
the gateway of its enterprise network. So it provides site-tcseadrity rather than end-to-
end security when a P2P conference running on top of it.

4.2.2 1Psec VPNs

IPsec VPNSs are enterprise networks which are deployed on a shareuafuas using the
IPsec technology. IPsec is an open, standard-based seccinitgcture defined by a series
of standards (RFC 2401-2412, 2451). It was designed to protect trafficelbetwe IP
nodes at the network level assuring data integrity, authentiatfjdentiality, and anti-
replay. IPsec supports two security protoct’sAuthentication HeadefAH) [93] andIP
Encapsulating Security Paylog@&SP) [94]. The difference between the two protocols is
that the latter supports all security services mentioned aboves thalformer does not
assure confidentiality that most applications need. In [95] therefavas suggested that
AH protocol ought to be abolished due to its overlapping features with BB protocols
can operate either in transport or tunnel mode. In transport modgetheity protocol
header is inserted between the IP header and the upper layeopramader. Thus this
mode offers security services only to the IP payload not twkide IP packets. The trans-
port mode is intended for end-to-end protection between two hosts. In taodel the
original packet is wrapped in a new IP packet by adding alReveader. It provides pro-
tection to the entire IP packet because both the header and thedpaf/ltiee original
packet are viewed as the payload of that new IP packet.elueespath protected by this
mode may be only a fraction of the end-to-end path between thee samicdestination
hosts of the original header, since the new IP header is different from timaloifgheader.
For this reason, the tunnel mode is typically used between tsegateways or between a
host and a security gateway.

Applications IKE @

Transport (TCP/UDP)

IP | IPsec(AH, ESP)

Data Link

Figure4.4: IPsec Architecture

The IPsec architecture makes use of the following three ayxd@mponents to support
the AH and ESP protocol (see Figure 4.4): Security Policydaata(SPD), Security Asso-
ciations Database (SAD) and Internet Key Exchange protocol (IKE).
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SPD

The Security Policy DatabasgSPD) contains security policies manually configured by the
system manager. These security policies specify what sesenvices are provided to a
packet and in what fashion they are applied. When a packet ahe/&PD is first used by
the IP node to determine what kind of actions should be applied. Tleetlkree¢ possible
actions:

» Discarding: The packet is dropped.
* Bypassing The packet is relayed without applying IPsec.
* Protecting The packet is processed by IPsec.

Apart from specifying which of the above mentioned actions istak&ch policy also de-
scribes the mode, the algorithms and the protocols to be applieseit processing is re-
quired. The policies in the SPD are sorted. Each policy is indexadsblector. The selec-
tors are extracted from the network and transport layer hedderg$ollowing fields can be
used as a selector: source address, destination address, nasp@rtiayer protocol, and
upper layer ports.

SAD

A security associatiofiSA) is an agreement on a set of parameters needed foe secH
munication between two IP nodes, which includes the security protddd|sHSP, or the
combination of both), the cryptographic algorithms, the keys to be asddhe lifetime of
the security association. The SAs are stored irSegmurity Associations Databaé8AD).
An entry in the SAD is uniquely identified by a triple consigtof a Security Parameter
Index (SPI), an IP Destination, and a security protocol (AH or) kcBntifier. The SPI is
transmitted inside the AH or the ESP header. When the packets at the destination the
IP node can choose the right SA to be applied for decrypting raadtbenticating the
packet using the SPI value. An IP node may have stored seseuaitys associations in its
database to securely communicate with many other IP nodes ordotmiffierent kinds of
traffic between it and another IP node. The security aggmwacan be manually config-
ured by the system manager before the deployment or autoilgagstablished by using
the internet key exchange protocol (IKE) [96] at runtime.

IKE

The IKE protocol, which runs at the application layer, is the foundafidhe IPsec archi-
tecture. It is used to authenticate the communication partnerdatdigs a security asso-
ciation, and to provide a key management service (generatingfeeghneg session keys).
IKE consists of two phases. Phase (1) comprises the mutual acdkientof the two IP

nodes and the establishment of a secure channel between themufliaé authentication
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can be performed using digital signatures or pre-shared sedregshase (2) the two IP
nodes agree upon a shared session key and the common securityiassagag the se-
cure channel established in phase (1). The two nodes can restart(phas long as the
renewal of the session key is required.

Strength and weaknessesin a P2P conference

The most important advantage of IPsec is that it is transparapptications. Any IP based
application can get total protection when it is deployed. Moreoveupper layer applica-
tions do not need any modifications for their security requiremeimtseter, several dis-
advantages inherently exist when IPsec is used for a P2P conference.

» Inflexible security policy enforcement

Prior to the deployment of an IPsec VPN, the associated sepotities (i.e. SPD)

must be manually configured in the related IP nodes. This spesidg usually only

allowed for the network administrator but not for the general bseause IPsec is im-
plemented in the kernel [97]. This implies that IPsec VPNs canesribrce a static se-
curity policy, which remains unchanged for a quite long time, rdtigar dynamic se-

curity policies, which could be flexibly set by the users thedwes during a P2P con-
ference.

Public network

VPN Site1
VPN Site2

® IP sec tunnel

Plain Text

Figure 4.5: Gateway-to-gateway and host-to-gateway architecture

» Difficult to offer end-to-end security
IPsec VPNs operate in the network layer which is the lowgst k@ provide end-to-
end security in theory, but in practice IPsec VPN rarely adogsét-to-host architecture
to provide end-to-end security for data transmission. This is bet@isenfigurations
(e.g. security policy enforcement) on each host involved in the N®Md to be manu-
ally carried out by the network administrator. This is an unbeababtien for the sys-
tem administrator, especially when the number of users is [88jeTherefore IPsec
VPNs tend to prefer host-to-gateway or gateway-to-gatewdytectures to provide
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end-to-site and site-to-site security, respectively. Figurdldsirates a scenario of the
gateway-to-gateway and host-to-gateway architecture of IPsEs.VP

» Inefficient group communication
Currently IPsec does not support a group key management but onlyparydkey
management.

4.2.3 SSL VPNs

SSL VPNs are based on the commonly used protocol S&tufe Socket Layeior secure
data transmissions over the Internet. SSL operates on top oIEévide reliable end-to-
end security services for applications. It was standardize& Dy Wwhere it is called TLS
(Transport Layer Securijy[20]. It consists of four sub-protocols as illustrated in Figure
4.6.

Applications
CCSE AIerti Handshake l
SSL : :
Protocol
Record

TCP

Figure4.6: SSL protocol stack

The four sub-protocols are separately introduced in the following:

» Change Cipher Spec Protoc@CCS) is used to notify thRecord protocolbout
the change of security parameters, so that both end points can tidatpher
suite used on the established connection.

» Alert protocolis triggered when errors occur or to tear down sessions whgn the
are completed.

» Record protocobpplies all security parameters (including the session kpged
in the handshake protocol to provide data confidentiality and integrices for
upper layer applications.

» Handshake protocdbk used to agree upon a common cipher suite used during data
transfer, establish a shared session key between the cliebtqinser) and server,
compulsorily authenticate the server to the client, and optionallgliget to the
server:
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» Server authenticatianUpon receipt of the connection request from the client,
the server sends its X.509 certificate to the client, which has been issuedby a ce
tificate authority (CA) listed in the client’s list of ttiesl CAs (usually prein-
stalled in the browser). After checking the validity of thevegs certificate, the
client creates @re_master_kewnd transmits it to the server by encrypting with
the server’s public key extracted from the validated serveficat®. The server

and client meanwhile generate thmaster_secretvith the pre_master_keyFi-

nally, the server authenticates itself to the client by serntimiginishedmessage
which is a hash of all the messages that the server sernhargharednas-
ter_secret.

* Client authenticationWhen the client receives the authentication request from
the server, it first responds with its X.509 certificate. Nextreates a signature
using themaster_secre&ind all exchanged messages and delivers it to the server.
The server authenticates the client by correctly vegfyhre signature using the
public key extracted from the client’s certificate.

Browser-based mode -

provides access to i
Web applications, £
e-mail, FTP, Telnet, 55H,
and file sharing

Imternat i

irent mode
es aocess to Web

legagy applications

Mobile workforee

Figure4.7: SSL VPN provides secure remote access to corporate networks [99]

SSL is extensively used in web applications to provide end-to-end jootbetween the
browser and web server. However, VPNs based on SSL technologyaseremote access
VPNs to provide the end-to-site security between remote asershe SSL VPN gateway
residing in corporate networks as shown in Figure 4.7. SSL VPNasithave the follow-
ing two advantages over IPsec VPNs when they are used for theeractess to corporate
networks:
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» Granular access controlSSL VPNs can support user-level authentication ensuring

that only authorized users have access to the specific resasraowed by the
company’s security policy.

» Lower cost of ownershigSSL VPNs do not require special client side software

since broadly used web browsers, such as Internet Explorer and Netsvayadia
contain the SSL function. On the contrary, IPsec VPN requiresaspdieint soft-
ware operating at the client side.

Strength and weaknessin a P2P conference

Compared to IPsec VPNs the advantage of SSL VPNs is thatdhdye deployed without
updating the operating system, because they are implemented tuskadenel. Like IPsec
VPNSs there are problems for SSL VPNs to be used in P2P conferences:

> Inefficient group communication
This is simply because the handshake protocol deals with the kegenagat only
for two parties rather than for the whole group.

> Rarely used for the end-to-end protection
SSL VPNs can inherently be used in a host-to-host fashion to proviet®-end
security, but in practice they are mostly deployed for the reamtess to support
end-to-site security.

» Exclusive support of TCP-based applications

SSL merely supports TCP based applications because its designeasthat the
underlying layer offers a reliable transport service. UDBnigfficient but unreli-
able transport protocol which does not handle packet losses problem. W&l
be used in UDP based applications, then packet losses are viesgias/ breaks
that force to disconnect the communication [20]. Most real-time Ggns, how-
ever, including P2P conferences run over UDP for the efficierasores. This limi-
tation precludes the use of SSL VPNs in a P2P conference.

4.2.4 Application layer VPNs

Application layer VPNSs utilizes the security functions embeddékanelated applications.
PGP [64] for secure E-mail and Groove [34] for secure collaboratirkspace are typical
examples of application layer VPNs. Actually, these VPNsaadnhstant VPNSs, i.e. when
the VPN service (e.g. secure e-mail) is needed then thiedal®N will be created. It dis-
appears when the service terminates. No special administsagort for configuring the
VPN is required. All operations and configurations are definethbyparticipants them-
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selves when invoking the service. Due to its embedded implementaiian provide a

more tailored protection compared to underlying layer VPN technologiesrddiffeecurity

measures can be taken corresponding to the type of the applicatioovbto@@propriate

security algorithms and protocols such as a group key managerotdgbican be readily
integrated to meet the security demands mentioned in Section 4.majtvedrawback of

application layer VPNs is that some modifications have to be mmathee applications to
add these security functions. The designed security architectsotelg available for the
targeted application. There is no general scheme at thisdajable for the diverse appli-
cations. For example, the security architecture of PGP is impossible taddfeu&egoove.

425 Summary
The comparison of the four kinds of VPN technologies is summarized in Table 4.1.

Table4.1: Comparison of VPN technologies

Datelink Application

Security requirements layer VPN IPsec VPN SSL VPN layer VPN
Basic security services Yes Yes Yes Yes

(With IPsec)
End-to-end security No Difficult Yes Yes
(Rarely used)
Group key management No No No Yes
Flexible security policy en- No No Difficult Yes
forcement
Supporting TCP and UDP-bast Yes Yes TCP only Yes
applications simultaneously

Transparent to applications Yes Yes Yes No

It shows that data link layer VPNs and SSL VPNs are inapprepioatP2P conferences,
because the first one does not provide end-to-end security whiletdrediaés not support
UDP based applications. A straightforward solution would be thetdisecof existing IP-
sec VPN infrastructures to support a P2P conference. Unfortuniitegc VPN infrastruc-
tures are mostly established using gateway-to-host or gateagatdway architectures
rather than host-to-host architectures. Thus there is a gapdyesecurity capabilities of
the VPN and the end-to-end security requirements of the P2P ca®defamrthermore, a
missing group key management and inflexible security policy enfeemake it difficult
for IPsec VPNs to supporting a dynamic and efficient P2P group coiation. To fully
meet the security requirements of a P2P conference the adgigdicated security archi-
tectures seems the most appropriate way, even it is more costly.

The security architecture specially designed for P2P confesgistems at the application
level brings not only the security advantages but also the usaaifyntages. This archi-
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tecture is independent of the underlying network security strfratures. So users can
spontaneously hold a secure P2P conference without caring about wihettherks are
secure or not. In addition, the management cost for setting up $&Rreonferences can
be drastically reduced or fully eliminated since the netwoakagers do not need to con-
figure security parameters for these conferences. However, desigmograysarchitecture
is not a trivial thing. The next chapter is devoted to addressing this issue.
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5

A Security Architecturefor
the BRAVIS System

As shown in the previous chapter, a specific security architedesigned at the applica-
tion level is strongly demanded to protect P2P video conferences.ptec is targeted
towards the development of such security architecture and illisstrate it works in a P2P
video conference system using the BRAVIS system as an example.

5.1 General design consider ations

Security architecturefor client/server conference systems

Maybe for similar reasons as discussed in the previous chapist,cirent/server based
video conference systems have positioned their security architettilne application level
as well. The H.323 systems, one of widely used client/servedbadeo conference sys-
tems, have a matured security architecture which has beafiespecthe H.235 standard
[23]. The design of the H.235 architecture follows the client/senaetein The gatekeeper
and the MCU are used not only to support the conference control bub giswvide some
necessary security services for running secure video conferdineegatekeeper is respon-
sible for user authentication and access control when a user wgais the conference.
The generation, distribution, and update of the group key are accomplishked BMCU
during the conference. Like any other client/server architetisesecurity architecture is
vulnerable to single point of failure or performance bottleneck. Moredhe gatekeeper
and the MCU present attractive points for attacks. The seairky323 video conferences
mainly relies on the trustworthiness of the gatekeeper and the. @@tk they are com-
promised, all video conferences which are running on top of thenoangletely exposed.
The attractive feature of the H.235 architecture is that n¢legtively easy to implement,
since most important security functions are centrally executed in theserve
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Security architecturefor P2P conference systems

P2P video conferencing is a newly emerging application in tleenket No standard has
devoted to addressing the security issues of a P2P video confasgee Designing the
security architecture for a P2P videoconference is not a tthifay because the setting in a
P2P system is significantly different from that in a clisetver system. Like any other P2P
system designs, the security architecture may be devisedureaor hybrid fashion. How-
ever, we cannot design a pure P2P security architecture for P2Permd systems consid-
ering the possible attacks such as Sybil attacks as discussepier 3. There is no central
control in a pure P2P system. Security related management fureticmss identity man-
agement and public key management are decentralized. No centraltpush@sponsible
for these tasks. This allows an attacker to use different igsntiit attend conferences (i.e.
Sybil attacks). To address this problem, we have to design a BRRdecurity architec-
ture for a P2P conference system in which a certificate atgh{@A) is introduced to cen-
trally control the identities and the public keys of the partidipawhereas the other secu-
rity functions necessary for a secure conference such asutbentication, authorization,
and group key management are moved to users. The CA issuesieaterifjned with its
private key for every possible participant which binds the identitytlzagublic key of the
user. The identity is distinguished information of each user lik&-tsail address. Cer-
tainly, participants do not need the CA to issue a certificatedch communication. Basi-
cally, once a certificate is issued it remains valid until its expiry.

Despite the use of the central server CA the hybrid P2P seatcititecture does not suffer
from the known weaknesses in client/server systems. This is leeteu€A only provides
off-line security services (i.e. issuing certificates to sjseand is not involved in each se-
cure group communication at all. Moreover, the hybrid P2P securitytesture is more
robust to attacks than the H.235 architecture. There are no cesnvals responsible for
security services management for running conferences. Thus wherausyhgid P2P ar-
chitecture, attackers have to separately intrude each confeféheg want to access the
contents of all conferences, whereas this requires attackersytoaonpromise two servers
in the H.235 architecture.

In the following section we take the BRAVIS system as amgkato show how to build a
security architecture for a P2P conference system. The apeddta CA will not be dis-
cussed below, and we simply assume that it is already available.

5.2 A security architecturefor the BRAVIS system

The security architecture specifically designed for theABFS system [182] is a hybrid
P2P security architecture in which peers themselves manag#ysservices and each peer
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possesses the identical structure as shown in Figure 5.1. Thieeol@ protects meetings
on an end-to-end basis by providing security services includingaugkentication, au-
thorization, group key management, security policy management, aaccalsidential-
ity/integrity. Several modules are designed to offer thesaribg services. Each module
merely implements one dedicated security function for easingyitem maintenance and
expansion. The modules are grouped together and form a secygityllas embedded into
the BRAVIS system, and placed between the application and cometioni layer. The
security layer should not be placed beneath the communicationTégze are at least two
reasons for this. First messages originating from the sedayy have to rely on the un-
derlying group communication protocol for an ordered and reliable medshgery. Sec-
ond the RTP (Real-time transport protocol) header should not be esttrgptthat RTP
header can be compressed for the bandwidth reduction [23]. The secodtyes of the
security layer are introduced in the sequel.
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Figure5.1: Secure BRAVIS system

5.2.1 Security policy module

The policy module decides which security level and what kind airggalgorithm are

enforced in the conference. The main reason to designing a coefesestem with diverse
security levels is that different conferences may place uhsguarity requirements on the
system. For example, a business meeting needs high level wealniist a teleseminar
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may not require any protection at all. Moreover, devices usegaliicipants may have
different processing capabilities so that the participants @avesgotiate an appropriate
security policy to enroll the participant with a lower power device into the meeting

Less protection
Less computation burden

v w““‘

More protection
More computation burden

Figure5.2: Security level pyramid

A conference usually contains three kinds of media data, i.e. video, andishared data,
e.g. whiteboard. At the beginning of a meeting, the initiator shdetermine whether the
conference requires security or not. If true, users should beaabkxcide which kinds of
media data will be protected in the conference. As a resultségarity levels are distin-
guished (see Figure 5.2). The higher the security level the matection is given to the
conference. It is obvious that a fully protected conference poséeéveest computational
burden on the system. The five security levels are introduced fallibvwing. Note that the
signaling data are always protected except for level zero.

» Level zero A level zero conference corresponds to a normal conferencee wher
special security function is applied.

» Level oneln a level one conference the joining of the group involves a mutual au-
thentication, but the media data exchange is not further protected.

» Level two:In addition to the mutual authentication, a level two conference escrypt
one media stream to be selected by the conference participants.
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» Level three:A level three conference provides one more media stream jpoatect
than a level two conference. Users can choose two kinds of meditodagapro-
tected.

» Level four:Level four conferences are the most secure ones. All exchangedrda
protected.

For security reasons, the system sets the level four atefaelt value. So all exchanged
data are secured at the beginning of a secure conferendeg Ehe conference, users can
adjust the security level based on their real security demgaadshis, two different opera-

tion modes for managing the security policy were introduced: mibolerand voting. In
themoderation modéhe initiator is designated as moderator who solely decides all security
demands. When the moderator leaves the conference, he/she can mahd owaleration
right to one of the remaining members. In tleging mode all group members share the
same right to decide about the security policy. The securitgypotied in the conference is
determined by voting.

"l @ Moderator mode rity level.
(OVoting mode
Level 3:

= | | = Authentication with partial media
data protection
( two kinds of media data are
protected )

|. Advanced... |
‘vf Apply ‘

Level Audio W.B. Video
3 [ 5| o

Figure 5.3: Security management console of BRAVIS

2 The moderation and voting mode of the securitjcgahodule work in a similar mechanism with thatloé
floor control module. In principle they can be medgnto the floor control module. At the momengyttare
developed independent of the floor control module.
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The graphic user interface (GUI) used for the security patiepagement is depicted in
Figure 5.3. The GUI is mainly divided into two parts: upper partlewer part. The upper
part is used for a participant to choose a set of securigyreders that he/she consider ap-
propriate for the meeting. He/she can vary the security lgvdragging the slider bar and
choose a set of crypto algorithms by clicking tab “Advancedaddition, he/she can de-
termine which operation mode should be applied during the meeting. Thepawef the
GUI displays the current status of the security policy enforced in the meeting

5.2.2 Authorization module

The authorization module is used to control the entrance into meatmdg govern the
resource access. The former determines who has right to jogetng. The latter ensures
that a certain resource can be accessed only by the authorized users.

Entrance control

In BRAVIS the entrance into the meeting is by invitation. Eadtigy@ant in the meeting

can invite a new partner based on a social agreement with thepath@grs. No constraint
is imposed on the callers for their calling activities, butw@haization function is applied
to the invitee. Each invitee on its own decides to which incoming calls he/shespiinse.

This is achieved by the use of an access control list (AGli¢hwis maintained by each
participant. When a participant receives an invitation messageedghged mutual authen-
tication procedure is invoked. If this authentication is successfuhftiee has to check its
ACL to examine whether the inviter has the right to call him/Hdrue, it may accept this
call. Otherwise the system can immediately reject thevadhout human intervention.
Thus the ACL in BRAVIS actually acts as an automatic inconaaits filter so that mali-

cious calls can be avoided.

Resour ce access

There are at least two mechanisms that can be used fordégsamontrol to resources
(video, audio, and shared data (e.g. whiteboard)) in a conferencBtstlome is the all-or-
nothing policy. The participants who have been allowed to enter inteenge&an access
all resources in the meeting, whereas non-members cannot angagsources at all. This
approach is appropriate for most conference scenarios in whichigeants interact in a
natural way and no differentiation regarding the resource accesade among the partici-
pants. However, in some cases, a refined resource accelsanmseat which allows fine-
grained control of access to individual resources is highly destoedexample, in a busi-
ness meeting, maybe, only the chairman has the right to ewitthe whiteboard, while
other participants can merely read the whiteboard. A humber of appsace available
for the refined resources access control. The typical one ilhdased access control
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(RBAC) [181] in which the permission to access a resourcssigred according to the
role of participants, and different roles have various dimensionfhdorelsources access.
Each participant is assigned a role when he/she is present ineaecmef and thereby can
gain access to the corresponding resources that is granted to that role.

5.2.3 Group key management module

The group key management module is the key building block in the whaistgechi-
tecture, since the security of all applied cryptographic protamoddgorithms merely rely
on the privacy of the used key. The group key exchange protocols castibguihed in
centralized and decentralized (or distributed) protocols. The cepttadipproach uses a
key server which supervises the group composition and generates aaugpwkgy if re-
quired. The centralized approach is less suited for peer-to-pe@adippls, since no extra
server is used for this. The group members have to manage thishiastfofe we have to
apply a distributed group key exchange protocol. Several protocobsvailable for this
purpose such as CLIQUES [100], TGDH [101], the protocol proposed by Rxideh
[102], and others. However, they still possess shortages in respsetwity and effi-
ciency. To overcome the shortages of existing protocols we @esamd implemented an
efficient and secure decentralized group distribution protocol for BRAvalled VTKD
(virtual token based key distributipfil03]. VTKD consists of two parts: a mutual authen-
tication of the partners and a secure key renewal. The latteggered when the group
composition changes, i.e. when members join or leave the group. The pyldighkatures
based mutual authentication between the inviting group member and tfee iisvinvoked
when a new member joins the group. This ensures that the group key delivired to an
authenticated member, while the new member can be sure thatc#ieed key is in fact
shared with the inviting parties. In the next chapter we will gie®mprehensive introduc-
tion to the VTKD protocol regarding its principle, security features, and peaforen

5.2.4 Data security module

The data security module is used to ensure the confidentialityneagtity of the data ex-
changed in the conference by using the group key agreed in the lgrpupanagement
module.

Dataintegrity

Standard data authentication schemes, such as HMAC [65], can k& dipgdied to sig-
naling data and shared data to verify their integrity in ttaAsiy incidental transmission
errors and malicious manipulations on the path can be detected hisggydchemes. A
failed integrity check forces the receiver to ask for the setodeetransmit them until they
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are transmitted correctly. Such procedures are applicable gigieing data as well as to
the shared data, since the signaling protocol GCP is a refiaditecol and the whiteboard
or shared applications run on top of the reliable protocol TCP. Transetission mecha-
nism is an inherent feature for a reliable protocol. Howevenegaletime video/audio data
are delivered over the unreliable protocol UDP where an erroepackot allowed to re-
transmit for strict real-time requirement reasons. Thusttoadi crypto hash schemes are
not well suited for the video/audio integrity verification becausg tamnot differentiate a
transmission error from a content modification, and the packets @spedt in both cases.
Recently, some research efforts have been devoted to addréssiogailenging issue by
proposing content authentication approaches for video/audio integrity sdehta® ex-
traction approaches [105], [106] and fragile watermarking appreddi®&], [108]. Their
objective is to identify whether the content of video/audio is a@lterenot, not to determine
whether every bit in the video/audio data is modified or not. So tleévezacan still play
these video/audio containing errors as long as their content is not tampereattaygleer.

Data confidentiality

For the four kinds of data (video, audio, whiteboard, signaling), the paniccan sepa-
rately select different security algorithms for their petitn. Standard encryption algo-
rithms are used to process audio, whiteboard, and signaling dat@-tmre due to their
small volume of data. To well meet the stringent QoS requirenadnteal-time applica-
tions a specific encryption algorithm is strongly demanded fieoviencryption due to the
large amount of video data. For example, the bit rate of MPEG-2 vitesmns typically
ranges between 4 and 9 Mbps [108]. For that reason, we developed a dewvetnecryp-
tion algorithm calledPuzzle[109], [110] which is fast enough to meet real-time demands
and provides a sufficient security meanwhile. The detailed inttmtutto Puzzlealgo-
rithm is left to the chapter 7.

Recently, the IETF released the standard SRERuUfe real-time transport protogdiL39]
used for providing the integrity and confidentiality of RTP paylddte payload may con-
tain video or audio data. There are at least two limitations sndfaindard. First it only
specified the AES algorithm used for the encryption of video awiibadata. How other
algorithms can be added to the SRTP framework is not exgmbifed. As discussed
above, video data encryption usually needs specific algorithms tathvea standard algo-
rithm (e.g. AES) to meet the stringent real-time requiremdiitsrefore the application of
SRTP to video encryption may be not the best choice. Second it apm@ietandard
HMAC function to ensure the integrity of the video and audio data. Aesbigerror in the
transmission can cause the loss of a whole RTP packet due tonithergdtelMAC function,
although this single bit error may not change the content of the vidmadar. As a result,
the quality of the video or audio is decreased perceivably. Theimgsuitleo and audio
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guality may be even worse for a radio link, since its bit elate (BER) is much higher
than that of the wired link. To sum up, more studies are still detddetermine, whether
or not the SRTP should be deployed in the BRAVIS system for video and audio protection.

5.2.5 Interactions between security modules

The functionalities of each security module have been introdwesattately. This section
illustrates how they harmoniously work together to provide the sg@@ivices necessary
for a secure conference.
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Figure 5.4: Interactions between security modules

The interactions between the security modules are elaborategtihirdmwducing the op-
eration procedure of a secure conference. As shown in Figure 5.4swmethat partici-
pantsP;, P2, andP3; have been in a secure conference. The particPaistassumed to be
the delegate of the group at this moment who initiates the grouméeggement module

69



Chapter 5: A Security Architecture for the BRAVIS System

in response to the group composition change. The new parti@paninvited to join the
conference by one of three membRisP,, andPs;. Thereby the mutual authentication be-
tween the newcomer and the particip&atis invoked. After successfully authenticating
participantP; the new participan®, learns who have been in the conference. He/she con-
sults the authorization module to examine whether these memberthbaight to call him.

If this is not true, participar®, simply refuses the call. Otherwise he accepts the ball; t
corresponding group key renewal procedure for his joining is teggdesides the distri-
bution of the new group key, the group key renewal procedure is addifioisaltl to de-
liver the current group security policy to the new member. So thebers in the newly
constructed groupPq, P,, P3, andP4) can securely communicate to each other under the
same group key by obeying a unique security policy. During a sgoaup communication
the members can negotiate a new security police by using the secuayyrpotiule if they
are not satisfied with the old one. Like the joining event, the leasinegt can invoke the
group key renewal operation as well. When the group key renewalamptished for the
leaving of a participant, the remaining group members communicate thsingew group
key. As shown in Figure 5.4, participamg P,, andP, continue to securely talk to each
other under the new group key after particip@nteft. Whenever data are encrypted and
hashed, the data security module will inquire the group key managerodualento identify
whether the new group key is installed. If true, the data ggconodule will apply the new
key for data integrity and confidentiality. As shown in Figure thé,data security model
has received three different group keys due to the change of group composition.

It can be observed from the interactions between security motiakethé group key man-
agement module is the most important one of them. Thus the firgttthiealize the secu-
rity architecture is to develop a secure and efficient groupnk&ayagement module. The
next chapter focuses on this crucial issue.
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6

A Key Distribution Protocol
for Small Peer Groups

The group key management protocol is the heart of the seaudkytecture for group
communication applications. It plays a decisive role to ensure gregry and integrity.
A compromise of the group key renders cryptographic algorithms usgéystem com-
pletely meaningless. Designing a perfect group key managementgralways represents
a challenging task. Group key management has to fulfill a se¢afrity requirements to
assure that only authorized group members can access to the group &dgition, real-
time settings such as video conference systems strongly reffidient protocols to be
applied to better support services. Currently available protocolsgsossertages in meet-
ing these security and efficiency requirements demanded Himeakettings. In this chap-
ter, we propose an efficient and secure protocol, called VTKD, wlashdwer rekeying
delay than the existing protocols.

6.1 Requirements to group key management protocols

Small peer groups

Many emerging interactive and collaborative applications tenapply the peer-to-peer
paradigm to be independent of expensive infrastructures as thegrarestance, provided
for audio and video conferences by the H.323 systems. DecentraliPedyBtems better
support spontaneity and mobility to set up meetings at varyingdosatir in ad hoc envi-
ronments. This is especially advantageous for business communigaépithe Internet,
but also other collaborative applications such as audio/video conferamtespnferences,
and multiparty games. These applications usually need group privacyagmdntegrity.
Decentralized solutions require appropriate mechanisms to protecbmfidentiality of the
communication. To assure confidentiality the partners have to agogea common secret
key for encrypting their communication. While centralized collafboFasystems provide
practicable solutions for this, the development of efficient and sé&eyrexchange proce-
dure is still under research for decentralized systems.
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Two different kinds of approaches are applied for this purpose: deattand decentral-
ized (or distributed) group key exchange protocols. The centralizedambpuses a key
server which supervises the group composition and generates a ngnkgyoifi required.
The centralized approach is readily to implement, but it isdei$sd for peer-to-peer appli-
cations. The key server may become a single point of faihdgeesents an attractive tar-
get for attacks. The distributed approach assigns the key manmademaion to the group
members.

Our intention is to design a simple key management protocol itoeetfy support small

dynamic peer group meetings. Small group peer-to-peer meetmglminant in every-
day life such as business talks, conferences, consultations, telasgmultiparty games
etc. Interactive and collaborative meetings tend to be much smaftgpared to the open
multicast meetings set up via the Mbone [111].

Security and efficiency requirements
The group key management for small dynamic peer group meetings hasll different
requirements [112], [70]:

» Key authentication:Every group member has to assure that nobody outside the
group acquires the group key. This requires a mutual authenticdttbe partners
when joining the group to assure that the invited partner is the expece, and
vice versa that the invitee has certainty that he/she can trust the group.

» Forward confidentiality: Group members that leave earlier should not have access
to any key generated later to decrypt data exchanged after their leaving.

» Backward confidentiality Members joining later should not have access to any
older key to decrypt data exchanged previously.

» Collusion freedomAny subset of members that left the session should not be able
to deduce the current key using former keys.

» Perfect forward secrecyA compromised key can not lead to the disclosure of past
keys.

» Resistance to known key attackbe disclosure of past session keys cannot be used
to compromise the current session key.
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Besides security requirements stated above, efficiencynscalcconcern for the applica-
tion of a group key management protocol in real-time settingseTdrertwo primary rea-
sons for this. On the one hand, real-time group communication applicit®nsulti-party
audio or video conferences make high efficiency demands (in a mriitiquanference, for
instance, the audio/ video streams of all participants have to lmengdezssed simul-
taneously). On the other hand, group communication is interfered during kegure-
freshment. This is because hosts are usually unable to update their group keynsyrstir
in the asynchronous Internet [113], [114].

6.2 Related work

Group key management protocols can be generally classified int@alzad and distrib-
uted protocols [115] depending on the fact whether the group key renavmedjuely man-
aged by a dedicated entity (e.g. key server) or collaboratively pedoboynthe group mem-
bers themselves. The former are designed for large group dipplecasing one-to-many
communication model such as video on demand service (VOD), satebiddcast, and so
on, where the group size may be more than one million members beitatieerelatively
loose security requirements [116], [117]. The latter aim at ictigeaand collaborative ap-
plications using a many-to-many communication model, such as videereooé, collabo-
rative document sharing/editing, and so forth, which usually have groalb size less than
hundred members but rigorous security requirements [118], [119]. Distripugextols are
the focus of this introduction. Beforehand we give an overview to aleneidd protocols
since many distributed protocols borrow many concepts from them,asukby tree. A
Taxonomy of group key management protocols is illustrated in Figure 6.1.

Key management
protocols

Centralized approaches Decentralized approaches

(e.a. GKMP, LKH, OFT)

K ey agreement protocols Key distribution protocols

(e.g. BD, CLIQUESTGDH) (e.g. DTKM, Rodeh’s protocol)

Figure 6.1: Taxonomy of group key management protocols
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Centralized protocols

The Group Key Management Protoc@EKMP) is the simplest centralized approach used
for the group key management [117]. The key server agrees upon taksgcrath each
group member. It delivers the new group key to each member encryjitethe corre-
sponding secret key whenever required. This scheme is not mffioecause it requires
messages andencryptions for a rekeying event wheres the group size. Wong et al. pro-
posed the_ogical Key Hierarchy(LKH) protocol [120] in which the key server maintains a
key tree. The nodes of the tree are associated with intermkedisteknown as key encryp-
tion keys (KEKs) which are used for refreshing the group kelyaher KEKs. The leaves
of the tree correspond to secret keys between the key satvemaah member. The root of
the tree is the group key. Each member knows its leaf secreinklegll KEKs from its leaf
from the root. For each group key refreshment operation, the kegr saeeds only to
change the keys known to the left member on the path from it®léa root. As shown in
Figure 6.2, the key server merely updates, Ks.s, K7z.swhen member £left the group.
LKH reduces the number of rekeying messages and the numberrgptemt fromn in
GKMP to 2log n. One-way function tree (OFT) [121] scheme is an improvement to the
LKH approach, which further reduces the rekeying cost of &id by half. It is worth to
mention that the rekeying efficiency of LKH and OFT mainlya®bn a balanced key tree.
After many rekeying operations the key tree may become anbatl. To keep the effi-
ciency of LKH and OFT it is necessary to rebalance the key tree [122].

Key server

P;: i participant

K,._j: Key known by participants ranging from P; to Pj

Figure6.2: LKH tree

74



Chapter 6: A Key Distribution Protocol for Small Peer Groups

Decentralized protocols

Distributed group key management protocols can be divided into tegacads: group key
agreement and group key distribution protocols [1&3pup key agreement protocase
based on the two-party Diffie-Hellman key exchange protocol [124]. Their ib@sigs that
each group member has to contribute a share to generate the grodghezythe group
membership changes, a group member is selected to compute nevedidenkeys and
distribute them to the group. Based on these intermediate keys and its own sharewac
member can independently compute the group key. Examples of such preiec@d
[118], CLIQUES [100], and TGDH [101]. One of the first proposals hasapproach of
Burmester and Desmedt [118]. They proposed a computation-efficiencpirdd refresh
the group key for any membership change. However, it reqaifeigh communication
overhead of & broadcast messages. CLIQUES [100], developed by Steinerk;Tandi
Waidner, is a natural extension of the Diffie-Hellman protdooldynamic peer groups.
Each member adds its share to the intermediate value genbyatbd predecessor and
passes the new value to the successor. The last group memberhaithadds its share to
all intermediate values and multicasts them to the group mentba&ch. group member
determines the group key using the respective intermediate valutsahare. The number
of cost-expensive exponentiation operations and rekeying messagasaclinearly with
the group size. The main weakness of CLIQUES is the high congnahtverhead that it
imposes on the last member in the chain.

Kim, Perrig, and Tsudik proposedTaee based Group Diffie-HellmaflT GDH) protocol
[101], which is built by combining the two-party DH protocol with keges concept of
LKH. The key tree is arranged as follows. Each node is assdomath a DH private key
and the corresponding DH public key (called blinded key in the afigiaper). Each leaf
represents a group member, who has own private key and the asspeldiedey. Every
member holds all private keys on the path from its leaf to theasowiell as all public keys
on the key tree. Therefore, the private key held by the root node isnKmpwall members
and is used as the group key. The basic idea of TGDH is that eegnber can compute
the private keys along its key path to the root node based on hiproxate key, by recur-
sively using the two-party DH protocol. For each group key rehewm& group member,
the so-calledsponsoy generates new intermediate public keys and distributes them to the
group. Each member computes the new group key using these intermpebdiatdkeys and

its own share. The key tree reduces the communication and computatibeaavéor re-
freshing the group key compared to CLIQUHESe amount of rekeying messages and ex-
ponentiation operations in TGDH is reduced fr@n) in CLIQUES toO(log,n). TGDH
proved to be the most efficient protocol among the above mentioned groagresynent
protocols related to computational and communication overhead [123].
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P, leaving

P, i participant K Private DH key known by participants ranging from P;to P BK: Public DH key (blinded key)

Figure 6.3: Group key renewal of TGDH for a leaving event

We take the following example to illustrate how participant®@gmpon a new key again
when the group composition changes. Figure 6.3 depicts the group key rendwadH

for a leaving event in a group of 8 members. We assume that particjjaav€s the group
and participant Pbecomes the sponsor. After updating the tree, the sponsor gerzerates
new private DH ke\K;', recalculates the private DH kelfs.4, K>.gas well as public DH
keysBK;', BKy.4. Then it broadcasts the public DH ke, , BK;.4to the group. Partici-
pants B, Ps, P, and B can compute the new group ki§ygsupon receiving the public DH
key BKz.4. In @ similar manner, participantg 8nd B can sequentially compute the private
DH keyK,.4 and new group kelf,.gafter receiving the public DH ke§K; .

In contrast to group key agreement protocols ghrmup key distributiorapproaches dy-
namically select one group member to generate and distrimiteetv group key. Dondeti
et al. proposed a distributed tree-based key management scheKiM)([»F secure many-
to-many group communication [125]. This approach modified the centtalE One-
way Function Treeapproach of [121] to a decentralized one in which one group member is
dynamically selected to refresh the group key. This approach, hgwasan expensive
communication overhead. It demarldg,n rounds to complete the group key refreshment
for a join or leave event. An alternative distributed key tnger@ach was suggested by
Rodeh et al. [102]. It is an extension of the centralized LKH pobtdc the Rodeh proto-
col all keys used by the group key management are arrangedyrira&eT he leaves of the
tree correspond to group members. The left-most leaf is defirtee @mse leader For each
group key renewal, the tree leader directly generates theyroayp key and sends it to the
subtree leaders via secure channels which are generatecthmngixg public DH keys
between the tree leader and subtree leaders. The subtree tEademnge sending the new
group key to their respective subtree members. As shown in Figurgv@d,a group of 8
members, we assume that participantedves the group. In response to the leaving,pf P
the tree leader Jgenerates the new group kKy.g, and securely sends it to the subtree

76



Chapter 6: A Key Distribution Protocol for Small Peer Groups

leaders Rand Rfirst. Then they deliver the new group key to their subtree menmber
vidually in the second communication round, i.es¢P,) and (B—Ps, Ps—P7, B-—Ps).
Compared to DTKM, this reduces the communication cost to two roundskiey refresh-
ment event. It is, however, not resistankbown key attacksince the tree leader encrypts
the new group key with the old group key and multicasts it to groupbersnior a join
event.

P, leaving

P, it" participant —> First communication round

K. Key known by participants ranging from P;itoP, - » Second communication round

Figure 6.4: Group key renewal of Rodeh’s algorithm for a leaving case

The above mentioned distributed key agreement and distribution protocols cmsiater

key authenticatioras part of the key management protocol. Distributed key management
protocols seldom support this property. Ateniese et al. presented tbheghi®a-GDH Se-

cure Authenticated Group Diffie-Hellmp[126], a derivate of CLIQUES, which includes a
key authentication feature. However, several possible attacks oprthacol have been
reported meanwhile [127].

A comparison of both approaches shows that distributed key agreemedistiiition
protocols do not differ much related to the group key renewal proceduresseetial dif-
ference between them is that in key agreement protocols ontedejesup member gener-
ates the intermediate keys rather than the group key, whereatiskielyution protocols
select a certain group member to directly generate the group kayp G@greement proto-
cols, however, require more complex data structures for the keylateon and are more
expensive regarding the computational overhead than group distribution pr¢1@8}ldn
view of the efficiency demands of real-time group communication we prmgtecentral-
ized distribution protocolAs discussed above several decentralized distribution protocols
have been proposed, but they still possess shortages in the resptrity sind of effi-
ciency as mentioned above.
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6.3 Principle

To overcome the shortages of existing protocols, we have designeditienefnd secure
decentralized group distribution protocols, called TKIbKen based Key Distributipn
[133] and VTKD yirtual Token based Key Distributipfil03] respectively. The TKD pro-
tocol is an early version of the VTKD protocol. They work in compkawith the similar
principle. Before introducing this principle, we first describe slgetem architecture as-
sumed.

6.3.1 System architecture

To explain the integration of TKD/VTKD into a system architee as well as the interac-
tion with other protocols we use our multi-party video conferencermyBRAVIS [17] as
example. TKD/VTKD can be similarly integrated in other systems.

The architecture assumed for TKD/VTKD consists of 3 layersplication layer, a secu-
rity layer, and a group communication layer (see Figure 6.5).aphbcation layerneeds
not to be specified in detail here. It contains the application-gpéaifctions. In BRAVIS
these are the conference control modules such as the QoS management and thrribbor c
as well as the media transfer modules such as the video and audigemarhe related
descriptions can be found in the chapter 2 and chapter 5.

Application Application
layer 1 I
Co T T T T T T T
Security ! Entity Key | Encryption/
layer : Authentication Refreshment | Decryption
L_____TJKDNTKD ___ !
Group }

communication

layer Group Communication Protocol

Figure 6.5: System architecture

The security layercontains the encryption/decryption module for data and media egehan
and the TKD/VTKD protocol which is the focus of the consideratioe.hEne key renewal

is triggered when the group composition changes, i.e. when a new pairtae¢he group, a
participant leaves the group or a participant’s host crashegoifimgg of the group always
involves a mutual authentication to assure that both sides canachsother. The security
layer is closely connected with the group communication layechwassures the consis-
tency of the group data.
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In collaborative applications tlggoup communication layeronstitutes the basis for a reli-
able operation of collaborative peer-to-peer applications. It has to updat®tipemanage-
ment data in the peers and to ensure their consistency sol {he¢ral have the same view
on the actual group state and can uniquely decide all group relatess isy themselves,
e.g. QoS parameter settings or floor assignment. In closed gtaalps has to ensure the
closeness of the session. To achieve this, a group communication prstoemplired that
provides virtual synchrony [47]. This assures that no data areHastjata are delivered in
the order as they are sent, and finally that all peers areadgpdqtially. There are several
protocols which meet these requirements like RMP [129], the T&terocol [130], En-
semble [131], Spread [132], and GCP [45], [46]. In BRAVIS we usedtter [protocol.
Decentralized key management protocols heavily depend on the virteareym property
of the group communication protocol for refreshing the group key [101], [1D23].[ If
this property is not provided, members may have a different view agrahp membership
when key renewal is required. This leads to confusion in the remeoess, since more
than one member may be selected to generate the group or intéenkegs respectively.
Therefore, we assume like other decentralized key managenwntqis that a group
communication protocol with virtual synchrony is applied in the communication layer.

The group management is contained in this layer. It supervisggdbp composition and
indicates all changes to the group members. The group managenoetniggisrs the key
refreshment when members join or leave a session.

The group management also executes the invitation procedure. In closgdngeetings

the identities of all participants are managed in a directorpastrficture deployed in an
enterprise or domain, i.e. all participants belong to the sameirfresttructure or name-
space. Thus identity forgery, i.e. a Sybil attack [44], is not arei&® such group settings.
The group is set up by an initiator who invites the partnersr,Lfatgher partners can join
the group if desired. The decision to invite new partners is baseatiah agreement of all

partners.

6.3.2 Mechanism of TKD/VTKD

This subsection is organized as follows. First the DH principld asehe basis of VTKD
is briefly reviewed. Secondly the associated security assumgoon¢TKD are made.
Then the mechanisms of the TKD and VTKD protocol are separat&lyduced. More
details are given to the VTKD protocol.
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DiffieeHellman (DH) key exchange protocol [62]

The DH protocol enables two partners to agree upon a shared $&yrdig exchanging
their public DH keys (values). The security of DH protocol dependtherdifficulty to
computing discrete logarithms for large numbers. All arithengpierations of DH protocol
are performed on the cyclic group of prime orgewith generatorg. Provided that user
Alice and user Bob want to set up a secure communication, Alieetsa random number
raas the secret DH key and generates the corresponding public Di* kegdp, similarly
Bob possesses a secret DH kgynd the corresponding public DH kgy modp. After
exchanging their public DH keys, Alice and Bob can individually compushared secret
key SK as follows:

SK= (g ""modp= (g"®) @modp =ga"® modp

For simplicity, we omit the term “mog” when expressing public DH values in the later
sections of this thesis.

Security Assumptions

TKD/VTKD is a decentralized group key distribution protocol whistbased on the Dif-
fie-Hellman (DH) key exchange principle. There is no cergraup key authority. In con-
trast to the key exchange between two partners, in the disttigproach each group
member calculates a secrete key with each partner usn®ithe-Hellmann principle.
This key is called shared DH-secret in the sequel. Theegtared at each member and used
for the group key distribution. Concerning the group members it is adstivaeall mem-
bers have equal rights and possess the same trust, i.e. each maylaerthenticate new
members and trigger the group key refreshment. We further assunanthathenticated
member in a closed group meeting is trustworthy, i.e. he/sherbexctively attempt to
disturb the system and to disclose the group key to non-members. No assumptiongare mad
on the trustworthiness of partners after leaving. These assumptioespond to practical
security demands. The decentralized group key protocols mentionedtianss.2 rely on
similar assumptions.

M echanism of TKD

TKD is a token based protocol. The group members form a logigabased on the group
membership list generated in the group communication layer. The tokemuohes the
group member that generates a new group key and initiatesyttueskabution procedure.
The group key is renewed whenever the group composition changes (join, leaveuaad fai
of peers). The token principle was chosen to select the member libspdmisthe group
renewal process in this dynamic group configuration. For sngiterps, as assumed here,
the token approach is efficient enough. The token holder is also thp grember who
authenticates the joining partners. The initiator of the group sréla¢efirst token. After
renewing the group key the token holder hands the token over to theogxtngember in
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the ring. The token shift is part of the rekeying messagehwikienulticast to the whole
group. Thus each group member knows the current token holder at any hieneelidble

delivering of the rekeying message is guaranteed by thelyimdegroup communication
layer as discussed above.

Mechanism of VTKD

The basic idea of VTKD is the same as TK, using a token to determine the partner
responsible for the key generation and distribution procedure. The omdyedide between
two schemes is related to the token management. VTKD does natpigeical token de-
signed in TKD, which rotates among the group members, but a virtual bisemeans that
the position of the token holder is newly determined for each kewybdison. Thus all
problems associated with the explicit token delivery are avoideu asidoken loss and
duplication. The token position is computed based orgtbhap member lis{see Figure
6.4). The group member list is organized as follows. The entry deesrie position of
the member. The members enter into the list in the order theth@igroup. When a mem-
ber leaves the list entries are shifted. The new token poBifias determined as follows:

PYK modn (6.1)

whereVK denotes the version of the group key anithe current number of group mem-
bers.VK is increased by 1 each time the group key is renewed. The fun€tidh in our
protocol is two-fold. Besides determining the token position it isw@sd to counter replay
attacks. The virtual synchronization property provided by the undergrmgp communi-
cation protocol ensures that each group member knows the currentsgrewgnd key ver-
sion in a consistent view. Thus each group member can clearly deteim position of
the virtual token in the group member list.

In VTKD each group member executes the same security funciidimsn the group com-
position changes the token holder refreshes the group key. It cres¢parate temporal
secure channel to every group member to deliver the new group kest U the channels
it uses the shared DH secrets and a newly generated nonce. Axarogle is supposed to
explain the principle (see Figure 6.6). We assume a group of fennbers P;, P,, Psand
P,). Py is holding the token. Each member knows its shared secrets witthéér members.
For exampleP; storesg, g''s, andg’s, P, accordinglyg2, g2's, andgZ+. When the
group composition chang®&s sets up the separate temporary secure chakpglk;; and
Kiswith Py, P3, andP, using the shared secrefs?, ¢'s, g1+ and the nonc&l;. It can
now securely deliver the new group keyRg Ps;, andP,via these temporal secret chan-
nels.
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The DH shared secret Table of P,

Group Public DH| DH shared
list| values secrets

PT------ > p1 gn gr4r1
P, | o [ g~
Token holder P, gn g
g~ - Closed group

The DH shared secret Table of P, The DH shared secret Table of P

_ \ Group  [Public DH| DH shared
Group  |Public DH|DH shared| Temporal secure l list| values secrets
member list| values | secrets channels
PT->[ P g" - O | P g" g e PT
1 P, /| P g” g
PZ ng ng K 3 4 2
T T = 4 Ps3 g" -
P3 9° g Kia 7 P g g
Py g g Kis il :
2 v
The DH shared secret Table of P,
Group Public DH| DH shared
ber list| values secrets
Temporary secure channel PToeeee > P, g" g
P, g” -
Py g° [ g=
Py g" g

Figure 6.6: Key exchange in VTKD using temporal secure channels

The secure channelg; from the token holdeP; to the group membeese established by
using two temporary shared keys: the encryption Kgyfor encrypting the exchanged
messages and the authentication Kgy used for message authentication. For key genera-
tion, a pseudorandom function is applied which hashes a masazgjrg a keyk. We use
HMAC(k,m) [65] here. The keys are generated as follows:

Kij,e:HMAC(gm,gm‘Ni‘lDi‘le‘o) (62)
Kij_azHMAC(g””,g“”‘Ni“Di“Dj‘l) (=1, 2,...n and i) (6.3)

whereN; denotes a nonce afid; the token holder’s identity which is contained in the re-
keying message sent by the token holder (see SectiorB.45.the group members’ iden-
tity andg'ii the secret key stored at both sides. The symbol “|” means concatenation.

The obvious precondition of VTKD is that each member can store thedsb#l secrets
with the other group members at any time no matter how the cdioposf the group
changes. This condition is easy to fulfill. When a member leinesession the remaining
members simply delete the respective secret in their Didtsiables. In the reverse case it
is more difficult, because the joining member as well as tbepgmembers do not know
the public DH values of the opposite side. This problem is solved asvfolWhile the
token holder and the invitee mutually authenticate the token holder akrulsblic DH
values of the group members to the new partner. The token holder vice versa gatdith
DH value of the new member and forwards it to the group. Each groupendnen com-
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putes the shared secret related with the new member. Now eadbemknows again all
shared secrets with the other members, i.e. each group membefreah the group key
when it becomes the token holder and the group membership changes.

6.4 Protocol procedures

In the rest of the chapter we concentrate only on the VTKD qobsgince the VTKD and
TKD protocol share the similar principle. The essential procsdofr¢he VTKD protocol
are given in the sequel.

6.4.1 Join procedure

The join procedure consists of two steps: (1) the authentication phadech the invitee
and the token holder mutually authenticate and (2) the proper join pitagée group key
refreshment (see Figure 6.7). Five messages or rounds, redyeeti@eneeded for the join
procedure: four rounds for authentication and one for the key refreshment.

Position of virtual

Token Mys Mas
i Mus Mus
28 2 B - R 8 e 21 2 RN 12 RN A [
(My1~Mus) | IKEv2 Mus Mus
Pn+1
Entity authentication Group key refreshment

Figure 6.7: Join procedure

Authentication

For mutual authentication between the token holder and the inviteagtrlg proposed
internet draft standard IKEv2 [134] has been deployed for its irentezfficiency, security,
flexibility, and robustness compared to its predecessor IKE [96&nitbe expected that it
will be widely used for authenticated key exchange in the Intefioeddapt it to the group
communication scenario we had to change some message components.

IKEv2 supports two kinds of authentication: public key signatures and predsbecrets.
We use public key signatures here which are more appropriafgeéorto-peer systems
than the pre-shared secret authentication which better supportéselest applications.
Moreover, as proved in [135], [136], the signature mode of IKEv2 éxars authenticated
key exchange protocol which thwarts those commonly appearing attlacksthentication
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protocols such as man-in-the-middle and reflection attacks. The succesiséutecation of
public key signatures mainly depends on the authenticity of the nayl&c The certificate
is the mostly accepted approach used for this purpose. Here weeatsim public key
infrastructure (PKI) is deployed.

We now consider the case thit,is invited to join a group af participantsP;...P, (see
Figure 6.7).P; is supposed to be the current token holder selected according to formula
(6.1). To accomplish the mutual authentication betw&emdP,.; the following four mes-
sages have to be exchanged.

M, (P - P,..): HDRg* SANA

MJZ(Pn+1 - Pu) HDR,ga“*l,SAﬂ,NAm

M (P - P,..): HDR,SK{ID, CERT,SIG,ID,,ID,..ID,,g%,g%..9" }
M,,(P,.. -~ P): HDRSKY{ID,,;,.CERT,,.SIG,.,.g""}

n

HDR in the four messages denotes the message header which contains to&es $i©|
(Security Parameter Indgxand the invitee’sSPL.;, SPIlis a value chosen by a user to
identify a unique IKE security association. It is also used @so&ie to provide a limited
protection from denial of service attacks.

The messagesl;; andMj; have two functions: (1) to negotiate the security associ&#fon
between the token holder and the invitee, which specifies the crgptogparameters used
for the messagedl;z andMj,, and (2) to exchange their public DH valwésand g™+ as
well asa nonceNA to generate the shared ke§& andSK', which are used to protect the
subsequent messagéss andM;4. Note that for a maximum security the public DH values
g% andg™1 used to construct the shared key between the token holder and imtiee
authentication phase is distinct from the public DH valgleand g+ used for temporal
secure channels in the rekeying phase. Consequently, the shar&KlaysSK' are sig-
nificantly different from the temporal secure ké¢sgenerated in the rekeying phas€o
avoid a reflection attack, separate sessiond€gndSK' are used for each direction [134].
SK (and alsoSK') consists of the encryption k&§K. and the authentication ke8K,. In
general, it is required that distinct keys are used foryption and authentication, respec-
tively, so that an interconnection between the different mechansragoided [70]. In
other words, a compromised encryption key caused by a weak encryptoithah should
not allow compromising the authentication key and vice versa. ThedskaysSK andSK

are computed as follows [134]. First a key material cél&&Y SEEDs calculated by us-
ing a random number generation functjan which outputs a pseudo-random stream. Its
inputs are the nonce exchanged in messkiyeandM;,, and the DH shared secret agreed
on this exchange. SecosKEY SEEDSs further used to generate an auxiliary & and

84



Chapter 6: A Key Distribution Protocol for Small Peer Groups

shared keys3Ka, SKa, SKe andSkK') for protecting messagéé;; andM;4. These computa-
tion procedures are expressed as follows:

SKEYSEED= prf (NA INA, ,,,g%*")
SK, =prf (SKEYSEEDy*™*|SP}|SPl, , [0x01)

SK, =prf (SKEYSEEDBK, |g***|SP} |SPI,, [0x02)
SK, = prf (SKEYSEELBK,|g* |SPL|SPI,,, [0x03)

SK_=prf (SKEYSEELBK_ |g**|SPI.|SPI, ., [0x04)
SK_=prf (SKEYSEELSK_ |g***|SPI |SPI ., [0x05)

In the original IKEv2 protocoM;3z andM;,4 have two objectives. First the token holder and
invitee mutually authenticate by verifying the signatBt€ of the partner. Each peer gen-
erates the signature by signing the concatenation of its own firsageeéncluding its pub-
lic DH valuegd®), the partners’ nonce and the valugpd{SK,ID) with its own private key.
The token holder’s signatu®lG and the invitee’s signatui®lG,.; are illustrated as fol-
lows:

SIG =PRK{H (M ;|NA,,,|prf (SK;,ID;))}
SIG,,, =PRK,.{H (M ,INA prf (SK,,ID,.,))}

n

Note: H() means hash function
RR, PRK;;; token holder’s and invitee’s private key, respestiv

Thus the signature verification of the partner not only authengidhte partner but also
rules out any possibility of man-in-the-middle attack during trehamge of messagdsy;
andMj, since an attacker in the middle cannot forge signatures witbkerm tholder's and
invitee’s private key used for signature, respectively. Secdhely agree upon a security
association by exchanging their respective proposed securdgiass which is used to
protect the communication between these two participants. Sincgriedasecurity asso-
ciation is only available for a two-party communication, this objeadf IKEv2 is not pre-
served in VTKD which aims at group communication. InstelgglandM;, are used to ex-
change information between the token holder and the invitee. The token dwlders the
group information to the new member in messhfe including all members’ identities
(IDy, IDs,..., IDy) and the respective public DH valugs,(g?,... gn). The inviteeP,.;re-
turns its identityDn.1and its public DH valug™*with messagi;s.

If the token holder fails to authenticate the invitee it notiftesgroup about this with mes-
sageM;:

M, (P - P,P,..P):HDRGK_{ID,.,}.

When receivingMy each member knows that the new member failed to join the group. All
members keep the group key unchanged.
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Group key refreshment

After successfully authenticating the invitee the token hdkleenews the group key. The
new keyGKney is randomly generated and thus independent of previously used keys. The
token holder sends the new key with the multicast meddag® the extended group. For

the exchange oMjs the secure temporary channels described in Section 6.3.2 are used.
MessageéMjshas the following format:

M JS(Pi - P:L’PZ"'Pn+1):HDR'GK0Id{IDi 'Ni}'Kil{VK 'GKneW}
..... K, {VK.GK,,}.SKCK, ., VK GSAID },GK, { g™ ,ID,..}

new

The messag®l;s consists of four parts which serve different purposes. The fs$tql
message M contains the token holder’s identifiy; and a noncé\; used to construct the
temporal secure channels (see formula (6.2) and (6.3)) betweéokémeholder and the
other members. This part is encrypted with the old group@€yy. The second part of
messagél;s contains the new group ké&yKney and the group key versiork. These data
are separately encrypted for each group member using ipotahcthannel keyK; (=1,
2,...n and i) between the token hold& and the other group members. The third part of
messagé;s for the new member contains the new group G&ye., its version, the group
key associationfGSA which specifies the security policy currently deployed fooug
communication, and the token holders’ identity. These data are ertwjitethe shared
key SKdetermined during the authentication phase (see above). The foutbrpains the
new members’ identityD,.1, and its public DH valug. This part is protected by the
new group keYGKnew

After having received/;s the old group members can decrypt andN; with the old group
key GKqq. They can determine the channel key according to formula (6.2)6a8)dand
decrypt the new group kegK.eww The new group member decrypts the new group key
using the shared keyK Now all group members including the new particip@nt pos-
sess the new group key, the public DH values of the other meabersll as their shared
secrets. They are all in the same state so that the new token holder cimthefigroup key
when required.

6.4.2 Leave procedure

When a participant leaves the group the underlying group communicabimegrinforms
the remaining members about the leaving. Accordingly each groupeneumpdates its
group member list. The group members determine the new token hgidsiti®n accord-
ing to formula (6.1). The token holder starts the key refreshment chneceFigure 6.8
shows an example.
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Position of virtual
tol‘(en

|
|
N2

|P1|P2|' t |Pi|' * | Po|Pamt % |P1|P2|' C |Pi|' - | Pa
a1 leaving
Old group member list New group member list
IVIL1 ﬂ
L1 M4
2N
|p1|p2|. .. |pi|. - -|p,
M M

L1 L1

Group key refreshment

Figure 6.8: Leave procedure

We assume that participaBRj+; is leaving a group afi+1 memberd;... Pn+1. The token
holderP; generates a new group k€., and multicasts it in the leaving message to
the remaining group membeM, ; has a similar structure like the join messkiye

Mo (P = R.Po..P,):HDRGK, {ID, N LK VK GK . }... K, (VK GK,,,}

It first encrypts the identity of the token hold&; together with a newly generated nonce
N; with the old group key. The new k8Knew and the actual key versiMK are encrypted
with the temporary channel keys for each remaining group memiesethannel keys are
derived according to formula (6.2) and (6.3). The leaving participant cabtah posses-
sion of GKney, because it cannot reconstruct any of the temporary secure Ishiane
Ki...Kin without knowing the shared secrefs:, d'i'2,...g"'m between the token hold&

and the remaining membels, Ps,... P;,...P, (7#). When receiving messadé, ; the re-
maining group members can decrypt the new group key in the same way as debonibed a
for messag® s The group key refreshment is completed.

6.4.3 Failure of a participant

In VTKD the position of the virtual token is at any time known to tineent group mem-
bers. When changing of the group composition the new position can beideteaxactly.
As special case the crash of a host including the token holder mash&idered. This is
detected by the underlying group communication protocol and indicated tethety
layer, i.e. the failure of a participant essentially coincigits the leave event. The security
layer then invokes the leave procedure as described above.
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6.5 Security analysis

We now analyze how VTKD fulfills the security requirementscdssed in Section 6.1.
Furthermore, we compare the security properties with thaG@dH and Rodeh’s protocol
which are considered the most efficient group key agreement atribution protocols,
respectively.

Key authenticationis assured in VTKD, because each potential participant ofedinge
must be authenticated by a group member. Only if this authenti¢atsutcessful the in-
vitee can join the group and obtain the group key. Vice versa, the neweanauthenti-
cates the group information of messagg (their identities and public DH values) to con-
vince itself that the received group key is of the expected groupkéijheefreshment pro-
cedure assures that only active group members can obtain the new group keyg lsgpat
rate temporary secure channels between the token holder and the other members.

Forward confidentialityis guaranteed by the leave procedure described in Section 6.4.2.
The leaving member cannot access the new group key whichribudiesti to the remaining
group members using the temporary secure channels between thehe @aokien holder.
These channels rely on the shared secrets between the token moldiie aemaining
members which are not accessible for the leaving participant.

Backward confidentialitys achieved by not delivering the old group key to the joining
member as shown in Section 6.4.1. Those parts of mekkathat can be decrypted by the
new member do not contain the old key.

Collusion freedoms ensured, because each time the group composition changes the token
holder randomly generates a new group key which is not associatedownerly used

keys. For that reason, former participants are not able to deduce the cuugrkey based

on any subset of expired session keys.

Perfect forward secrecgneans that either a compromised long-term credential wilfeiot
sult in compromising of expired session keys or an active atiacthe system (e.g. a
hacked host) will not reveal past session keys [137]. Perfect fbrsemrecy of the first
case is trivially achieved, since the long-term credentral§TKD (e.g. the private key
used for signature during the authentication phase) are newkrtasacrypt any group
keys

The second case is relevant, when a meeting consists of ssa&simins. A singular meet-

ing is devoted to a particular activity that does not have anyquedessions. In a confi-
dential meeting with several sessions various session keydenaged. For example, we
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assume a confidential meeting of four sessions whereby ¢l ey should be refreshed
for each session. Each session is characterized by its group key andteddaying mate-

rials as shown in the following table.

Key materials Sessionl | Session2 | Session3 Session4
Group key GK) GK; GK; GK3 GK,4
Temporary shared key between  Kj; Kiz Kis Kija
member Pand membeP; (Kj;)
Nonce () Nia Nio Nis Nia
Shared secret betweEnandP; g gl g''i g
Secret DH value o, f f f f

The keying materials except the shared seafétdbetween a membéd?; and the other
membersP; (j=1,2...n. j#) as well as its secret DH value are replaced by néwesaat be-
ginning of each session. From formula (6.2) and (6.3) we can sebdéhlaéshness of the
temporary shared ke§; between membé? andP; mainly depends on the nonide Since
each session uses a different norGeis refreshed. In case of group refreshment the new
group key is protected ;. Let us assume that group memBeis successfully attacked
during session 3. When the intruder breaks into the host of ménbefshe can only ac-
cess the keys and keying material of the current sessioiGksgKjs, Nis , ri andg'i, but

not any other keys and keying material of the former sessixeeptgi andr;. If the in-
truder wants to geGKy, he/she has to recov&,. To reconstrucKj,, Ni is required.
However,N;; is protected by the former session K&, (see messagd;s in Section 6.4.1
and messag®l,; in Section 6.4.2), i.e. if the intruder wants to G&t,, he/she must know
GK;. The latter, however, does not exist any more in the syateahs time. Thus the in-
truder is unable to recov€K; with the keys and keying material of session 3. The same
holds forGK;. Therefore, we can conclude that even if an attacker intrudes dungj a
session, he/she cannot decrypt previous sessions.

Resistance to known key attackeans that the disclosure of past session keys cannot be
used to compromise the current session key. Here we again have tiecbmsicases. The
first case considers a passive adversary who records the datagad over a communica-
tion link to analyze them later [70]. We assume that the paasiversary knows the past
session keys and the norédeised to derive the temporary shared KgyetweerP; andP;

to protect the new group key (see messadgsandM1). To successfully reconstruks;

the passive attacker has also to know the shared ggtret P; and P, besides the nonce
(see formula (6.2) and (6.3)). This is impossible, because the skamedgs’ is deter-
mined inP; andP; and never transmitted over a communication link. Thus the attacker is
unable to derivé;. WithoutK; he/she cannot access the new group key, i.e. compromised
past session keys cannot be used by a passive adversary to compromise fitur&egs
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The second case relates to an active adversary who triesdify miata on the communica-
tion link [70]. We consider the situation when the token hoRjeefreshes the group key

by either sendind/l;5 or M3 to the remaining group members. We further assume that the
attacker knows the old group k&Koqby some means, so that he/she could caplyser

M.1 and modify the message wiBK, 4 as follows:

P; (Token holder) Active adversary ReeeP,
HDR, GKoie{ ID;, N; }, HDRGKy{ IDi™, Ni'}, HDRGKy{ IDi", N },
Kir{ VK, GKeud - -- Kir{ VK, GKnevg .- Kir{ VK, GKnevg .-

The attacker replaceéB; andN; by another identityD; ", N;". The group members, however,
receiving the forged messages will generate a diffeemporary shared kel;~ which
fails when authenticating messag&{GKew}. Thus the group members will be aware of
the ongoing attack, i.e. an active adversary cannot impersonaté theepwotocol parties
using past session keys.

Finally we compare the security properties of VTKD with thiaT GDH and Rodeh’s pro-
tocol. The security features of the three protocols are depicted in Table 6.1.

Table6.1: Security features of VTKD, TGDH and Rodeh’s protocol

Security features Rodeh |TGDH | VTKD
Key authentication No No Yes
Forward confidentiality Yes Yes Yes
Backward confidentiality Yes Yes Yes
Collusion freedom Yes Yes Yes
Perfect forward secrecy (long-term key) Yeq Yds Yés
Perfect forward secrecy (host hacked) Yes No Yes
Resistance to known key attacks | No Yes Yes

TGDH and Rodeh’s protocol do not provikey authenticationsince they do not possess
an entity authentication function which is the essence of key authentication [70].

TGDH incompletely supportperfect forward secrecyin case of a hacked host TGDH is
not capable to keep perfect forward secrecy, because the inteerierlia generated by the
sponsor are transmitted over a so-called public and authentic chaneglcdn readily be
intercepted by the adversary. If the adversary compromises @he gfoup hosts and gets
access to the private DH value of that host, he/she can teadrgroup keys used in the
previous sessions.

Rodeh’s protocol is subject tmown key attackssince the tree leader encrypts the new
group key with the old group key and multicasts it to the group members for a join event.
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6.6 Performance analysis

This section evaluates the performance of VTKD in comparison witér atecentralized
group key exchange protocols. We consider the key distribution proto¢tbdeh et al.
and TGDH which are considered the most efficient group key distibaind agreement
protocol, respectively. For the comparison, we first measured benchofecryptographic
algorithms under the platform Intel Xeon 2.6 GHz processor running lapuwstilizing the
OpenSSL [138] as the cryptographic library. The benchmarks anaatimed inAppendix
A. These benchmarks were then applied to evaluate the performance of theotioespr

6.6.1 Member authentication

In VTKD each participant has to be authenticated by a group memitiethe standard
protocol IKEv2 before joining the group. Since other both protocols do not pcasesl-
thentication function, we can only specify the authentication co¥fT&D here.The au-
thentication cost comprises the standard IKEv2 computation cost @eeséa~M,,) for
mutual authentication and tineDH agreements performed by the invitee on receipt of mes-
sageM;; to get the shared DH secrets with other members. The stakdard computa-
tion cost consists of 2 RSA signatures, 2 validation signatures, dhetyim crypto opera-
tions and 4 hashes. It is obvious thatritigH agreements are the most computation inten-
sive operations of the authentication phassically, the new member does not have to
compute thesa DH-agreements in real-time. This can be done in the backgroundtlsence
new member will apply these shared DH-secrets only when it Eectme token holder to
establish the temporal secure channels. Therefore, the auttientidalays are evaluated
for two cases: (1) for computing timeDH-agreements in real-time and (2) for calculating
the n DH-agreements in the background. As shown in Figure 6.9 the authientidalay

for the former case increases quasi linearly with the grae sihile it nearly keeps un-
changed for the latter case.
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Figure 6.9: Authentication delay of VTKD
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6.6.2 Group key renewal

Now we compare the key renewal cost with the other protocols. A widely agdaejpézion
to evaluate the efficiency of group key management protoctie igroup refreshment de-
lay. It refers to the latency required to renew the group kel mtemnbers when a refresh-
ment event occurred (see Figure 6.10). The group key refreshmenshkeldgt be as small
as possible, since in this period the real-time video/audio commioniczt the group is
interfered due to the fact that some members might apply theyreayp key, while others
are still using the old one. In contrast, no such strict demangmseel on the authentica-
tion delay, because during authentication all members areistily the old group key for
real-time data exchange.
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Figure 6.10: Impacts on the real-time group communication caused by authemticat
and group key renewal delay

The group key refreshment delay comprises the communication detayha crypto-
graphic computation delay. It is determined by the following formula:

ngr = maXDcs + Dcom+ Dcr) (64)

whereDgy is the group key refreshment del&sthecryptographic computation delay of
the sende,mthe group communication delay caused by the underlying group communi-
cation protocol, and., the cryptographic computation delay of the receiver. Here the
sender stands for the tree leader in Rodeh’s protocol, the spori8Did, and the token
holder in VTKD, respectively. The receiver corresponds to the gmatits including the
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new member and the subtree leader of Rodeh’s protocol, and thépatsdncluding the
new member in TGDH and VTKD.

Cryptographic computation delay

The cryptographic computation delay directly depends on the computasbf the pro-
tocol. Table 6.2 summarizes the computation cost of the considered prdatpaoticating
the number of cryptographic operations they carry out. The comparisos #havthe pro-
tocols use asymmetric and symmetric cryptographic operationsediffie TGDH at the
one edge applies more intensively asymmetric cryptographic cotiomstavhile VTKD at
the other edge uses mainly symmetric operations. Since asymaorgfitographic compu-
tations, as known, are much slower than the symmetric operationssthigng total com-
putation cost of VTKD is lower than that of the other two protocals.example, the com-
putation cost of one DH agreement corresponds to approximately 10000 Hi&@a-
tions and symmetric encryptions of the group key (16 byte size) or HRBEC calcula-
tions for creating the temporal secure channel (209 bytes) based on the dnbsabinaryp-

tographic algorithms shown iAppendix A Assuming a group size of 100 members, only

about 102 HMAC calculations and symmetric encryptions (16 byteedsas 202 HMAC
calculations (209 byte) are required to renew the group key in VTKD.

Table 6.2: Computation cost for the group key renewal

Computation cost

Protocols | Operation| ~ Members Asymmetric operations Symmetric operations
DH RSA RSA HAMC HAMC HAMC
agreement| signat| verifi- and and (209 byte

ure? | catior? | encrygion | decryption
(16 byte) | (16 byte)

Tree leader 1 - - 2
Join New member 1 - - = 1
Rodeh Participants - - - - 1
Tree leader logn® log,n -
Leave | Subtree leade 1 - - = 1
Participants - 1
Sponsor 2 logn 1 -
Join New member 2 lom - 1
TGDH Participants 1...2log - 1
Sponsor 2 logn 1 -
Leave Participants 1...2log 1 -
Token holder - n 2n
Join New member - - - = 1 -
VTKD Participants 1 - - - 2
Token holder - - - n = 2n
Leave Participants - - - - 2 2

Note: 1) nisthe number of group members.
2) RSA signature in TGDH is used to supportsage authentication rather than member authemticftR3].
3) The computation costs of Rodeh and TGiBtdd in the table are their best case when tlydree is balanced.
For an imbalanced key tree Rodeh and TGDH need ommputation for a rekeying event.
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4) This HMAC computation is used to constructtégmaporal secure channels between the token hafder
other members according to formula (6.2) and (648ye we assume that the sizes of the shared Di¢ val
g, NonceN, entity identity ID are 128, 16, and 32 bytes resipely.

Applying the benchmarks of the cryptographic algorithms fAgppendix Ao Table 6.2 we
can compute the cryptographic computation delay for the protocolsia¥D.stD¢). The
results are listed in Table 6.3. It shows that VTKD causesclasputation delay than the
other two protocols for joining and leaving.

Table 6.3: Computation delay for group key renewal (ms)

Rodeh TGDH VTKD
Join 25 5.16+50 *logn” 12.5+(n+2)*10+(2n+2)*8*10°
L eave 12.5*(logn+1)+(logn+1)10° 5.16+50 *logn (n+2)*10° +(2n+2)*8*10°

Note: 1) nis the number of group members.

Communication delay

The communication delay for a group key renewal depends on the numioenrotinica-

tion rounds needed to complete the renewal procedure and on the duratioooohieni-

cation rounds. For a fair comparison, we assume here that the tbt@eofs run on top of
the group communication protocol GCP. According to [8] the dBlayor one communi-
cation round in a LAN setting can be estimated as follows:

D¢ = 8.71*n-8.63+0.0015*b (6.5)

wheren is the number of group members dnthe size of the rekeying message in bytes.
VTKD and TGDH require only one communication round to accomplish tbepgkey
renewal for joining and leaving, whereas the Rodeh protocol needsotwamunication
rounds each.

Group key renewal delay

Based on Table 6.3 and formula (6.5), we can now determine the group renewal agjay usi
formula (6.4). The resulting delays for the join and the leave procedueedepicted in
Figure 6.11 and 6.12.

In Figure 6.11 and 6.12 the dashed line represents the group communicatyoof d=GP.
It shows for the join procedure that VTKD does not add a larger teldnat of the group
communication, whereas the dashed line almost overlaps with the Vilm&Bor the leave
procedure (see Figure 6.12). This means that the group key refresttetegniof VTKD
caused by the leave event is nearly equivalent to the group comtramidelay. This is
because all cryptographic computations used for leaving in VTKDsyaraenetric opera-
tions. The delay caused by these operations is negligible cainjoatiee group communi-
cation delay.
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Figure 6.11: Key refreshment delay of the join procedure
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Figure 6.12: Key refreshment delay of the leave procedure
for the compared protocols

The comparison of Figures 6.11 and 6.12 further shows that VTKD offettea fperform-
ance related to the group key refreshment delay for both procetiareshe other both
protocols. The reason is that VTKD needs only one communication roundnfdate the
protocol and mostly uses symmetric cryptographic operations. TG imost expensive
one, although it can renew the group key in one communication round like VITI&p-
plies a lot of asymmetric cryptographic operations to genénateew group key for each
member. To renew the group key in TGDH, the sponsor has to geneedtefaew inter-
mediate keys witlRlog.n DH-agreements which are fairly intensive computation operations
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compared to symmetric cryptographic operations. When receiving timenediate keys
each member individually computes the new group key with its own share causingi¢he sa
computation burdens as for the sponsor. Rodeh’s protocol is the second expeasiie
though it mainly exploits symmetric cryptographic computations WR&D. This is be-
cause it needs two communication rounds to accomplish the group key Iremssvenore
communication round than VTKD and TGDH need. To renew the group key in Rodeh’s
protocol, the tree leader generates the new group key and semdseitsuibtree leaders in
the first communication round over the underlying group communication phatfarthe
second communication round the subtree leaders deliver the new grouptkey twwvn
members, i.e. the group key refreshment delay of Rodeh’s protocdlengjieater than the
double value of the group communication delay introduced by the undegdsong com-
munication protocol.

As shown above, TKD presents the best performance of three protdoalsver the rank
between TGDH and Rodeh’s protocol needs further discussion. In the etoparison

the performance of Rodeh’s protocol outweighs that of TGDH, becauseytegraphic

computation delay plays more role than the communication delay imleitey the group

key refreshment delay under the platform Intel Xeon 2.6 GHz.wbish noting that a re-
verse conclusion may be drawn if the comparisons are based aroteepower device,
because the stronger power a device, the less computationimtetalyiced by the asym-
metric algorithms.

6.6.3 Bandwidth overhead

The bandwidth overhead depends on the message size of the protocol, i.mahgw
bandwidth a protocol consumes. Many centralized group key distribution giosach as
LKH [120] apply a key tree structure, so that the group key sermeupdate the group key
using a message size ©flog,n) symmetric keys. This is of particular significance for very
large groups (e.g. one million members). Thus the rekeying nmeessagbe delivered in
one packet. Some decentralized group key distribution protocols like RodedGDH
follow the same principle to achieve a small rekeying messiageO((logn)?) symmetric
keys for Rodeh an®(log,n) asymmetric keys for TGDH. This is, however, achieved at the
cost of two communication rounds in the Rodeh protocol am@{lof;,n) asymmetric cryp-
tographic computations in TGDH. This is the reason why they aneeslthan our scheme.
In VTKD the rekeying message size@¢n) symmetric keys. For a group of 100 member
peers, these are about 4 Kbyte. This can be transmitted witypytrablem in one UDP
packet. Therefore bandwidth consumption for key renewal is not an msaméll group
settings at all. In contrast, the group key renewal delayeisctitical point for real-time
applications.
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6.6.4 Theoretical upper bounds of the group size

To know up to what group size the VTKD protocol is acceptable,necessary to estimate

the theoretical upper bounds of the group size that VTKD can supporteStimgation is
made on two conditions: (1) the key renewal delay of VTKD shouldo&dw that of the
compared protocols and (2) VTKD accomplishes the group key renewal in one communica
tion round.

The group key renewal delay of VTKD, TGDH, and the Rodeh protocol cdetbamined
based on Table 6.3 and formula (6.5) as follows.

For a joining event:

Dyrep.; =125+ (L 7*n+18) %107+ 87 ¥n-683+0.001536n (6.6)
Dy eon, = 516+50¢0g, n+87 ¥ n-683+0.0015128log,n (6.7)
Dpogen s =25+2*(87Fn-683+0.001536¢l0g, n) (6.8)

For a leaving event:

Dyro. = (L7N+18)*1.0°+87 ¥n-683+0.001536n (6.9)
Digpn-L =516+50log, n+87Fn-683+0.0015128&log,n (6.10)
Drogen. =125*(log, n+1)+2*(87Fn-683+0.001536*log, n) (6.11)

Thus condition (1) can be expressed through the following four formulas:

Dyro-3 < Drepn-s (6 12)
Dyrio -3 = D rogen- (6 13)
Dyrio -1 <Drepn -1 (6 14)
Dyrko -1 < D rogen-1 (6 15)

These formulas can be now used to determine the upper limit ¥fTtkB group size. The
solutions for formula (6.12) and (6.14) are9205andn=9402, respectively, whereas for-
mula (6.13) and (6.15) remain true for any group size, i.e. VTKDaiaya more efficient
than the Rodeh protocol if VTKD completes the key renewal in one communication round.

Condition (2) means that the size of the rekeying messagdwaygs less than the maxi-
mum size of an UDP packet payload, which is 65508 bytes (i.e. the maximal lengtiPof an
packet minus the head length of IP and UDP). Thus the upper bounds osgi®gpn be
determined by the following formula:

hdr+(n+1)*(sk+h)+ak<6550¢ (6.16)
wheren is the number of group members, whildr, sk, h,andak correspond to the size of
HDR, the symmetric key, the hash value and the asymmetric lepgatevely. Their corre-

sponding typical values are 20 bytes, 16 bytes, 20 bytes and 128 fbytesila (6.16)
holds as long as is smaller than 1814.
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To sum up, VTKD is more efficient related to the key renewddydthan other key ex-
change protocols as long as the group size does not exceed 1814 members.

6.7 Implementation

In the above section we have analyzed the performance of tk® \fotocol in theory.
This section presents experimental results of its integratiiontihe BRAVIS system. Be-
forehand we introduce the solution to a crucial issue associdtiedhis integration, i.e.
how to maintain the virtual synchrony feature of the GCP protocohgluhe rekeying
phase.

6.7.1 Integration

The BRAVIS system has been constructed in a module-based maaoermBdule real-
izes a specific function so that the entire system is @asyaintain and expand. New func-
tions, e.g. group key management, can be implemented as new modulesystehewith-

out the need to greatly change the existing modules. Each moduley usésllone process.
The communication between these processes (i.e. modules)izedday means ofmes-
sage queueand ashared memorwhich are standard functions under operation systems
Linux and UNIX.Message queueamsure the reliable and ordered message delivery among
modules. Different processes can write data into and readrdatathe sharedmemory
Block mechanisms, such asmaphoresare used to safeguard the consistence of data in the
shared memorgo that all modules can keep the identical pace to run aftessaugehe
data in the shared memory.

Message

Queue

//

L
—ohbo VIKD | Group key
‘ . Vide‘O/Audio,

~_ GMM  |goo Shared Memory Whiteboard
:: ooco £ Membership list

Transport protocol (TCP/UDP)

Figure 6.13: Integration of VTKD protocol
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The VTKD protocol is integrated into the BRAVIS system in tame way as these exist-
ing modules. It is implemented in a single module, named VTKD wtictides no more
function than the designed group key management. As shown in Figureh@ N3TKD
module communicates with other modules Massage queueand theshared memoras
well. The GCP module, which implements the GCP protocol (GCR)yase of changes of
group composition (join, leave, and failure of peers). When such changesothe GCP
module updates the membership list in shared memorytranslates these events into cor-
respondingJOIN or LEAVE primitive, and notifies them to the upper modules through the
group management modul&MM) usingMessage queuesAfter readingJOIN or LEAVE
primitive from theMessage queudg¢he VTKD module in the token holder generates the
new group key and securely delivers it to the group. Accordinglgye/€KD module in

the group equally refreshes the group key instiered memorgo that members can make
confidential talks using the same key. The detailed information aheunteraction be-
tween VTKD and GCP, and the state machine of the VTKD protocohtoeluced inAp-
pendix B The other modules, such as video/audio manager, Whiteboard, whicltheeed
current group key to encrypt their data, can accesshidmed memorfor this.

Note that the authentication messages and rekeying messaged/irKibeprotocol sepa-
rately take advantage of the different transport platformshiir transimission. Four au-
thentication messages (messadig~ M, are transmitted over the well-know UDP port
rather than over the group communication protocol GCP used in BRAYI& imple-
mentation is in compliance with the IKEv2 standard. The reliabligetg of these four
messages is achieved by these widely used measures sasie@d times resending after a
timeout which have been specified in IKEv2. Two rekeying messagessageM;s and
M.1) rely on the GCP protocol for their reliable and ordered delivery.

6.7.2 Maintaining the consistency of signaling data

In the above subsection we have figured out the blueprint how to intégea& KD pro-
tocol into the BRAVIS system. Essentially one vital issuateel to this integration has not
been touched. As shown in Section 6.6.2, media data (video/audio) aregueduring the
rekeying phase because it is impossible to install the new gmupt the same time point
for asynchronous hosts. The signaling data face with the same prétderaver, this issue
imposes different impacts on the media and signaling data. Inadetier media data are
tolerant for such interference. Some video/audio frames are losb cthmdrrect decryption
using a different key with the sender during the rekeying peBatlthis does not lead to
the termination of a conference. It just degrades video and audio givditg efficient a
group management protocol, shorter this interference period. On theéhatite such inter-
ference on the signaling data is not allowed. Members can mettygrdecrypt the signal-
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ing data if this interference happens. This completely destine@ysgirtual synchrony feature
of the underlying protocol GCP. All members are therefore unabégually update the
signaling data used for the control of the conference. As rdwiltanference may be
forced to terminate by each rekeying event. This is obviouslycepéable for users.
Therefore an appropriate solution to keep the consistency of thaisg data during the
rekeying phase is required for the successful integration of the VTKD protocol.

The intuitive approach is to synchronize the clocks of all hosttheSbosts can agree upon
a unique time point to enforcing the new group key. Therebytibreeamentioned problem
is trivially solved. Although several protocols, such as the Netwime Protocol (NTP)
[140], and the Digital Time Synchronization Protocol (DTSS) [141]asalable for this
purpose, their deployments are confined by their expensive cost andsanseconfigura-
tion in each host. Their basic idea is that some number of computeris synchronize
with the standard timescale Coordinated Universal Time (UTE)as primary time serv-
ers in a network. They are further used to synchronize a laogeler of secondary servers
and clients residing in a common network. Thus a considerably large nofrtbae serv-
ers have to be deployed for the clock synchronization purpose. Anprsch approaches
are only applied to some closed communities, not to the whole Interisetinrealistic that
all hosts in the Internet could be synchronized in the near future,temeceimber of hosts
in the Internet is so huge that a limited number of time seaailable today are unable to
serve all hosts in the Internet for clock synchronization.

Set flag
VTKD
Key-updating-flag
Read flag
GCP
Yes Yes
M5, M 4 i 5 =M, M4
Flag is set 7 Shared memory
Temporal No
Message
Queue 2]
Encryption @

Transport protocol (TCP/UDP)

Figure 6.14: Maintaining the consistency of the signaling data
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A simple and effective approach was implemented by Krauz [142]deess this issue. It
does not need to synchronize the clocks of all hosts. This approachsohdiso meas-
ures to preventing the signaling data from the inconsistency arihengroup: akey-
updating-flagin shared memory andtamporal message que(gee Figure 6.14). The for-
mer notifies the GCP module the beginning and ending of the key upghtisg. The later
is used for the GCP module to temporally save the signalirrgficah the upper modules
(QoS, Floor control module etc.) during the key updating phase.

This approach works as follows. When the VTKD module receives thétigamJOIN or
LEAVE indicating the group composition change, it activatesk#dyeupdating-flagn the
shared memory to mark the beginning of the key updating phase. &weryhe GCP
module processes signaling data, it checks whethekegaipdating-flags set. For the
active flag, the GCP module further examines whether théveetsignaling data are mes-
sagesMjs or M3 (from the VTKD module).If so, they are directly sent to network since
the content of these two messages (new group key) haveyalrean separately encrypted
using the temporal secure channels (see Section 6.4). Thus theredsd to encrypt them
again. If the signaling data are other than messiligeandM,; the GCP module pushes
them into thetemporalmessage queud&his means that the signaling data except VTKD
messages are blocked in tieenporal message quetrem the beginning of the key updat-
ing phase. The VTKD module deactivates keg-updating-flagn the shared memory to
mark the ending of the key updating phase in response to the receipssfgedl s or
M.1 which are used in the VTKD protocol to refresh the group key. Orec&CP module
detects thekey-updating-flagnactive, the signaling data saved in teenporal message
gueueare first processed by the encryption function, which now hasll@ustdne new
group key. The newly arriving signaling data will be processei thettemporalmessage
gueueis empty. The essence of this approach is to postpone the procession of sigreling dat
until the new group key in all members is installed. All memlarscorrectly decrypt the
received signaling data under the new group key. As a restuibcitiesistency of signaling
data is avoided and the important virtual synchrony feature of @k [gotocol is retained.
In theory, this approach could be used in the audio/video module to remortetfereénce
during the rekeying phase. However, it first does not well nieestrict real-time require-
ment of video/audio communication since audio/video frames have to be dbliockiee
temporal message queue until the ending of the rekeying phase. Sexomelfgage queue
with considerably large size is needed to temporarily deposautim/video data. This is
an issue especially for high bit rate video data. Therefoseaghproach used for achieving
the consistency of the signaling date should not be recommendael dpplied to the
video/audio data.
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6.7.3 Experimental results

The performance of the VTKD protocol running on the BRAVIS systembkas meas-
ured in the labor of the group computer and communication network of Bfi&.com-
puters in the labor are connected via LAN. They have the idenacdivare and software
configurations as follow:

» Processor: Dual Intel Xeon 2.66 GHz

* Memory: 2 GByte RAM, 512 KByte Cache, 1 GByte Swap
* Operation systenSuSE Linux 9.2, Kernal Version 2.4.xx

* Crypto library: OpenSSL Version 0.9.7e

The group key renewal delay of the VTKD protocol was measurddgnatup sizes of 2, 3,
and 8 members, respectively. For each case, the measuremespeated ten times. The
test results varied from one measurement to another one. Thagniy caused by the GCP
protocol. The GCP protocol used to deliver the rekeying mes$dgeand M, is also
based on token mechanism. Only the token holder of the GCP protocohdathee&lata to
the group for ordered delivery purpose. When the token holder of the GOBgbrand the
token holder of the VTKD protocol are overlapped, the rekeying meskigandM ; can
be immediately sent to the group by the GCP protocol. This is gtechse for the group
key renewal. The worst case for the group key renewal oadwen a member becomes the
token holder of the VTKD protocol just after it hands over the token d&@ie protocol to
the neighbor. In this case, the rekeying messkfiyeandM,; are not delivered to the group
until the member holds the token of the GCP protocol again. Themgéuse the average
of ten measured values as the final results to representdie key renewal delay. They
are summarized in the following table [142]:

Table 6.4: Experimental results (ms)

Join Leave
Group size Experimental Theoretical Experimental ~ Theoretical
results evaluation results evaluation
2 25.65 23.25 - -
3 31.25 32.03 20.89 19.53
8 74.25 75.94 61.03 63.44

From Table 6.4, we can observe that the experimental results seeclpsie to the corre-
sponding theoretical evaluation values. This confirms the correctied® theoretical
evaluation for the group key renewal delay of the VTKD protocol.
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6.8 Summary

The key refreshment represents the basis for confidential talks ihdymaimic closed peer
groups. Many collaborative applications, in particular business apptisatrequire this to
confidentially communicate via the Internet. Scalability is hetkey issue for these group
settings [115]. Efficiency and security are the primary concerns forubeir

This chapter presented a simple distributed group key distributioacpto¥ TKD which
uses an intuitive and straightforward principle, i.e. token mecharficsnthe key refresh-
ment. It mostly uses symmetric cryptographic operations andsre@dy one communica-
tion round. This leads to a significantly lower key renewal detaypared to existing key
distribution and key agreement protocols. It is especially appregaatpplications which
except key management and encryption/decryption simultaneously runtiotbeand re-
source consuming procedures such as media data decompression [leeiist@apeer mul-
tiparty video conference. In addition, VTKD is the unique approach ant@ngampared
protocols to fulfill all security demands required by a secure group commnianicat

Key tree based protocols like LKH have been proven to be an appeopoiation for a
centralized group key management, also for small groups [120]. Selardluted proto-
cols like TGDH and the Rodeh protocol borrowed the key tree concept.Vdnwiee effi-
ciency of centralized key tree approaches does not hold for $trébdied key tree ap-
proaches when the group size is small. VTKD has proven more efficient forghtethap-
plication of small dynamic peer groups than existing key treedopsotocols. The further
advantage of VTKD is that it provides a stable performance amikress effort for its
maintenance. In contrast, key tree based schemes like TGD#heRbdeh protocol pos-
sess a fluctuating performance after many rekeying operatismso the unbalance of the
key tree. To maintain a balanced key tree rebalance algorithwestdvde applied which
makes the protocols more complex and less practical.

The basis for the VTKD protocol is the use of a group communicatiooqmotvhich as-

sures virtual synchrony. Such protocols exist meanwhile and as shq®48i they can be
used for peer-to-peer audio/video conferences in areas like Middle Europe.
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Chapter

v

A Novd Algorithm for
Video Encryption

Employing the secure and efficient group key management protocoDMifitoduced in
the previous chapter, the group members can agree upon a common grawgedkdor
encrypting their communication, including signaling data and media(\ddto, audio and
whiteboard). While for signaling, audio, and whiteboard (text) encrympplicable en-
cryption algorithms are available, there is still a lack ofrappate video encryption algo-
rithms. Specific video encryption algorithms are strongly requitegal-time multimedia
communication to fulfill the strict timing requirementa this chapter we present the video
encryption algorithmPuzzleto encrypting video streams in software. It is fast enough to
fulfill real-time constraints and provides sufficient securitgamwhile.Puzzleis a video
compression independent algorithm which can be easily incorporatedxistong multi-
media systems

7.1 Introduction

Significant advances in video compression technologies pave the veagriomical stor-
ing of a digital video on storage constrained devices or effittansmitting of a digital
video over bandwidth-limited networks. Raw (uncompressed) digital videds reee ex-
tremely high transmission bandwidth; for example, digitized uncors@dePAL (Phase
alternation line) resolution video (720x576 pixels at 25 frames pendgtas a bit rate of
approximately 248 Mbits/s [108]. Video compression techniques allow tesaming
these raw digital videos in significantly less bit rate withalowious loss of visible quality.
This facilitates their storing and the transmission over netwét&a/ever, video compres-
sion standards like MPEG-1 [144], MPEG-2 [145] or H.26x [146], [147], areoutation-
ally intensive algorithms. Especially the video compression rexjuimech more compute
power than the decompression [148]. To meet the time constraime@dtive real-time
applications, many multimedia systems implement video compressiardware, e.g. on
dedicated chips, while video decompression is implemented in software for cosisrea
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More recently developments in video compression and networking techewlogke net-
worked multimedia applications becoming increasingly popular, e.g. videtermand or
video conferences. Due to the openness of public networks, confidensatityeiof the
primary concerns for their commercial use. So video on demand (Voes@roviders,
for example, wish that only their subscribers can watch the ydegrams to ensure their
commercial profits. In a business video conference only the ipatity members are al-
lowed to receive the video (and the audio) to protect the confidgntiélthe negotiation.
This issue is usually addressed by encryption. Only authorizei@padssessing the de-
cryption keys are able to access to the multi-media contentstielghtforward way is to
encrypt the entire compressed video stream with a convention@bgragphic algorithm
such as AES [59]. This is calledive algorithmapproach[149]. This approach is simple
to implement and easy to integrate into existing multimedig@sys since it is independent
of certain video compression algorithms.

Conventional cryptographic algorithms mainly aim at encryptirgdata. They are CPU-
intensive and do not well meet real-time constraints when thegli@etly applied to en-
crypting large amounts of compressed video data, especially if a softw@esnentation is
used. Although the size of the compressed data is significandifes compared to that of
the raw video data, it is still much larger than usual tete. déor example, the bit rate of a
MPEG-2 video stream typically ranges between 4 and 9 Mbps [108Jadéys, advanced
computers are fast enough to encrypt a single channel MPEG-@ sticgiam in real-time
using the naive algorithm approach. However, this evolution of the compuitesr does
not completely eliminate the need to develop faster encryption thlignarifor video data.
Many multimedia applications such as video on demand and multipartyi&&® confer-
ences always require specific algorithms for the video enorypecause they usually sup-
port multi-channel video communication. The simultaneous encryption oypdiecr, re-
spectively, of all streams causes a huge processing burtles eid systems. Specific en-
cryption algorithms allow to alleviate these burdens and to ema# users in the service.
Therefore specific algorithms for the encryption of video data highly desired. They
should be efficient enough to process video data in real-time and sstagh to defend
against possible attacks.

Since mid 90’s many research efforts have been devoted tagsgpecific video en-
cryption algorithms. Several algorithms were proposed. Theseitatger however, are
characterized by a considerable unbalance between securigffeorehcy. Some of them
are efficient to fulfill the real-time requirements but wahimited security level, whilst
others are vice versa strong enough to meet the securityndsrat with a limited encryp-
tion efficiency. Moreover, most of these algorithms are edl&b a certain video compres-
sion algorithm and implemented together in software. This makes lg®s practicable,
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because today video compression algorithms are standardized and impgtiyented in
hardware.

7.2 Related work

7.2.1 Video compression technologies

Video sequences inherently contain a high degree of spatial redyralach¢emporal re-
dundancy [150]. The former refers to the similarity among most neighboring piitkis a
frame, whilst the latter refers to the similarity betweeljacent frames. The objective of
video compression is to remove both kinds of redundancy via a serieglematic trans-
formations using less data (true information) to represent thmalrigdeo without a per-
ceptual degradation.

The simplest video compression method is M-JPEG which strictl arsentraframe cod-
ing. It compresses each frame independent of the others explbiéingill picture com-
pression standard JPEG (Joint Photographic Experts Group) [151]. Thuspatiy} ee-
dundancy is removed for an M-JPEG video. M-JPEG coding is performekivioyng a
raw video frame into 8x8 blocks. These blocks are independently pro¢bssegh three
sequential procedures: Discrete Cosine Transformation (DCT),izat@om, and entropy
coding [148]. Each 8x8 block is first decomposed into spatial frequerepessented by
64 DCT coefficients using a DCT transformation so as to coraterttieir energy into few
coefficients which are suitable for the next steps to compress. Then thegt@miprocess
is applied to these DCT coefficients to reduce the number of piiedreasing their preci-
sions. One positive impact of this process on the last process {entidimg) is that the
number of zero DCT coefficients is drastically increased. guantized DCT coefficients
are scanned in a zig-zag order to maximize the number of conseretweoefficients.
This is beneficial for the entropy coding to gain higher commegstio. In the last step,
these reordered coefficients are handled by the entropy cadnic)) comprises two loss-
less coding method®LC (Run Length Coding) andLC (Variable Length Coding). RLC
is a very simple data compression scheme in which a sequence of the same verdageuti
values can be represented by a single data value and itsioepet/LC takes advantage of
the statistical properties of the encoded information to reducevtérage number of bits. It
assigns fewer bits to represent frequently occurring syminolsreore bits to code rarely
occurring symbols. Huffman coding [152] and arithmetic coding [153jvanetypical rep-
resentations in the context of VLC. On the decode side, the ingpesations are per-
formed to reconstruct the video frames
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Figure 7.1: Motion compensated prediction

To gain better compression ratio, the broadly applied standards MPREG#d
H.261/H.263 not only employ the intraframe compression algorithmsasitoiJPEG cod-
ing to eliminate spatial redundancy but also utilize interfranmapression algorithms to
reduce temporal redundancy. Widely used interframe compressioithtalgyds the motion
compensated prediction technique [158] (see Figure 7.1) which asswahastiarcoblock
(16x16 pixels) in the current frame may be found in the previousframiew of the simi-
larity of successive frames so that encoding of this marcoblactkheavoided. But such
identical marcoblock may locate at different places in twmé&s Thus a motion vector is
defined to indicate the horizontal and vertical displacementdsgtwhe block being coded
and the block in the reference frame. The process of finding optimal or neasalapiton
vectors in an encoder is known as motion estimation. It is a computtioansive op-
eration. So the computational complexity of an encoder is usually hgleér than that of
a decoder because this operation is not involved in a decoder laisabhpparent that some
marcoblocks in current frame may have no closely matched markoipldbe previous
frame. These marcoblocks have to be encoded the same mannentes-firame coding.
They are also called I-marcoblocks. There are three kindsroe§aelated to the motion

compensated prediction{ihtra) frames, which are compressed independently without ref-

erence to the other frames like JPEG picture compression, Pc{ptgdrames, which are
predicted from a previous | or P frame, and B (Bi-directionally predlidtames, which are
predicted from both previous and future | and/or P frames. H.261 stilimeconcept of |
and P frames. The other standards take all three kinds frames into account.
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7.2.2 Classification of specific video encryption algorithms

Existing video encryption methods have been comprehensively survey85in [156],
where they are callesklective encryptioalgorithms. This underlines the essence of these
methods. They only partially encrypt the relevant video informatioredoice the com-
putational complexity by exploiting compression and perceptual ckasids. The rela-
tionship between selective encryption algorithms and video compmeskjorithms is a
key factor to decide whether an encryption algorithm can easiiptegrated into a multi-
media system. Therefore we further classify the seleetnagyption algorithms into two
categories according to their association with video compreakjonthms: joint compres-
sion and encryption algorithms and compression-independent encryption algorithms.

Joint compression and encryption algorithms

The main idea of thpint compression and encryption algorithissthat encryption is ap-
plied to a certain step of the compression algorithm so that thatastsignificantly differ-
ent from a video stream using a standard compression algoritiemrec€eivers cannot re-
establish the original video without knowing the encryption key. Figudllustrates the
paradigm.

Video coder

Or.lgmal DCT | N Quantizationl N Entr‘opy Compressed.and
video r coding encrypted video

Special encryption
algorithm

Figure 7.2: Principle of joint compression and encryption algorithms

A special encryption algorithm could be applied to one of the three egcpbases as de-
picted in Figure 7.2. This results in various joint compression and eiaerygdgorithms.
Zeng and Lei proposed a frequency domain scrambling approach [157] iwhptdced
immediately after the DCT. It divides the DCT coefficiem®iblocks/segments and per-
forms some or all of the following three operations: selectivesdy&ambling, block shuf-
fling, and block rotation. This scheme is efficient and provides a cenadild security level.
It may though increase the bit rate of the compressed sequpnite20 per cent [157].
There are two typical examples of special encryption algoritiftes the quantization stage.
First one is the ZigZag permutation algorithm proposed by TE58],[ which scans the 64
DCT coefficients by using a random permutation list instead ofgus$ie standard zig-zag
order.This scheme adds a minimum computational overhead to the video encooimg. H
ever, it is vulnerable to known-plaintext and cipher text-only attfic¥®]. Furthermore, an
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increase of the size of the compressed video streams up to ééhperas observed in [159]
compared with standard video stream. Another special algorithime ieé&l-time video en-
cryption algorithm (RVEA) [160] introduced by Shi, Wang & Bhargaveeritrypts the
selected most 64 sign bits of all DCT coefficients in amot@lock using conventional en-
cryption algorithms. Although this approach can save 90 per cent ohdngpgon time
compared taaive algorithmsit was shown that useful information content could be re-
covered from its output stream [161]. In the entropy coding phase,nd/iao proposed
the multiple Huffman tables scheme (MHT scheme) [161], [162lrits entropy coders
into encryption ciphers using multiple statistical models to replhe only one statistical
model in the standard video encodEhis approach utilizes'2 pre-stored Huffman tables
to encode the quantized DCT coefficients instead of one predefired Huffman table
used in the standard codec. This scheme encrypts video withoutsagthie compression
performance for the Huffman coding. However, the bit rate wilhbeeased by about 5 per
cent for the arithmetic coding [162]. Moreover, as shown in [163], it is not strongletmug
resist against the known/chosen plaintext attacks, since the nufrtherpgre-stored Huff-
man tables is not sufficiently large.

The most important advantage of joint compression and encryption algeighimat they
add very little computational overhead to the original video codec, $iegesimply mod-
ify the original coding process by shuffling or selectivahgrgpting DCT coefficients, or
using modified Huffman tables. The computational complexity of tbeseations is gen-
erally negligible as compared to that afiave algorithm so that the joint compression and
encryption algorithms usually have a high encryption speed. Howeveshaavn above,
most of these algorithms are vulnerable to different kinds atlkst For short, these
schemes do not have a good trade-off between the security and efficiency.

It can be observed from the above introduction that the joint compressioanaryption
algorithms share a common shortcoming. They more or less dettreasampression effi-
ciency of a video coder. Each encoding phase of a well-designed videohas been op-
timized for high compression efficiency. To different extentssehgpecial video encryp-
tion algorithms destroy the optimized structure of a standard viodéer avhen they are
embedded into one of the encoding phases. Another implied weaknesstieyhedinnot
be integrated into multimedia systems whose video codecs are iemenn hardware.
Certainly, these approaches can be combined with multimedia syst@plemented in
software, but they completely destroy the modular design of the original. dgg@opriate
modifications of the standard video codecs must be made to accomrtieseschemes.
Therefore joint compression and encrypti@igorithms preclude the use of standard video
codecs in multimedia systems.
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Compression-independent encryption algorithms

The basic idea ofompression-independent encryption algorithigese Figure 7.3) is that
compression and encryption are carried out separately. Only paines cdmpressed video
streams are encrypted with conventional algorithms taking thieyar characteristics of
the compressed video streams into account.

Video coder

Original
video

Entropy Special encryption  Compressed and
coding algorithm ” encrypted video

DCT ;>' Quantization ;*’

Figure 7.3: Principle of compression- independent encryption algorithms

So Spanos and Maples [164] and Li [165] exploit the fact that B- dnanies are pre-
dicted from I-frames in interframe compression algorithms. Babipgeed encryption ap-
proaches in which only the I-frames are encrypted. In theory it dlprelvent an eaves-
dropper without encryption key from the reconstruction of the original video. Howeger, A
and Gong [149] demonstrated that some scene contents are stithibiecey directly
playing back the selectively encrypted video stream on a staddeodler, since the unen-
crypted I-macro blocks in the B- and P-frames can be fully decadbdut any informa-
tion from the I-frames. Moreover, this approach did not achieve aisamifcomputational
reduction with respect to the total encryption, because the I-frarake about 30~ 60 per
cent of an MPEG video [149]. Qiao and Nahrstedt [166] introduceditie® encryption
algorithm VEA in which half of the bit stream is encrypted with a statidancryption al-
gorithm. This half stream is exclusive-ORed with the other &m#am. The statistical
analysis shows that MPEG video streams are almost unifornthjbdied. VEA takes ad-
vantage of this special statistical behaviour of MPEG videorsda achieve the suffi-
cient security level. However, the algorithm reduces the encrypwad only by 47 per
cent, since a half bit stream has to be encrypted with conventional algorithms.

The outstanding merit of theompression-independent encryption algorithmshat they
completely eliminate the shortages of jbiet compression and encrypti@gorithms with
respect to the degradation of the video compression efficieneglaas the exclusion of a
standard video codec. This is simply because the compression-independsyption al-
gorithms perform video encryption independent of the video compression procedures.
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Criteriato designing a new specific video encryption algorithm
Inferred from the above analyses, a practicable and broadly apeliciaelo encryption
algorithm should fulfill the following requirements:

» Easy integrationThe proposed scheme should be readily incorporated into an exist-
ing multimedia system independent of its implementation forms (aweaae or in
software).

» No impairment on compression efficiendye proposed scheme should not intro-
duce any bit rate overhead to the compressed video sequence.

» Good trade-off between security and efficientlye proposed scheme should have
not only a high encryption speed but also an acceptable level of security.

As discussed above, the inherent features of joint compression angtemcglgorithms
cause the difficulty to satisfy with the first two condits. Moreover, most joint compres-
sion and encryption algorithms do not possess a good trade-off beteeitysand effi-
ciency. Compression-independent encryp@dgorithms easily meet the first two require-
ments because the encryption and compression procedure are congepsebte. So we
prefer compression-independent encryption algorithms rather than guyression and
encryption algorithms when designing a new specific video encryggonitam. Although
several such kinds of algorithms are available, they do not achiegéceable encryption
speed improvement compared to naive algorithms (only about a double spebtbie)
over, some of them are not resistant against the simple peilcafiagk, in which some
contents in an encrypted video stream are discernible when #yisdousing a standard
video player.

7.3 Principle of the Puzzle Algorithm

In this section we introduce an efficient and sufficiently segideo encryption algorithm,
calledPuzzle The outstanding benefit of this scheme is the drastic reductiencofption
overhead for the high resolution video. We first give an overview obdbie idea of the
Puzzlealgorithm. After that the encryption steps are introduced in mdeal.déinally the
encoding and decoding procedures are presented.

7.3.1 Principle

The Puzzlealgorithm is inspired by the children game puzzle which splitsndéine picture
into many small pieces and places them in disorder so that chitdreot recognize the
entire picture. When children play the game, they have to spend mmuehaiput these
pieces together to re-establish the original picture (see Figure 7.4).
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S

Figure 7.4: Puzzle game

Children usually reconstruct the original picture using or compaugvn fragments of
the picture and referring them to the accompanied original picdiMescannot therefore
straightforwardly apply the game to encrypt a video frameavedf however, modify the
rules of the game in the following way, it will be nearly impbksior children to recover
the original picture. The children should be only allowed to viewréverse side of the
pieces so that they have to re-establish the picture withoutiatsyto the original picture.
It is manifested that! trials are required toe-establish the original, wheneis the number
of pieces. Basicallyn needs not necessarily to be large. Assume that a pictdreided
into 64 pieces, so the number of possible permutations is 64! = 13719 unlikely that
children reconstruct the original picture when having so many patims. With this rule
in mind we designed olruzzlealgorithm.

7.3.2 Encryption steps

Puzzleconsists of two steps: (Puzzlingthe compressed video data of each frame and (2)
Obscuringthe puzzled video data. In step (1) the video data are partitioned amg m
blocks which are randomly shuffled afterwards. Step (2) corresportigis torning over the
blocks to the reverse side.

Step 1. Puzzling
A compressed video frame is puzzled pgrtitioning the frame inton blocks of same
lengthb anddisorderingthese blocks according to a random permutation list.

Partitioning

Given alL bytes long frame (excluding the frame header) of compressed dataV
(viv2...M). The partitioning of the compressed video datat lengthL into n blocks of the
same lengtlb is a typical factoring problem, i.&. = nx b . This problem is easy to solve

if one of two variablesn(b) is assumed as constant. Unfortunately, we cannot solve this
problem this way. If we fix the value &f the value oh may become very large in some
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frames or very small in other ones, since the lehgfaries for each frame. On the other
hand, a too large value of causes a larger computation overhead when exchanging the
blocks. If the value of is too small the scheme can be easily broken. To solve the problem
we put some constraints on the variabigs The length of a block should beb=2",
wheremis an integerThe value oh is only allowed to vary in the range framb to 2mh
wherebymbis a predefined constant number. It indicates that the compressediaids’
should be at least split intab blocks.

Using these constraints, the valuenotan be uniquely determined by the following for-
mula:
mb< L/2™ <2mb. (7.1)

The length of a block is given througk2™. The actual block numbercan be calculated
by the following formula:

r]_{pn if pniseven

pn-1 if pnisodd (7.2)

Wherepn is the quotient of/b. Formula (2) makes the value milways an even number.
This operation is necessary to disorder the blocks in the next si#pfoihula (7.1) and
(7.2), the product o andb might be unequal to the video frame lengtivhenpnis odd

or the remainder df/b is unequal to zero. The difference between both is determined using
the following formula:

d=L-nxb (7.3)
Formula (7.3) implies that thetbytes video data at the beginning of the video frame will be
excluded from the disordering procedure.

Disordering

The basic idea for the disordering of the blocks is thanthcks of compressed video
dataV'(vg+1V ¢4+2...M) are divided into two equal parts: an upper and the lower one. Each
consists ofn/2 blocks. Both parts are interchanged in accordance with a péionuliat
P=p1p2...pv2- This permutation list should be derived from a random sequencedbaesi
attacker to guess the original position of the blocks. We expitieam cipher with an key
K, such as SEAL [167] or AES-CTR [168], to generétd bytes of a random sequence,
called key strean$ (S1S...5 Se+1 S+2... S+d), for each video frame. Since the values of the
key streanS vary for each video frame, the permutation lists of differesvnés are dis-
tinct. Note that only first bytes of key strear8 areused to produce the permutation list,
the remainingd bytes of key strear® will be exploited in the obscuring step. The algo-
rithm to generate the permutation list is depicted in Figure 7.5.
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algorithm: Permutation list generation
input: Key streant=s;s;...s,
n --number of blocks in the compressed video ¥ata
output: Permutation lisP=p1p,..pu2.

begin
LetA be an auxiliary sequenée=a;a,...a., its value of an element is

a =i+n/2 1<i<n/2;
DefineD as another auxiliary sequence which is used tpdeanily save the value selected from

the key strears;
for i=1 to ¢ do [* Make the value of every elementiranging from 1+n/2 to n. */
if (s mod n<n/2) s=(si mod n)+n/2
elses=s; mod n;
end if ;
Pus in the auxiliary sequend® without repetition;
Extract from the sequencé and build sequenced{D};

end for;
P=D|[ A-D}; [* Get the perminatlist P, || denotes the append operation. *

~

end

Figure 7.5: Permutation list generation algorithm

Using the permutation list we can generate the temporary diekief=t;t,...{ .qfrom the
video dataV =vg.1V g+2...\ by swapping thé™ block of the upper part with thg™ block

of the lower part o". Figure 7.6 gives an example of this disordering process. ¢ is a
sumed that a fram¥” is split into 256 block®3,B,... Bss The permutation list derived
from the key strear8 is P= {256, 213, 216 ... 130}.

CEOEOCES | -
. \ ......

Upper . . .
Part . | .

/ > G
Lower /
Part .

Figure7.6: A Puzzle scenario
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Step 2: Obscuring

The temporary cipher text is obscured using a light-weight encryption. The basic idea is
to encrypt only a small portion df (first £ bytes) with a stream cipher. Evefyytes are
grouped into a portion for the remaining dataTofEach portion is encrypted by simply
exclusive-ORing itself with its precedence. The procedurs fsllows. The firsd bytes of

the compressed video dataw...\y) that are not involved in the puzzling procedure are
exclusive-ORed withd bytes of key strear, which ares,.1 S+2... S+d. The firstf (£<L)
bytes {ito...t;) of T are exclusive-ORed with firgtbytes (i.es:s,...5) of the key strearfs.

The key strean$, which was generated in the puzzling step, is reused here in ordaké¢o

the algorithm more efficient. After that the firétoytes of T are used as key stream and
exclusive-ORed with the secodoytes of T. Then the seconflbytes of T are exclusive-
ORed with the third’ bytes of T and so on until the end of the frame is reached. As output
we receive thd. bytes long cipher tex€ (c;c,...t.). Figure 7.7 shows the principle. Note
that the frame header remains unencrypted, because it usuallynsasttdard informa-
tion.

Inputtext v, v, ..y i G e ol
(—:'—:I

Key stream S.1S42...54|S. S .S [t b > Ly

Ciphertext ¢, ¢, ...y |Cd+1Cd+2...Cd+f| Ca++1 Cd+[+2---cd+2{’| Ca+20+1 Ca+20+2... Cd+3f| ------ ¢

Note:v;, 5 ¢ andt; denote a data byte. The input text contains thgadeany cipher tex@T and the firstd
bytes of the compressed video data.

Figure 7.7: Obscuring algorithm

7.3.3 Encoding procedure

The components of tHeuzzleencoding procedure described above are summarized in Fig-
ure 7.8.

Stream Cipher

Generating

Input ([+d bytes,
Key Stream S ye)

First [ bytes | Generating

. | Permutation List P

Input

Compressed . Puzzlin Obscuri : .
y [*] Temporary scuring . »| Cipher
Video m._’ Operation Cipher Text T [ o OPeration | -output | TextC
Sequence V . Output npu :

Figure 7.8: Encoding procedure
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The puzzling operation partitions the incoming compressed video sequentis@ders it

in accordance to the permutation list generated from the keansif@nalogous to the pic-
ture disordering in the game). The outcome of this operation i®thgotary cipher text.
The obscuring operation encrypts a small part of the temponangrctext with the key
streamS, while the rest is exclusive-ORed among itself (analogoukeicture turning
over in the game). The output is the cipher &xthich can be now securely delivered to
its destination over the open network.

7.3.4 Decoding procedure

The original compressed video sequence can be re-establishedeateilieris side by per-
forming the encipher operations in reverse order (see Figure 7#)the cipher text is
processed by the inverse obscuring operation, in which the firsdfpapher text is exclu-
sive-ORed with the key streaito get the first part of the temporary cipher text. Then this
part of temporary cipher text is used as a key stream to exclusive-@R the/second part
of the cipher text to obtain the second part of the temporary dikteThe recovered sec-
ond part of temporary cipher text keeps to be used as key streamlugive-OR it with
the third part of the cipher text. This process is repeatethdilend of the cipher text. As
result, the entire temporary cipher text is recovered. This ogeiatmuch like the turning
over the puzzled picture pieces from the reverse side to thesrightThe puzzling opera-
tion applies the same permutation list as in the encoder to rett@veriginal compressed
video sequence from the temporary cipher text. This is based ommple grinciple that a
sequence will return to its original state after bytes in the sequene&aranged two times
by applying the same permutation list. The puzzling operation pamds to the restoring
of the original order of the picture pieces in the puzzle game.

.| Stream Cipher

Generating
Input (first [ bytes)

Key Stream S

y

Permutation List P |-
. Input .
: Inverse . .
Cipher : i Temporary Puzzling | Compressed
Text C ad Cipher Text T Operation - Qutput Video
ex Input - Operation | Output ipher lex Input p * Outpu Sequence V

:f+dbytes Input

Figure 7.9: Decoding procedure
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7.4 Evaluation of experimental results

This section describes experimental results of the applicatiBazdiein encrypting video
streams in comparison with the standard cipher AES. An analysis iebpetformance is
given.

7.4.1 Determination of the parameter values in Puzzle

Before implementing th@uzzlealgorithm, we have to determine the values of certain pa-
rameters used in the algorithm. These parameters control theedifaspects of tHeuzzle
algorithm. In the obscuring operation the fifsbytes of the temporary cipher tektare
scrambled with a stream cipher. The variabteainly determines the efficiency of the al-
gorithm. If £ is equal to the length df, Puzzlebecomes a stream cipher and no gain in the
encryption speed would be achieved compared to a stream cipherofderghlue should
be assigned which is as small as possible so that more encigatiboan be reduced. On
the other hand, a too small value/aé not useful, because tlidytes of the key strea®
generated by a stream cipher are used not only for the encrgptiba first¢ bytes of T
butalso are used for the generation of the permutatioR lisee Section 7.3.2). We &b

128 considering that the length of the permutatiorPlist not less than 64.

The compressed video datain the puzzling operation is split into at leadt blocks. The
value ofmb heavily influences the security Bluzzle It is obvious that largamb result in
better security since the compressed video data partitioned into more blocks. However,
the larger value afnb,the heavier the computation load. As discussed in Section 7.3.2, the
determination omb should be a trade-off between security and efficiency. The valmnb
should be confined in the range from 128 to 256. There are 64! permutatiensmv is

128. This provides sufficient security because 64! is a big numbeheQsthier sidembis

not allowed to exceed 256. Otherwise, the permutatiorPlistay have a constant ending
[175]. This is because we generate the permutatiorPlidirectly from the key stream
S(s1%...§ ), wheres denotes one byte whose value is less than 256. Therefore, we chose
128 formb by balancing security and efficiency.

Finally, we have to make a decision which kind of stream ciphegppsed for the genera-
tion of the/+d bytes of the key stream. As there is no stream cipheh#saemerged as a
de facto standard so far, a standard block cipher (e.g. AESualy used as a stream ci-
pher under some operation modes of a block cipher (e.g. CFB mode, OFB @TdRle
mode) [169]. We choose AES cipher working with CTR mode (i.e. AES)GiERthe
stream cipher in our algorithm. The attractive feature of the @ibRe is that a plaintext
block can be recovered at the receiver side independently from tmepltatimext blocks if
the corresponding counter can be determined [168]. Thus it is inhet@etignt to packet

118



Chapter 7: A Novel Algorithm for Video Encryption

loss and re-ordering. This is very useful for the transmissiondebwilata using UDP pro-
tocol over the Internet, where packet loss and re-ordering frequently occur.

7.4.2 Experimental results

We conducted a series of experiments for compressed video s{d&B&-1, H.261) to
measure the encryption speed of Ehezzlealgorithm in comparison with the conventional
cipher AES. All encryption speed tests were run on the platform Bliig 10, while all
encryption effect tests are carried out on the platform Windows 2000. One exsugipkni
for each video format.

MPEG-1

We exploited a demo MPEG clipable tennig352x240 pixels, see Figure 7.10 (a)) from
the Berkeley University [170] to compare the performance of owritigh for a MPEG-1
video stream. We make use of tih@layer[171] to play back the encrypted video stream.
The outstanding feature ofplayeris that it can still play back a video stream that contains
the syntax errors. The effects of encryptiraple tennisvith Puzzleand AES are shown in
Figure 7.10 (b) and (c) respectively. It demonstrated that naakigideo information is
leaked out for botlPuzzleand AES algorithms.

(a) Table tennis (b) EncryptedTable tennis () EncryptedTable tennis
usingPuzzle using AES

Figure7.10: Table tennisMPEG-1 video and its encrypted effects

The Table tennisMPEG-1 video clip consists of totally 10 frames: one I-fratn@ P-
frames and seven B-frames. The video frame sizes vary, SIRE&M. applies interframe
coding. The size of each frame, the corresponding frame type, andrtbempace test
result are summarized in Table 7.1 as well as in Figure 7.11(sfoWws thatPuzzleis
much faster than AES, especially for larger size framesav@rage our algorithm acceler-
ates the encryption speed about six times compared to AES Tratiiestenniexample.
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Table 7.1: Performance comparison for MPEG-1 video dlgble tennis

Frame type [ P B B H P Bl B g B Average
Frame size (Byte) | 11814 6266 797 843 665 6412 4 pBO3 | 878| 693| speed
AES ( Mbit/s) 85 86 83 84 g6 85 8y 84 85 84 84.6
Puzzle (Mbits/s) 1406 1222 24p 258 221  12Q2 2B1 4 47259 220| 558

In general, QoS guarantee is an appealing requirement for suppeeiftgrre video appli-
cations (e.g. video conferencing). Delay and delay variance)(gite two crucial QoS pa-
rameters to be concerned which should be as minimal as possdsteFigure 7.11(b), we
can see that the delay introducedPyzzleis smaller than that of AES. Nearly no jitter is
incurred by our algorithm. In contrast, a large jitter can be observed ®r Rits is simply
because the encryption speedPoizzlevaries with the frame size, i.e. the larger the frame
size, the faster the encryption speed, whereas the encryption afpa&$ nearly keeps
unchanged for different frame sizes.
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Figure 7.11: Performance comparison between AES Bodzlefor
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the MPEG-1 video clifable tennis

H.261 video streams are rarely available in the open source. Waimeedhe encryption
speed of our algorithm using an H.261 video stréaimof our own computer lab (see Fig-
ure 7.12(a)) which is generated by the SunVideo Plus subsystem [17lechsh the
workstation Sun Ultra 10. The SunVideo Plus card can make use of thercbmiaeo
processor to compress the raw video captured by the video camedaverse compressed
video formats (including H.261) in real-time. This is particulaidgful for interactive mul-
timedia applications, e.g. video conferencing. Figure 7.12 (b) antu&tyate the encryp-
tion effects of thid.ab video stream for thPuzzleand AES algorithm respectively.
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(a)Lab (b, Encrypted_.ab using Encrypted_ab using
puzzle AES

Figure7.12: LabH.261 video and its encrypted effects

ThelLab H.261 video stream contains 10 frames: one I-frame and nine P-fridsnesolu-
tion is CIF (352x288 pixels). The performance comparison betweeRubhdealgorithm
and AES is depicted in Table 7.2 and Figure 7.13. We can draw tharstariclusions as
above from these test results for the H.261 video stream.

Table 7.2: Performance comparison for H.261 video stréain

Frame type [ P P P H A P A B P Average
Frame size (byte 5198 1050 947 11p3 748 1572861 1110| 1405 1252 speed
AES (Mbit/s) 87 87 85 86 q4 86 86| 85 86 86 85.8
Puzzle(Mbits/s) 1123 336 279 364 289 466 396 70 3| 432 401 441

Encryption speed Encryption delay
1200 0,600
1000 1 0,500
800 A 0,400 1
= | B AES g —e—AES
s 600 - Puzzle 2 0,300 . Puzzle
400 4 0,200 \
| N /0\’\./,_\_‘
200 0,100 e
] - s = 5 = = = 3 = =
0 m o ~ ® o ¥ © O ! 0,000 T T - - - - - . .
2388 a8 5K & 3 3 4 1 2 3 4 5 6 7 8 9 10
Bytes/Frame Number of Frames
(a) (b)

Figure 7.13. Performance comparison between AES Bodzlefor
the H.261 video streaimab

7.4.3 Performance analyses

The computation cost ¢fuzzlecomprises three partdie /+d bytes (i.e.128d) encryption
with AES-CTR, the permutation ligt generation and the-d bytes exclusive-OR operation
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and exchange. After running the empirical tests, we have acghaedhe computation
complexity of the permutation lif® generation is approximately equivalent to a 92 bytes
encryption with AES, and one byte exclusive-OR operation and exchangsponds to
1/20 computation load of one byte encryption with AES. Thus the encrypiea gain of
our algorithm compared to AES can be expressed by the following formula.

Gain= TAES(L) - TAES(L)
T 128k AT o 4T ol L=d) T e 2200d)+ 15 T, {Ld)
_ Taedd) (7.4)
19, 1
T 2205 d+ L)

where Taes (L) denotes the time spent in encryptingytes with AES-CTR ciphefTpy
stands for the time to generate the permutatiom®)i$txor (L) means how long are needed
to implementL bytes exclusive-OR operation and exchange.

Gain in encryption speed

19

11 /

Gain ratio

P wo N
|

\\

03 1 2 3 4 5 6 8 11 16 20 28 32 48 64
Kbyte/Frame

Figure 7.14: Gain in encryption speed Bluzzlecompared to AES

The detailed calculation results are depicted in Figure 7.14. Theytblabdwhe encryption
speed gain oPuzzlealmost linearly ascends with the increment of the frametdizbe
size of 16 Kbyte. After that point the gain is slightly imprdv&he gain reaches its highest
point at 64 Kbyte frame size with about 17 and it arrivesousest point at 300 byte frame
size with 1. This indicates th&tuzzleis well suitable for high resolution video streams
which usually have a large frame size.
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7.5 Security analyses of the Puzzle algorithm

In this section we evaluate the security properties oPtezlealgorithm. A good crypto
system should withstand the following most important attack classes [70], [173], [174]:

» Cipher text-only attackNo additional information is available for an adversary ex-
cept for the cipher text. The main goal of the adversaryg red¢over the plaintext
from the cipher text as much as possible.

» Chosen-plaintext attackl he attacker can choose the plaintext as he/she needs and
insert it into the encryption system. Consequently he/she can obtaiartbepond-
ing cipher text. The goal of the attacker is to deduce theukegr these plain-
text/ciphertext pairs so that he can decrypt any messages encrybidiclatvkey.

» Known-plaintext attackThe attacker does not only know the cipher text but also
some plaintext for several messages. He/she aims at dedueikgyt or recovering
more plaintext on the basis of the known plaintext/cipher text pairs.

> Differential attack: The attacker attempts to reconstruct the encryption key by
studying the differences between the plaintext and the respegivertext pairs.
The differential cryptanalysis can reduce the complexitytaicking a cipher by
half. Generally speaking, it is a specific variant chasen-plaintext attack

The security analyses of our algorithm are given for each classck as follows.

Ciphertext-only attacks

Based on the cipher text an adversary has two possibilitiesyfog tto re-establish the
original frame encrypted witRuzzle(see Figure 7.9). He/she can either attempt to break
the puzzling and then the obscuring operation or to crack theserstitygsreverse order.
The first attack corresponds to the situation when the childtfiest to put the disordered
pieces to their correct position only looking at their backsidetlaga turns the whole cor-
rectly reordered picture to the right side Pnzzleeach frame is split in at least 128 blocks
in the puzzling operation, i.e. more than 64! = 1.27%1fals to reconstruct a single origi-
nal frame. This is obviously computationally infeasible to be brokgecesly as a 128 bit
key length standard block cipher is believed to be computationallyesenough today.
The number of possible permutation for such standard block cipher is, honmlye?'*® =
3.4x10°,

The second attack resembles the situation when the child firstthérialisordered pieces to
the right side one by one and then re-establishes the picturecasitegt information. In
Puzzlethe cipher texC is generated by connecting two puzzled plaintexts fragmemg us
the exclusive OR operation except the fistl bytes of the obscuring operation. As shown
in [166] the computation complexity to obtain 10 bytes MPEG compresded sequence
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by separating two 5 bytes long exclusive-ORed plaintext is/algnt to that of breaking a
64-bit key length block cipher which ha% 2ombinations. As mentioned in Section 7.4.3,
we recommend to applyinguzzleon video sequences with a frame length larger than 300
bytes. Accordingly the attacker has at least to trg@®* ~ 2°° combinations to obtain the
plaintexts of the disordered blocks for a single frame.

Chosen-plaintext attacks

An attacker encrypts some compressed video frames of his/hee atith thePuzzlealgo-
rithm, and obtains the respective ciphertexts. As show in Figure 7.7.@nid is not diffi-
cult for an attacker to recover these key stre&mwith the knowledge of these plain-
text/ciphertext pairs. However, it is impossible to derive therygtion keyK from a
known key streant, since AES-CTR is a confidentiality mode [168] which is secure
against chosen-plaintext attackfierefore our algorithm can withstand these attacks.

Known-plaintext attacks

An attacker is unable to deduce the encryption lkelyom his/her known plaintexts and
ciphertexts. The reason is the same as the above explanationsctos$ea-plaintext at-

tacks. Now we discus to what extend our algorithm prevents akettabtaining further

plaintexts with some known plaintexts by considering the following two cases

» Case 1:An attacker attempts to reconstruct more frames when he/shes laroen-
tire compressed video frame. It is impossible for an attackachdeve this goal
when he/her wants to crack our algorithm because we encryptraash With a dis-
tinct key strean®.

» Case 2:An attacker tries to recover an entire frame from the qooreting cipher-
texts when he/she knows a partial plaintext of that frame.nak/zed in [175], our
algorithm suffers from this attack when it is used for VoD sexwiwhere some in-
formation may be constantly showed in the screen, such as copyraatatien.
However, this attack is only effective to I-frames whose rdseplaintexts (com-
pressed bytes) are partially known to the attacker a prior, Birasel P-frames will
not contain this constant information any more due to using motion comgeipsat
diction technology. The compromise of one I-frame will not lead tadmepromise
of other frames because each frame is separately encryptgalcal £ncoding group
of pictures of MPEG frames is IPBBBPBBBPBBB. These 12 &smave only one
I-frame. An attacker may recover one I-frame for every 12 fsaifmeknows the part
information of that | frame, whereas the other P-and B-frameesairaffected. This
means that an attacker could get two frames of every 25 frfR&S video se-
guences (frame rate: 25 frames/second). It makes no great@easettacker when
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he/she can recover only small amount of frames. It will be aKguiovie when he
plays these inconsecutive recovered frames. Considering thahaheesult of at-
tacks is a useless MPEG video sequence (inconsecutive), irefotieedeeply con-
vinced that an attacker would prefer to buy the VOD servicestlginether than to
spend time and money to launch such attacks. Such attacks are ivetiectur al-
gorithm when it is applied to video conferences because an attzkero way in
advance to know which information will constantly appear in the conference.

In fact, most existing video encryption algorithms only take tts éase into account. So
does the current version BPlizzlealgorithm. This is because attacks of second case do not
substantially affect their practical applicability. Certajrdyuch a small cryptographic flaw
should be eliminated for a perfect cipher. One possible approach talsslypeoblem is to

add one more puzzling step after the obscuring step to resisttagsaags mentioned in
case 2. The security and performance of this impréetklealgorithm need further stud-
ies.

Differential attacks

They are generally viewed a specific kindcbbsen-plaintext attack#és discussed above,
such attack is not effective to our scheme. On the other handkeastaight apply the ba-
sic idea of differential cryptanalysis to launchpecificciphertext-only attack by analyzing
the ciphertext of our scheme without the knowledge of the respgttiveext for the spe-
cific structure of our scheme. The order of encryption procedure irsah@me decides,
whether our scheme is strong enough to withstand such a spgahctext-only attack. In
[109] we first obscured the original frame and then puzzled the obsoaeed his encryp-
tion order is suspect to be too weak for specific ciphertext-ai#cks, because the edges
values of the blocks of the original video frame tend to be very Cltwse close values
are inherited to the obscured frame in this encryption order. Téekattmight determine
which blocks might be neighbors using this information. For that reashawe changed
the encryption order, i.e. first puzzling then obscuring. The edgesigfibor blocks will
now have significantly different values so that such an attack is avoided.

To sum up it can be said that our scheme can be viewed astek69 length block cipher.
Recently a 64 bit key length block cipher has been reported to be brokgrbuge-force
attacks [176]. It, however, took five years to complete thislatitwus the security level of
the Puzzlealgorithm is sufficient enough for the commonly used multimediaicgins
such as VoDs or video conferences.
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7.6 Summary

Video encryption has been a hot research topic for the past decadesitdupotentially
wide market prospect. The emerged approaches do not pose an appropriate balaece be
security and efficiency. Most of them rely on an integratiorithef encryption with the
compression into one step. This makes them unable or not harmony @igsrandhto exist-
ing multimedia systems.

In this chapter we presented the video encryption algorRoazlefor encrypting video
communication in real-time. As a compression-independent encryptiontlaigoPuzzle
inherently makes no impairment on the compression efficiency aedsil/ to integrate
into available multimedia applicationBuzzleachieves a sufficiently fast encryption speed
to meet the real-time requirements of mostly used multimggpcations, especially for
high resolution video streams. Moreover, it withstands most impdstaes of attacks. In
other words, itprovides a good trade-off between security demands and encryption effi
ciency. These outstanding features of Fhezlealgorithm are really appealed by a video
encryption algorithm. Thus it is anticipated that our algorittkalyi finds its wide applica-
tions in multimedia systems in the near future.
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8

Final Remarks

This chapter summarizes the main contributions of this disseritidroutlines some is-
sues for future research.

8.1 Contributions

Although the client/server model is still dominant in the Interneiny applications in-
creasingly apply the newly emerging peer-to-peer technology.spbeed of this paradigm
shift has an accelerating tendency since the incentive of the popussr sharing applica-
tion Napster. The P2P networks are distributed systems in \whmis share resources by
direct data exchange without requiring a centralized server or aythibpossesses a num-
ber of important benefits compared to the traditional centralizedt/server model: fault-
tolerance, scalability, cost-effectiveness and others. It islkely that the P2P model will
obtain a greater importance in providing next-generation Internet services

A variety of applications have already adopted the P2P model to seffeices. Typical
applications are distributed computing, file sharing, and communicailtaioration. In-
stant messaging is a successful example for the lat@eo\Gonference systems, as a typi-
cal real-time interactive collaborative application, howeveeglydollow the P2P principle
yet. Most video conference systems still rely on a centchlcanference server to hold
meetings like the H.323 systems. Only a few P2P video confergsiemes have emerged.
The BRAVIS system is one of the earliest ones among them. gilieaion of the P2P
model in designing video conferencing systems brings additional betwefits users be-
sides the aforementioned. The inherently ad-hoc nature of the &&8 emables people to
spontaneously set up meetings without relying on a centralized serdevithout having
to be bound to a service provider. This makes a conference systemtaltdse nature of
social behaviours in daily face-to-face meetings. Thus it caexpected that more video
conference systems will apply the P2P model. However, such technologicgéshaing a
number of technical challenges to the system design. Secuotyei®f the most critical
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ones that a P2P video conference system has to solve. Standardas $UthT H.235,
have specified a secure framework for video conference sysktéongever, they are dedi-
cated to client/server-based systems (e.g. H.323 systemajeatitis not applicable to P2P
systems. No standard exists for specifying a secure aircigacsed for a P2P video con-
ference system. This thesis has pursued the aim to close phy gaoposing an appropri-
ate security architecture and showing how it can be incorpardted P2P conference sys-
tem using our video conference system BRAVIS as example.

As a first step towards designing a secure P2P video confegesystem, we have ana-
lyzed which kinds of threats a P2P conferencing system iy eaiifronted with by using
the effective STRIDE model. To mitigate the possible attacR2R conferencing system
has to support the following security goatenfidentiality dataintegrity, user authentica-
tion, andauthorization User authentication forms the basis of the other three gvdls-
out an appropriate and rigorous authentication measure an attackm@imayneeting and
learn the content of the meeting even if other security serareem place. Identity certifi-
cation is one of commonly used solutions used for user authenticatmsuieyed and
compared the advantages and disadvantages of two kinds of certificdtemmes used in
P2P systems: centralized certification (like PKI) and deabkn#d certification (like PGP).
We argued that the centralized certification scheme is tlguerghoice for a P2P system
used in serious environments (e.g. an international enterprisehigva the reliable user
authentication.

Nowadays virtual private networks (VPNs) are broadly emplogeddcuring the commu-
nication across public networks. There are four kinds of possible MPAIFCP/IP proto-
col stack: data link layer VPNs, IPsec VPNs, SSL VPNSs, andcapiph layer VPNs. We
explored the feasibility of their direct deployment for seaya P2P conference in terms of
end-to-end security, group key management, and flexible security golforcement and
found that lower layer VPNs do not well fulfill these requireme8ts a security architec-
ture especially designed for a P2P conference system (ia@péination layer VPN) is the
most appropriate solution to meet the stringent security andeeiticirequirements. As
example for such a security architecture, we presentecktheity solution applied to the
P2P video conference system BRAVIS. The security architeabura P2P conferencing
system is composed of a set of reusable building blocks: security pehnagement, au-
thorization, decentralized group key management, and data securithasth@o modules
were the primary concerns of this thesis, since they déjimexide the success of a secure
P2P conferencing system.
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Designing a decentralized group key management protocol used &5 eoRferencing is
usually viewed as a challenging task. Such protocol has to meeifpke ©f rigid security
requirements for its use like key authentication, forward and badkveanfidentiality, col-
lusion freedom, and others. In addition, its employment should not incur greatm@nce
degradation to the system because interactive real-time comitmomisathe key feature of
a P2P conferencing system which has to be preserved when intgpdugioup key man-
agement protocol. This implies that the proposed protocol should be not oafg bed
also efficient enough (i.e. minimal rekeying delay). Althoughiesal such protocols are
available, none of them completely fulfills the desired secul@mands during a key re-
newal period. Therefore we have proposed a novel decentralized groupckengs pro-
tocol, VTKD. It consists of two parts: a mutual authentication ofpidm¢ners and a secure
key renewal. The protocol uses a virtual token to determineattieep responsible for key
generation and distribution. VTKD fully fulfills the relevant saty demands concerning
group key exchange. Moreover, it is more efficient related tadegwal delay than exist-
ing key exchange protocols in a small group setting becauseds imaly one communica-
tion round and uses mostly symmetric crypto operations during ackeyval procedure.
Therefore the VTKD protocol is more suitable to be applied 2R conferencing system
than other existing protocols.

Special concerns have to be paid to preserve confidentiality of videolds usually dif-
ficult for a standard algorithm which aims at encrypting tedta to encrypt video data in
real-time due to the huge data volume. Accordingly a specific #igoris strongly de-
manded to encrypting the video data. Exploring several availaldethlgs it has shown
that they possess various shortcomings when applied in a P2P confgiystem. Some
of them provide a significant imbalance between security andegftiy; others severely
degrade the compression efficiency of the video encoder. Somenofatteenot easy (or
impossible) to incorporate into existing multimedia systems. kedgy the children game
Puzzle, we proposed a novel compression-independent video encryption algoaitech,
Puzzle It overcomes the shortcomings of existing video encryption algasitfiime essen-
tial features of are: easy to integrate into existing mtiia system, no impairment on
compression efficiency, and good trade-off between security amieefly. The further
outstanding advantage of this scheme is the drastic reduction nypeoe overhead for
high resolution video. Thus it is most likely that the use ofthezlealgorithm is not lim-
ited to P2P conferencing systems, but spreads to other kinds of edi#tisystems, such as
Video on Demand.
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8.2 Outlook

As long as P2P technologies are not matured, many fundameuog&s & still open. Secu-
rity is one of the most important ones among these issues. Bathieaconsiderably ma-
ture security architectures which have been broadly employedent/server systems are
not suitable for P2P systems because of the significant diffesebetween these two kinds
of systems. This is in particular true for real-time P2Resys. Consequently, we have ar-
gued for designing specific secure architectures for BRRKENCing systems. In this con-
text, we have proposed a secure and efficient decentralized groagenaent protocol and
a novel video encryption algorithm to meet the stringent rea-tonstraints. Closely re-
lated to the currently accomplished work, the following two directions are coadid®rth

to be explored for future work:

» Completing the VTKD protocolThe VTKD protocol in its present form supports
only the group operatiorjsining andleaving It does not consider group partition-
ing and merging. When a group is partitioned group communication siemohy-
nates. This rule was taken to meet practical demands of video exxedsrusually
requiring that all participants and not only a part of them have twdsent to dis-
cuss a dedicated topic. Moreover, it is basically unexpected whigiiopad groups
will be merged again because their partitioning was mainlyechby a network
failure. In short, introducing the group partitioning and merging meshamninto a
real-time person-to-person group communication makes no great.s@eainly it
is useful for a machine-to-machine group communication in which no peaple a
involved, such as a group data replication system in which crdetal are auto-
matically delivered to several different places. To adaptkimg of applications,
the group partitioning and merging mechanisms should be introduced into the
VTKD protocol. How to add these two mechanisms in VTKD needs further studies.

> Video/audio data integrityln the thesis we have addressed the confidentiality of
video data with a novel video encryption algorithm to meet rea-teguirements.
Basically special considerations are also needed for vegifiive integrity of
video/audio data. Video/audio data are transmitted over the InterngtthsituDP
protocol which has no retransmission mechanisms when bit errorstacéede Re-
ceivers are not able to determine whether these errors eeidiman (unavoidable)
transmission errors or from deliberate malicious attacks usadlifibnal integrity
check techniques (e.g. MAC codes). Some research efforts haveldesed to

% Of course, it is convenient for users in some saseactively partition the group into some subgand
later merge them again for the discussions conegrdifferent topics. However, people usually holdideo
conference only for a certain purpose. It seldomeseseveral purposes. If this is really neededpleecan
set up separate conferences.
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addressing this issue. But most of them rely on watermarkictgnologies which
are computationally intensive. So they are basically not applitabieal-time ap-
plications such as video conferencing. A novel and efficient integetiication
algorithm used for video/audio data is highly desired in this sense.

Generally speaking, security is difficult to achieve in a BgRtem due to its decentralized
nature. This difficulty makes many general security isstitsnet well addressed in the
P2P security research area. They play decisive roles in thatiopeof a P2P network. At
least the following two issues are deserved to pay more attention:

» Secure routing In the traditional Internet, the routing tables in the rowseescen-
trally controlled by the Internet service providers (ISPs). Backers have less
chance to alter these routing tables. The situation in the P2@rkstis signifi-
cantly different. The routing tables are managed by peers ¢éhaeasand no central
authority is in charge of the administration of these tables. igsudt, two kinds of
attacks may be launched to destroy the normal operation of a R28rkngl) an
attacker compromises a peer and modifies the routing tabletqgfabia(2) a peer it-
self is a malicious node which deliberately generates an ruting table. Thus it
is highly desired to design a secure P2P routing protocol for thecdefgyainst
these attacks.

» Reputation managementt is used to determine the extent of trustiness of a nser i
the system by evaluating his/her previous behaviours. This is antanpogquire-
ment for a system to be used for the electronic commerce. kii¢éné/server sys-
tems, reputation management is easy to realise since thenglis entity responsi-
ble for the maintenance and distribution of reputation information fepgitation
management in eBay). The decentralised nature of the P2Rsysizkes the repu-
tation management quite difficult. The reputation information isteseat into the
entire network. How to ensure that the reputation information is not iediy an
attacker or malicious peer is still an open issue.
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Appendix A

Benchmarks of Crypto Operations

The speed benchmarks for the cryptographic algorithms used in this #ne listed in the
following table. These results are measured on a Dell computgpeguwith Intel Xeon
2.6 GHz processor under Linux using OpenSSL'’s cryptographic library.

Symmetric crypto operations Asymmetric crypto operations
Algorithms AES (128-bit key)
HMAC . - RSA 1024 RSA 1024 | DH 1024 key
(SHA-1) Encryption | Decryption Signature | Verification Agreement
Speed 25 50 50 5 0.16 12.5
Mbyte/s Mbyte/s Mbyte/s | ms/operation| ms/operation| ms/operation
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Appendix B
Sate Diagram of VTKD

VTKD is based on notifications of membership changes indicatethdgroup manage-
ment module to trigger the group key refreshment. Whenever the gosuposition
changes (including the leave or crash of the token holder) thelyindegroup communi-
cation protocol indicates the related service primitives to tbapgmanagement module.
The group management module passes theses service primitivGKD td trigger the
group key renewal. When a group member failed to update the group ¥a@KD, it has
to leave the group and indicates this to the group management module te thpdgroup
composition via the underlying group communication module. In the meanwhdant
vokes the group key refreshment. Figure B1 shows the statamiagrVTKD. In Table
B1 some service primitives are listed, which we assume fantleaction between VTKD
and the group management module.

Table B1: Service primitives of the group communication protocol

Service primitive Meaning

JOINNtf A new member joined the group

LEAVErequ A member requests to leave the group
LEAVENtf A member left the group

LEAVEanc A failed authentication member is forceddave

Other events and actions used in the state diagram are described in Table B2.

Table B2: Meaning of symbols used in the state diagram of VTKD

Symbol Wiazy

Mj1-M g4 Authentication messages exchanged between tokdertemd invitee
Authf Failed authentication

M Notification of failed authentication to the tokkalder

M s, M1 Group key renewal messages for join and leavpendisely

Rek Rekeying

MACI-M ;5, MACf- | Failed message authentication of messaggsuMl M ; respectively
MLl
timeout, timeous, Timeouts of timers supervising the authenticaticotpdure
timeoug
Init Initializing the member process
Quit Releasing the member process
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(MAC-M [|Authf | timeout,) / LEAVErequ

JOINNtf/--

JOINNtf / My, My, / My,

/"(Token holder rekeying

(JOINNtf||LEAVENf)&Token holder /--

AAVEntf /M, ,&Rek

Awaiting Key

First member / generate group key

M, / Installing the key

(Authfltimeout1) / M, & LEAVEanc

(MACF-M,|IMACF-M, ,) / LEAVErequ MM, /Rek  (M,]ltimeout,) /- (JOINNtf|[LEAVENtf)&non-token holder / -

Member rekeying

Figure B1: State diagram of VTKD

As shown in Figure B1 VTKD has six states with the following meaning:
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Idle: Initial state of all group members.
The first member generates the group key and changesda&staire Later joining
members switch frorfdle state toAwaiting keystate when a JOINntf is indicated.

Secure All group members communicate securely using the same group key.
When the group membership changes, which is indicated by JOINntf ovE&A

the token holder enters the stdteken holder rekeying Other members move to
the stateMember rekeying A member who received a LEAVErequ leaves the se-
cure communication and releases the process.

Token holder rekeyingThe token holder refreshes the group key.

When a member joins the token holder first authenticates the inVikeetoken
holder will stay in the same state when it receives the evy@idntf and M,. After
receiving message Mit generates the new key and forwards it with messagéoM
the group, and moves itself to st&ecure If the token holder fails to authenticate
the invitee or the time used for authentication is over (timgduhforms the group
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members with message;Mind LEAVEanc. The primitive LEAVEanc initiates the
Forced-leave mechanism of the GCP protocol to exclude the failddntication
member from the group. The group key keeps unchanged. After thabkidne
holder changes to staBecure

When a member leaves the token holglamerates a new group key and multicasts it
with message M to the group. The token holder movesStrure

Member rekeying The non-token holders refresh the group key.

When receiving message ;Mor M, from the token holder each member first
proves the authenticity of Mor M. If the message authentication is successful the
member updates the group key and change to Statere Otherwise an active at-
tack has to be assumed. Since this is rather seldom in praetae decided that the
member has to leave the group sending a LEAVErequ to the group enagrag
module to notify the group about its leave. It has to be explicitly invited again.

If a member receives messages bt the waiting time for message;br M., ex-
pired {imeout) it moves again to statgecure The group key keeps unchanged.

Awaiting key The new member awaits the group key.

First the new member authenticates the token holder via theedacaessage M

If the authentication failed or the time used for authenticatiore@ug) expired, the
new member leaves the group sending a LEAVErequ to the group masrage
notify the group about its leave. When receiving messagst Mroves the authen-
ticity of the message. If the authenticity is given the newnbe installs the group
key and transfers to staBecure Otherwise it stops the joining process sending a
LEAVErequ.

137



138



ACL
ACM
AES

AH
ARPANET

ATM

BER
BRAVIS

CA
CCS
CHAP
CPU
CRL

DCT
DDOS
DES
DH
DHT
DOS

DTSS
ESP

FTP

GCP
GUI

GKMP

HTTP

Acronyms

Access Control List
Association for Computing Machinery
Advanced Encryption Standard

Authentication Header
Advanced Research Projects Agency Network

Asynchronous Transfer Mode

Bit Error Rate
BRAnNdenburg Video conference System

Certification Authority

Change Cipher Spec Protocol

Challenge Handshake Authentication Protocol
Central Processing Unit

Certificate Revocation List

Discrete Cosine Transformation
Distributed Denial-of-Service
Data Encryption Standard
Diffie-Hellman

Distributed Hash Table
Denial-of-Service

Digital Time Synchronization Protocol
Encapsulating Security Payload

File Transfer Protocol

Group Communication Protocol
Graphic User Interface

Group Key Management Protocol

Hypertext Transfer Protocol
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Acronyms

IDS
IEEE
IETF
IFIP
IKE

IPsec
ISP
ISDN

ITU
ITU-T

JPEG

L2F
L2TP
LAN
LAC
LDAP
LKH
LNS

MAC
MC
MCU
MP
MPEG
MPLS

NAS
NTP

PAL
PC
PCI
PGP
PKI
PPTP
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Intrusion Detect System

Institute of Electrical and Electronics Engineers
Internet Engineering Task Force

International Federation for Information Processing
Internet Key Exchange

Internet Protocol

Internet Protocol Security

Internet Service Provider

Integrated Services Digital Network

Information Technology

International Telecommunication Union

ITU Telecommunication Standardization Sector

Joint Photographic Experts Group

Layer 2 Forwarding

Layer 2 Tunnelling Protocol

Local Area Network

L2TP Access Concentrator
Lightweight Directory Access Protocol
Logical Key Hierarchy

L2TP Network Server

Message Authentication Code
Multipoint Controller

Multipoint Control Unit
Multipoint Processor

Moving Picture Experts Group
Multiprotocol Label Switching

Network Access Sever
Network Time Protocol

Phase Alternation Line

Personal Computer

Peripheral Component Interconnect
Pretty Good Privacy

Public Key Infrastructure
Point-to-Point Tunnelling Protocol



Acronyms

PSTN
P2P

QoS

RA
RBAC
RFC
RLC
RSA
RTP

SA
SAD
SARS
SHA-1
SIP
SRTP
SPD
SSL

TCP
TGDH
TKD
TTL
TTP
TLS

UbDP
UTC

VEA
VLC
VoD
VPN
VTKD

WAN
WWW

Public Switched Telephone Network
Peer-to-Peer

Quality of Service

Registration Authority

Role Based Access Control
Request for Comments

Run Length Coding
Rivest-Shamir-Adelman
Real-time Transport Protocol

Security Association

Security Associations Database
Severe Acute Respiratory Syndrome
Secure Hash Algorithm 1

Session initiation protocol

Secure Real-time Transport Protocol
Security Policy Database

Secure Sockets Layer

Transmission Control Protocol
Tree based Group Diffie-Hellman
Token based Key Distribution
Time-to-Live

Trusted Third Party

Transport Layer Security

User Datagram Protocol
Coordinated Universal Time

Video Encryption Algorithm

Variable Length Coding

Video on Demand

Virtual Private Network

Virtual Token based Key Distribution

Wide Area Network
World Wide Web
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