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Abstract

Since 1947, when Bardeen and Brattain initiated ¢n@ of microelectronics by
constructing the first Germanium (Ge) transistemgonductors have become the main
material platform for advanced integrated circl@)(technologies. Later on, given in
particular the electrical stability of its nativeide, IC technology shifted from Ge to
Silicon (Si) substrates and the dominance of Sethasomplementary metal oxide
semiconductor (CMOS) microelectronics is today wsionable (in particular high
level of system complexity, high performance andt@fectiveness). However, as the
semiconductor industry is approaching the limitsrafiitional Si CMOS scaling, the
integration of new materials into Si micro- and oaaectronics is required to extend
the performance and functionality of future CMOS4dxh IC technologies.

Recently, Ge due to its superior optoelectronig@prties (high carrier concentration,
high carrier mobility, band gap at 1.5 um) and catitplity with conventional Si
CMOS technology has re-emerged as an alternatimgceaductor material on the
mainstream Si technology platform. Therefore, ncayadGe is under the spotlight in
“More Moore” scaling research (e.g. Ge channels fleMOSFETS) as well as
functionalized “More than Moore” (e.g. Ge-based tpln@c modules for electronic-
photonic integrated circuits (EPICs)) technologiddany of the Ge integration
challenges, such as e.g. doping, epitaxial quaity, have been recently solved or
minimized to an acceptable level. However, theitabion of low resistance, thermally
stable metal/Ge contacts is still one of the maarriers towards the full use of the
potential offered by Ge. In particular, the forroatiof ohmic contacts is relevant for
applications where high current densities are gfartance (i.p. Ge p-MOSFET and Ge
laser applications). In addition, it was shown ttabng Fermi level pinning effect close
to the valence band results in the formation cdrgd Schottky barrier between n-type
Ge and the majority of metals, which complicates pheparation of ohmic contacts to
n-type Ge surface. Consequently, intensive invagtgs of metal/Ge contacts are

imperative for future applications of Ge.



viii

Various metal/Ge contact systems were studied aodstrated good thermal
stability and promising electrical properties. Hoee given their widespread use in Si
CMOS technologies in form of their respective glis, Co- and Ni-germanides seem
to be an obvious choice for electrical contactsGerbased devices. Both metal/Ge
systems exhibit a complex bulk phase diagrams avithide range of different physical
properties. It is generally acknowledged that tisechiometric CoGgand NiGe phases
are best suited for ohmic metal contact formatmajnly due to their low resistivity. It
is worth noting that the bulk phase diagram is tkahiin its use for nanoscience due to
an increased surface/volume ratio as well as bystheng nanostructure/substrate
interface influence. Please note that this statémegaining more and more importance
in the era of continuous device miniaturization weh@ good scalability of metal-
germanide formation gets crucial with progress tolwaano-scaled Ge devices i.e. in
CMOS applications. In consequence, laterally avaaghin film characterization
techniques without nano-scale resolution face selienits to meet these high end
materials characterization needs.

This PhD thesis sheds light on the formation pre@gshe atomic level of Co and Ni
germanide nanostructures on clean, reconstructédOGesubstrates. The main part of
the presented research is basedhesitu scanning tunneling microscopy (STM) studies
on the influence of subsequent, post-evaporatiorea@ings at various temperatures in
order to follow and investigate on the nano-scéle s$tructural evolution of a few
monolayers of Co and Ni metal (deposited at RT andJHV conditions) on an
atomically clean, reconstructed Ge(001) surfacatheumore, additional techniques
like LEED, (S)TEM-EDX and XPS were used to corradderand complement the STM
derived insights.

It was demonstrated that - for both investigatedtesys - room temperature
deposition of a few metal monolayers on clean GE(Q@sults in a Volmer Weber
growth mode. Starting with annealing treatmentsetgtively low temperature ranges,
the formation of a continuous Met@l, wetting layer from as-deposited 3D metal
clusters on Ge(001) was detected. It should bedribizt a very flat wetting layer was
observed for the Co/Ge(001) system, which is dbffierfor the Ni/Ge(001) system

where inhomogeneous terraced domains were formedllys the 2D wetting layer



gradually evolves with increasing temperature imell-ordered 3D MetaGe,
nanostructures, surrounded by clean, reconstrugef001). Analysis of these Co and
Ni germanide nanostructures shows that the grovethiamism is different: in particular
the Ni/Ge system is more reactive by means of NK biffusion and results in 3D Ni
germanide nanostructures which show a strong teydém be embedded into the
Ge(001) substrate. In contrast, Co germanide narststes are situated initially on top
of the Ge(001) substrate due to the fact that Glisibn dominates in the low
temperature range. Only at higher annealing tenyess, Co diffusion into the bulk
occurs and Co germanide nanostructures penettatéhim Ge substrate. For the Co- as
well as Ni-Germanide system, the nanostructuregngadOstwald ripening phenomena
in the high temperature range. The present PhDsthiass allows to understand on the
nano-scale the main growth and reaction mechanidrtise Walser and Beneé rule set
up about 40 years ago to describe metal/semicoodinterface reaction on the macro-
scale.

Finally, although this PhD thesis reveals importamdings related with the growth
mechanism and evolution process of Co and Ni geidearanostructures on Ge(001), it
does not yet explain all aspects of the growth @secIn especial, the correlation of
structural and chemical information on the nandescegeeds to be accomplished in
future LEEM/PEEM studies at Synchrotron facilitietn consequence, further
investigations and efforts are still needed in otdecomplete our understanding of the
Co and Ni germanide nanostructures formation foturts homogeneous metal
germanide contacts to Ge-based devices in “Morer®loand “More than Moore” Si

micro- and nanoelectronics.






Zusammenfassung

Seit 1947 als Bardeen und Brattain die Ara der belektronik, durch die Konstruktion
des ersten Germanium (Ge) Transistors, einleitetemrden Halbleiter zur

Hauptgrundlage fiur fortschrittliche integrated ctit“ (IC)-Technologien. Spéater
wechselten IC-Technologien von Ge zu Silizium @i)straten, bedingt durch die
elektrische Stabilitat der natirlichen Oxide, wadudie Dominanz von Si-basierten
~<complementary metal oxide semiconductor* (CMOSkiMelektronik unangefochten
wurde (insb. durch die hohe Komplexitat, Leistungd uKosteneffektivitat). Jedoch
wird, durch die Annédherung an die Limitierung deditionellen Si-CMOS-Skalierung,
die Integration von neuen Materialien in die Si-kikund Nanoelektronik notwendig,
um die Leistung und Funktionalitdt von zukinftigeNOS-basierten IC-Technologien
weiter auszubauen.

Jungst hat sich Ge, durch seine optoelektronischgengchaften (hohe
Ladungstragerdichte, hohe Ladungstragermobilité Bandltiicke im 1.5 um Bereich)
und Kompatibilitdt mit konventionellen Si-CMOS-Teullogien, wieder als alternatives
Halbleitermaterial auf einer Si-Technologieplattforhervorgetan. Deshalb ist Ge
heutzutage wieder im Rampenlicht von ,More Moord&alrungsforschung (z.B. als
Ladungstragerkanal in p-MOSFETS) als auch ,MoantMoore* Funktionalisierung
(z.B. fur photonische Module in electronic-photonintegrated circuit“ (EPIC)
Technologien). Viele der Ge-Integrationsherausfardgen, wie z.B. Dotierung,
epitaktische Qualitat etc., wurden mittlerweile Ggtloder auf ein akzeptables Niveau
reduziert. Jedoch ist die Herstellung von niedenglem thermisch stabilen Metall/Ge-
Kontakten immer noch eine der Hauptbarrieren zulistémdigen Nutzung des
Potentials von Ge. Die Bildung von ohmschen Komakist insbesondere flr
Anwendungen mit hohen Stromdichten (z.B. Ge p-MOBEEd Ge-Laser) von grol3er
Relevanz. Es wurde zudem gezeigt, dass starkesi-Eg@ergie-Pinning nahe des
Valenzbandes zu einer hohen Schottky-Barriere hwiscn-dotiertem Ge und der

Mehrzahl von Metallen fuhrt, was die Pr&paratiom vwhmschen Kontakten zu n-
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dotierten Ge-Oberflachen verkompliziert. Entsprecheind intensive Untersuchungen
von Metall/Ge-Kontakten zwingend notwendig fur zokije Anwendungen von Ge.

Es wurden diverse Metall/Ge-Systeme studiert, welaine gute thermische
Stabilitat und vielversprechende elektrische Eighagten demonstrierten. Co- und Ni-
Germanide, in Betracht ihrer weiten Verbreitung @MOS-Technologien als
entsprechende Silizide, scheinen offensichtlicie gute Wabhl fir elektrische Kontakte
in Ge-basierten Bauteilen zu sein. Beide Metall&ysteme weisen ein komplexes
Volumenphasendiagramm, mit unterschiedlichsten ighlyschen Eigenschaften, auf.
Es ist allgemein anerkannt, dass die CeQed NiGe-Phase sich am besten als
ohmsche Metallkontakte durch ihren geringen Widedteignen. Es sollte erwahnt
werden, dass das Volumenphasendiagramm in der Afbeekeit in den
Nanowissenschaften, durch die erhdhte OberflacVielnmen-Ratio genauso wie durch
den starken Nanostruktur/Substrat-Einfluss, limitigst. Diese Aussage gewinnt
zunehmend an Wichtigkeit in der Ara der kontinugmn Bauteilminiaturisierung, wo
eine gute Skalierbarkeit der Metall-Germanid-Bilgumit dem Fortschreiten der
nanoskalierten Bauteile, insb. CMOS-Anwendungerisateidend ist. Entsprechend
sind lateral mittelnde Dunnfilmcharakterisierungsmoelen ohne nanoskalierte
Auflosung  strengen  Beschrdnkungen ausgesetzt, uneserdi High-End-
Materialcharakterisierung gerecht zu werden.

Diese Dissertation soll die Bildungsprozesse von - Caind Ni-
Germanidnanostrukturen auf sauberen, rekonstroigB@(001) Substraten auf einem
atomistischen Niveau naher beleuchten. Der Haligte hier prasentierten Forschung
basiert aufin-situ ,scanning tunneling microscopy® (STM)-Studien, bgkch des
Einflusses von aufeinanderfolgenden Temperschrittéei unterschiedlichen
Temperaturen, um die nanoskalierte, strukturelleli#ion von wenigen Monolagen
Co- und Ni-Metall nach der Abscheidung (bei RT wumder UHV-Bedingungen) auf
einer atomar reinen, rekonstruierten Ge(001)-Obentt zu verfolgen und zu
untersuchen. Des Weiteren wurden zusatzliche Tkehnvie LEED, (S)TEM-EDX,
und XPS verwendet, um die mit STM erzielten Ergedmizu bekraftigen und zu

vervollstandigen.
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Es wurde demonstriert, dass fur die beiden untatsnc Systeme die
Raumtemperatur-abscheidung von wenigen MonolagetalMauf reinem Ge(001) in
einem Volmer-Weber-Wachstumsmodus resultiert. Tesgbeitte bei relativ niedrigen
Temperaturen flhrten anfangs zur Detektion von ikaidrlichen MetallGeg,
Benetzungsschichten ausgehend von den abgeschied&be Metallclustern auf
Ge(001). Zu beachten ist, dass eine sehr flachetBemgsschicht fir das Co/Ge(001)
beobachtet wurde, was sich zu dem Ni/Ge(001)-Systenerscheidet, wo sich
inhomogene Doméanen mit Terrassen bildeten. Miteagshder Temperatur entwickelt
sich die 2D Benetzungsschicht allméhlich zu wohidaeten 3D MetalGe,
Nanostrukturen umgeben von sauberen, rekonstrni&e£001)-Flachen. Eine genaue
Analyse dieser Co- und Ni-Germanid-Nanostrukturereigtz dass ihre
Wachstumsmechanismen unterschiedlich sind. ScastNYGe-System reaktiver, was
sich durch eine erhodhte Ni-Volumendiffusion andgut®odurch sich eine starke
Tendenz zu in Ge(001) eingebetteten 3D Ni-Germaladestrukturen ergibt. Im
Gegensatz dazu befinden sich Co-Germanid-Nanosterkt anfanglich auf dem
Ge(001)-Substrat, da die Germaniumdiffusion bedmgen Temperaturen dominiert.
Nur bei hdheren Temperaturen tritt eine Co-Diffasauf und die Co-Nanostrukturen
dringen in das Ge-Substrat ein. Sowohl fur das €wie auch das Ni-Germanid-
System vollziehen die Nanostrukturen einen OstRddungsprozess bei hohen
Temperaturen. Die vorliegende Dissertation erlaabEinblicke in das Verstandnis von
nanoskalierten Wachstums- und Reaktionsmechanisi@eiValser und Bené Regeln,
die schon vor 40 Jahren aufgesetzt wurden, um dietalVHalbleiter-
Grenzflachenreaktion auf einer makroskopischensSkalbeschreiben.

Obwohl  diese Dissertation  wichtige Erkenntnisse Ubéezh  des
Wachstumsmechanismus und des Evolutionsprozess Gan und Ni-Germanid-
Nanostrukturen enthillt, erklaren diese nicht allkspekte des gesamten
Wachstumsprozess. Insbesondere muss die Korrelatiom strukturellen und
chemischen Informationen auf der Nanoskala in Zttkenittels LEEM/PEEM-Studien
an Synchrotroneinrichtungen vervollstandigt werdé&ts Konsequenz sind weitere
Untersuchungen und Bemuhungen notwendig, um dést&adige Verstandnis von Co-
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und Ni-Germanid-Kontakten fur Ge-basierte Baut&ileler ,More Moore” und ,More

than Moore* Si-Mikro- und Nanoelektronik zu erlange
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Chapter 1

Introduction

This doctoral thesis was realized at IHP, the Leibmstitute for innovative
microelectronics in Frankfurt Oder (Germany). Ik$Paiwell known science centre for
Silicon-Germanium (SiGe) technologies. It is foaisen innovative solutions for
application areas such as wireless and broadbamdnaaication, security, medical
technology, aerospace, automotive industry andsim@d automation [1]. In order to
achieve these goals, IHP’s strategy is not basedmamaturization of existing
technology solutions (known as “More Moore” apptoac but in functional
diversification of the existing technology platfor(known as “More than Moore”
approach). Therefore, this introductory chaptertstaith a general description of both
“More Moore” and “More than Moore” strategies. Nesubchapter (1.1.2) presents a
brief characterization of Germanium (Ge) and itdeptal applications in future
microelectronic industry as high mobility materidh the 21st century, which is
believed to be dominated by photonics, Ge seemet@ remarkable candidate to
replace Silicon (Si) in photonic modules. For the#son, Section 1.2 introduces the
reader to the topics related with photonics andtgfio devices, with particular
emphasis on the usage of Ge in this field. Chapt@ergives a short description of Ge
integration challenges. Continuing this issue, iswwof the fact that one of the major
barriers towards the full use of Ge in future teadbgies is the development of reliable,
low resistance metal contacts, in Section 1.4 hkery of Schottky and Ohmic contacts
is briefly presented. At the end (Chapter 1.5),imadion and main goals of this doctoral
thesis are described, and finally the organizadib@ach chapter is shortly presented.



1.1. Electronic-Photonic group IV ICs

1.1.1. “More Moore” and “More than Moore” approaches

In 1965 Gordon E. Moore, the director of Reseanuth Bevelopment Laboratories of
Fairchild Semiconductor, observed that between 18856 1964, the number of
transistors - the fundamental building blocks ogctlonic devices in today’s
complementary metal-oxide semiconductor technol@@\yOS) - on electronic chips
increased exponentially and doubled approximateBryetwo years. In addition, he
postulated that the rate of increase would nottanhbally change within next few years
[2]. This historical hypothesis has become knownMemore’'s Law. The history has
proven that due to consistent improvement in Sitetogy, based mainly on aggressive
and continuous device miniaturization, the Mooltedsv was correct during the next 50
years. In order to ensure the continued developrnaam to clarify the main
technological requirements and needs of integreitedit technology, the International

Technology Roadmap for Semiconductors (ITRS) wagyded [3].

More than Moore: Diversification

Baseline CMOS: CPU, Memory, Logic

Figure 1.1 Two approaches in today's microelectondustry: miniaturization of digital functions
(“More Moore”) and functional diversification (“Merthan Moore”) (from [4]).



As shown in Figure 1.1, ITRS is based today on tain approaches: “More
Moore” and “More than Moore”. “More Moore” approaatefers to the further
miniaturization of the Si CMOS baseline technol@gy is represented on the vertical
axis in Figure 1.1. From the physical point of vjethis strategy will finally reach
miniaturization limits at the atomic scale. Howeveawt negligible will be also
economic limitations. The costs of R&D, maintainifadprication facilities, testing etc.
in Si CMOS technology aimed at further shrinking tbé dimensions of devices,
increases exponentially — known as Moore's Secand [6]. Consequently, alternative
paths of technology development are searched. &uetiternative is represented by the
“More than Moore” approach, depicted on the horiabaxis in ITRS. The “More than
Moore” strategy is focused on functional diverstion rather than miniaturization of
the existing CMOS technology platform. Certainlyist approach can extend the
functionality of electronic devices by adding nagitl modules to digital components
in one product. The following list presents onlyeav selected examples for module
groups in focus of the “More than Moore” approalsased on IHP’s activity).

- Radio frequency (RF)
SiGe hetero-bipolar transistors (HBT) and Graphbase transistor (GBT),

also antennas, modulators, demodulators etc. [§8][19] [10]

- Sensors / Biochips / Biomedical
Glucose Bio-Micro-Electro-Mechanical System (BioMBEM sensors and
Surface Acoustic Wave (SAW) filters [11] [12]

- Photonics
Waveguides, modulators, photodiodes, light-emittiagdes (LEDs) and lasers
[13] [14] [15] [16]

Generally, the migration of non-digital modulestie “More than Moore” approach
to the existing Si CMOS baseline can be realisedtvibly main ways (illustrated
schematically in Figure 1.2): System-On-Chip (S@Cpystem-In-Package (SIP).
System-On-Chip (SOC):It is a system integration concept, in which agjital (i.e.
processor, memory) and analog (i.e. antenna, )fitemponents are monolithically
integrated into a single chip. It is realized viatdroepitaxy, wafer bonding or



nanostructure printing. SOC designs are usuallyradherized by less power
consumption, less board area, higher reliabilitgt Aigher security - major advantages
of this architecture for industrial mass-productibiowever, challenges like integration
complexities and high costs (due to integrationvafious devices) are significant
drawbacks and must be taken into account duringléisgyn of electronic circuits [17].
A perfect example of SOC architecture are moderhipiel core processors.
System-In-Package (SIP)in this integration concept, a number of integilatecuits
are combined in a single package (module). Bagic&8lIP consists of two or more
vertically stacked dies (containing integrated wic and/or other components (i.e.
antennas, filters)) assembled on the same substradeconnected to each other.
Connections between dices and components areaeddizwire bonds, solder bumps or
through Silicon Via (TSV) technologies. The mairvadtage of SIP concept is the fact
that each chip can be built separately with its al&dicated technology. Furthermore,
SIP is very flexible: the whole package can belgasodified by changing the design
of single building blocks, depending on customexdse Therefore, it is considered that
the SIP concept will be strongly developed in tearrfuture [18].

Summarizing, without doubt further development @day’s microelectronics will
continue on the basis of scaling. However, sucoéssegration of high performance
modules with different functions to existing platfo brings new opportunities. At this
point, it is be emphasized that “More Moore” and did than Moore” are
complementary approaches and a fruitful interactdhdetermine the future of micro

and nanoelectronics.

a) SOC b) SIP
module #1 module #2 &
module #3 5 g
H =5
g
Q
e/ g o
o=
é?
/ / z
/ -
substrate substrate

Figure 1.2 Schematic representation of the modgstes integration concepts: a) System-On-Chip
(SOC), b) System-In-Package (SIP).



1.1.2.  High mobility Ge channels for CMOS

Despite the fact that the first transistor, inveind¢ Bell Labs in 1947 by J. Bardeen and
W. H. Brattain (honoured with the Nobel Prize fdmnyBics in 1956), was fabricated
using Ge [19], this material was abandoned in fafd8i in semiconductor technology
already in the middle of 1960’s. Since that tinee, dver 50 years, Si became the main
material platform for advanced CMOS based micra aano-electronics, achieving a
high level of system complexity. The main reasontlog Si dominance was the
economy of scale. Development of technological astiructure, continuous cost-
effective miniaturization of Si transistors and ssass improvement in circuit
performance caused that Si is now the cheapestdéxjy for integrated circuits. Due
to aggressive miniaturization process, transistogssapproach nanometer scale. This
has undeniable advantages like larger operatiogquénecy, but also new challenges
have emerged (e.g. energy dissipation by gate dea&arrents etc.). In this case, further
miniaturization and evolution of transistors re@sinew approaches, like for example
3D transistor technologies (FINFETS) and the reptzent of the Si by higher mobility
channel materials (e.g. indium gallium arsenid&@As) and Ge) [20] [21].

Table 1 depicts selected physical properties oinG@®mparison with Si. Bulk Ge is
characterized by smaller effective mass for eletrand smaller effective mass in the
heavy hole (hh) and light hole (Ih) bands compared®i. A small effective mass of
carriers leads to high carrier mobility. It is wlorio point out that Ge has the highest
hole mobility of all known semiconductor materiaze offers nearly two times higher
electron mobility than Si, but it is still a rekaly small value compared to other
materials e.g. llI-V materials (InSb, InAs etc.)owever, in case of Ge, electron and
hole mobility is more balanced, which is a sigraht advantage for current state-of-the-
art logic designs in CMOS based on symmetric comfiion of both n- and p-type
transistors [22]. Another crucial parameter is meterial’s bandgap. In comparison to
Si, the minimum indirect energy gap of Ge is mugctaker (0.66 eV). This parameter
influences the scalability of electronic devicesg(emetal-oxide semiconductor field-
effect transistors (MOSFET’s)) by affecting theesinold voltages and consequently
driving voltages of device. Performance of nandeteuc devices based on Ge, which



is characterized by low thermal noise at a low suppltage of about 0.5V was

already successfully demonstrated [23] [24]. Sincthis subsection the basic physical
properties of Ge are presented, it should be adsatgd out that Ge, mainly due to its
small band gap, has become a promising materiah@olithic integration in Si-based

group IV photonics. These issues are describeeétaildn Chapter 1.2.

Despite promising physical properties of Ge andensrmous potential for further
applications in microelectronic, there are stigrsficant barriers towards the full,
effective Ge integration processes into the Si-thgdatform. These aspects are also
briefly described in this thesis in Chapter 1.3.

Table 1 Selected physical properties of Ge an®5ji. [ndexes of effective mass data: | - longitadin
effective mass, t - transverse effective massJitiht hole effective mass, hh - heavy hole effeztinass.

Property Ge Si
Number density [atoms/chh 4.42 - 1% 5.0 - 16?
Atomic Weight [u] 72.6 28.08
Density [g/cm] 5.3267 2.328
Crystal structure diamond diamond
Lattice constant at 27 °C [A] 5.64613 5.43102
Linear coefficient of thermal expansiai/(LAT) [°C?] 5.8 1¢° 2.6- 10
Melting point [°C] 937 1420
Effective mass m/m (electron) 1.64,0.08¢ 0.9¢, 0.1¢
(holes) 0.04", 0.28" 0.16", 0.49"
Mobility (drift) . [cnP/(VS)] (electron) 390( 145(C
(holes) 1900 500
Energy gap at 27 °C [eV] 0.66 1.12

103 at 1270 °( 103 at 16C0 °C

Vapour pressure (torr) 10° at 800 °C. 10° at 930 °C.

Despite all these challenges of Ge, ITRS has aclkuged in 2009 the great
potential of Ge and suggested it as a promisinglidate for further integration to the
existing Si platform. Taking into account the abaeasiderations we can conclude that
nowadays Ge is considered as a “hot candidate’st@ed “More Moore” (e.g.,
alternative high mobility channel semiconductonsrdeand p- MOSFETS [26] [27]) as



well as functionalized “More than Moore” technolegi(e.g., Ge-based photonic
modules like modulators [28] [29], photodetect@8][[31], and lasers [32]).

It is also worth to mention, that recently researshfrom Purdue University reached
a significant milestone in Ge-based microelectmni®uring the 2014 IEEE
International Electron Devices Meeting on Dec. ¥5i#i San Francisco, the group of
Professor Peide Ye demonstrated the first moder®@SMevice, in which Ge was used
as the semiconductor channel material instead offBis new concept allows the
construction of Ge p-type, as well as n-type tstoss, which has so far been a
challenge (Figure 1.3). More information can benfin the press release published by
Purdue University [33].

In summary, this is only one of many examples, Wwtsbows that research in the
field of Ge-based materials and technologies on rtf@nstream Si platform has
experienced a renaissance. Consequently, inteshsvierk in both industrial and
scientific laboratories is carried out in ordesstuve the outstanding hurdles, preventing
up to today the full exploitation of Ge in microetisonic industry.

Figure 1.3 This graphic depicts a new electroniwiade created at Purdue that uses Ge as the
semiconductor channel material instead of Si. Im&gedue University (from [33]).



1.2. High quality Ge modules for Si photonics

Photonics is a young branch of science and techgolassociated with signal

generation, processing, transmission and detecidmere the signal is carried by
photons (i.e., light). If the last century is catesied as the era of microelectronics,
photonics is believed to prevail in technology he ttwenty-first century [34]. The

ceaseless miniaturization of microprocessor sizesed that the further improvement
in integrated circuits performance is based noy onlindividual device efficiency (e.g.

transistor gate delay), but is also more and mangeld by the ability to get signals in

and out of the microprocessor. This phenomenon,wkn@s an ‘“interconnect

bottleneck”, is an increasing problem in high-pariance microelectronic systems
(Figure 1.4) [35] [36]. With continued increasefimctionality of a Si circuit, the rate

of data transfer on a Si chip is getting larger.widdays metal wiring used as
interconnects greatly limits the data bandwidth.oMercome bandwidth limitations of

classic electrical interconnects, a new conceptrethip optical interconnects, which
offers a much higher transfer bandwidth and low aeinof energy, was recently
proposed [37].

Interconnect delay
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Figure 1.4 Trends in transistor gate delay (switghtime) and interconnect delay in current IC
fabrication technology. The crossover point repneséhe start of the ‘interconnect bottleneck’, rehe
photonic technology could reduce this problem.



Optical interconnects demand the development otpal photonic modules like:
i) active components: modulators, amplifiers, detsctasers, LED diodes;
i) passive components: waveguides, filters, polasjzgptical fibers.

In parallel to the further development of individiydnotonic modules, challenges
related with their integration on Si CMOS techngidgike material basis, fabrication
compatibility, and packaging into single IC) aredartaken. Figure 1.5 depicts a
schematic illustration of an optical system intégdawith Si-BiCMOS platform, an

electronic-photonic integrated circuit (EPIC), witasic photonic modules.

RF Circuit CMOS Circuit Electronic-Photonics Integrated Chip
Ve Ele.drical
— Photodetector
V_ v- I | I | <-|-o
( ( o o) .Iq. )
A
Sk Modulated o :
Optical Signal
)
Photonic [[]:>
Waveguide < A’l /o
Data Bus )
Laser WDM
Diode Modulator 7 Qpﬁc i
" A_l)‘_n ,[\7 — Filter
“ I >

Photonic Waveguide Power Bus

Figure 1.5 Schematic illustration of Electronic-Ritoc Integrated Circuit (EPIC) concept. Electranic
integrated circuit (BICMOS) can be interconnectéa Si photonics platform. Basic photonic modules
are: light source (laser, diode), photodetectordutetor, filter, waveguide (after [38]).

Si is an indirect band gap semiconductor, which esak a poor light emitter. In
consequence, other materials are needed to buillhhipsource modules. Currently,
I1I-V materials (e.g. InSb [39], GaAs [40], InP [Blwhich are characterized by direct
band gap and superb optical properties, are theindmimg players in the field of
photonic light emitters. However, the most sigrfit drawback is at present the fact
that these materials are not compatible with Seddschnology platform and cannot be
easily and cheaply integrated with Si-CMOS circullsie to the above mentioned
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reasons, it is believed that the construction elb&ied light emitters, in particular Si-
CMOS compatible laser is a milestone in the furtB?IC development and is
considered as a “holy grail” [42]. Other electropioperties of Si like a rather weak
electro-optic effect and low absorption coefficiemt the range of wavelengths
commonly used in optical communication, (1.3—-1&%)(transmission window of S{O
optical fibers) further limit the use of Si matdsia

It is clear that despite the importance of Si iHERchnologies, new materials must
be considered to replace Si. Here, particular attenis focused on group IV
semiconductor like for example SiGeSn or Ge. As wesitioned in previous sub-
chapter, Ge due to its promising optoelectroniqproes experienced a renaissance as
a semiconductor material for EPIC technologies. Béed gap of Ge (at 1.5 pm) fits to
the telecommunications wavelength (i.e. wavelengihsl.3 um and 1.55 um) and
causes that this material is extensively researtdrechonolithic integration in Si- based
group IV photonics. For example, recently Ge-basptbelectronic devices such as
photodetectors [43] and electro-optic modulato8] [fave been successfully integrated
in SIi-CMOS ICs. To describe this topic in more deta the following subsections the
most important modern EPIC modules, which are basedtilization of Ge, are briefly

characterized.

1.2.1.  Optical Modulator

Photons, which were generated in typical photormgbtlsources, do not carry any
logical information and therefore the electric sigm form of Os and 1s must be
properly encoded into the light beam. This is m=liby optical modulators. Main types
of optical modulators are:
i) ring resonators [44];
i) Mach-Zehnder interferometers [45];
iii) electro-absorption (EA) modulators, which are disedntegrated into a
waveguide [29].
In general, the modulation of light consists of miag electromagnetic wave

parameters in time. It is implemented by usinggbecalled electro-optic effect, which
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means the change of refractive index of the mdtahaough which light passes, by
applying an external electric fielel Being more precise, the electro-optic effect lban
further distinguished into electro-refraction oealo-absorption when, respectively,
real or imaginary part of the refractive index dapted. Thereby, modulation may be
imposed on the phase, frequency, amplitude or patdon of the light beam. Basic
physical phenomena by which mentioned above typesodlulation are possible, are
Pockels, Kerr, Franz-Keldysh and quantum confinedkSeffects.

The Pockels effegtor linear electro-optic phenomenon, causes mgénce in an
optical medium by a change in the real part ofacfve index proportionally to the
external electric field. The Pockels effect typigabnly occurs in crystals that lack
inversion symmetry, such as lithium niobate (LiNpOr IlI-V materials (GaAs, InP)
and in other non-centrosymmetric media like polysner glasses. The Pockels effect
was discovered by Friedrich Carl Alwin Pockels 893.

The Kerr effect also called the quadratic or second order elempte effect, is a
change in the real part of refractive index of aemal in response to an applied electric
field. The change of refractive index is proportibto the square of the external electric
field, instead to the linear proportionality oftime Pockels effect. All materials show a
Kerr effect, however it is generally masked by tigch stronger linear effect. The Kerr
effect plays a dominant role thus in centrosymmatiaterials (e.g. Si, Ge). The Kerr
effect was discovered in 1875 by Scottish physitugtn Kerr.

The Franz—Keldysh effectis an electric field-induced change in the optical
absorption spectrum of semiconductors. When anrmedteslectric field is applied,
energy bands of the semiconductor bend and thenekpa of electron and hole
wavefunction into the bandgap is modified. In copmnce, it influences absorption
processes assisted by a photon with energy sntbdlarthe bulk band gap, and leads to
changes in the shape of the fundamental absorptige of a semiconductor towards
longer wavelength values. In contrast to Pocket$ ldarr effects, the Franz-Keldysh
effect is based on the change in both real and imaag part of refractive index. The
Franz—Keldysh effect was independently discovergdWalter Franz and Leonid
Keldysh in 1958. The Franz—Keldysh effect occursumform, bulk semiconductor

materials, but usually requires strong electrid8ghundreds of volts/cm), which limits
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its usefulness with conventional electronics. Itswaown that Si possesses a weak
electro-optic effect [46]. However, unlike Si, bulBe shows a significant Franz-
Keldysh effect [47], which gave this material aaclgperspective to be used as light
modulator in EPIC. Recently, it was reported tet $trong electro-optic effect for Ge
can be further improved by tensile strain engimggrso that its strength of refractive
index change starts to be comparable to InP antb@iN48]. A successful monolithic
integration of Ge-based modulator into a Si wavaguwn SOI (silicon-on-insulator)
wafer was demonstrated just a few years ago byeLial. [29] and Limet al. [49]
(Figure 1.6). In both works, fully functional, ndv@e electro-absorption modulators of
high efficiency, RF signal modulation and low poveensumption were presented. In
addition, it was shown that the efficiency of no@# modules is fully comparable to
existing Si microring resonator and Mach-Zehndegrierometers.
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Figure 1.6 Two examples of modern Ge-based modsldboated in the waveguide and monolithically
integrated into Si-photonic circuits: a) and a’)dualator based on tensile strained GeSi, a 3D sdiema
of the device and longitudinal cross-section of tevice, taken parallel to the direction of light
propagation, b) and b’) schematic and cross-seatignof the Ge modulator (from [29] and [49],
respectively).
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Quantum confined Stark effec{QCSE) is a similar phenomenon to the Franz-
Keldysh effect, but which is observed in multi quan wells (MQW). Electrons and
holes within the quantum well only occupy statethimia discrete set of energies. In
consequence, only a discrete set of frequencidguf is absorbed or emitted by the
MQW system. This situation is changed when an ealeelectric field is applied.
Electrons and holes are pulled towards oppositessiof each quantum well, for
example the electron states shift to lower energubsle the hole states shift to higher
energies. In consequence, the permitted light @hbisor and emission frequency
changes, as a result of decrease in wavefuncti@mlapping [50]. As regards the
potential further application of Ge, QCSE effectswdemonstrated for Ge quantum
wells [51] and Ge/SiGe superlattices [52].

1.2.2. Photodetector

The main aim of photodetectors is the conversioa lafht signal back into an electrical
signal at the end of the optical bus. An efficiphbtodetector is characterized by high
sensitivity at operating wavelengths, high respapeed and high signal-to-noise ratio.
So far Si photodetectors have been widely usedtisabreceivers. The most effective
Si photodetectors were demonstrated to operatbanwiavelength range ~850 mbar
[31]. However, due to relatively large band gao{1.12 eV), which simultaneously
determines an absorption cut-off wavelength arduagim, higher wavelengths are not
available for this material. For wavelengths lontfemn this value, the light will not be
detected efficiently due to very small absorpti@efbcients. In order to increase the
range of light detection, particularly in the ranggpical for telecommunication
(2.3pum-1.5um), other materials must be used.

Among many prospective candidates, IlI-V compouethisonductors nowadays
prevail in the market of photodetectors. This choseems obvious because these
materials are characterized by high absorptiorieficy and high carrier drift velocity
required for fast response time. However, the wagn of IlI-V materials into Si-
CMOS technology, and in future EPIC systems, Ifdifficult. Most important issues
related with 111-V integration into Si-CMOS platfiorare: the complexity of integration
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process, high costs and the possibility of dopiagtaminations into Si devices since

[11-V materials act also as dopants for group IVtengls (and vice versa).
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Figure 1.7 Examples of Ge photodetectors: a) 3 wéthe PIN Ge photodiode, b) Schematic cross-
section of a Ge/Si APD (APD - avalanche photodi@d®C - anti-reflection coating). From [53] [54].

Here, Ge again can be a natural alternative feY Iihhaterials. Ge is characterized by
a relatively small band gap (indirect band gap @86 direct band gap 0.8 eV) which
results in a much higher absorption coefficienntBain the typical telecommunication
technologies wavelength range (w®-1.5um). In addition, Ge integration on the Si
platform does not cause cross contamination issudavor of Ge also points that
recently many issues associated with the monolithtegration process into Si
platform, like epitaxial quality, doping etc., aret fully solved but achieved a
satisfying level.

Many structure types of Ge-based photodetectore wWemonstrated over the last
years (e.g. Figure 1.7). As an example, the simafes most commonly used type of
photodetector is pin diode operating in reverse bias. The pin diode is @igpease of
the p-n junction with an intrinsic layer (i) betwethe p- and n-region. Due to applied
external reverse bias, the intrinsic layer is diggleand has a high resistivity. An
electron-hole pair is created after light absorptmd then carriers are separated by a
built in electric field - and the external fieldnside the junction and contribute to the
current flow in the external circuit [25]. As memted, the intrinsic layer is
characterized by high resistivity, which means thatvoltage drop takes place mainly
in this region, consequently this promotes thetakoin and collection of electron-hole
pairs. In addition the intrinsic layer is usualydker than the doped region for effective
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collection of electron-hole pairs. The main advgataf the pin diode is the fact that by
adjusting the thickness of intrinsic layers, thamfum efficiency and response time can
be optimized [31]. In current Ge pin photodetec{giigure 1.7 a)), the intrinsic layer is
made of Ge for effective absorption around uB5 However, highly doped p-, n-
regions (because they are usually used as ohmitacish can be realized by
implantation [55],jn-situ doping [56] or by usingn” single crystalline Si substrates or
Si heterojunctions [57].

Metal-semiconductor-metal (MSMphotodiodeis another class of photodetectors.
MSM photodetector consists of back-to-back Schotlikyles that use an interdigitated
electrode configuration on top of an active lighisarption layer. In contrast to pin
diode, MSM photodiode operates in a photoconducthaele which means that the
resistivity of the device changes, due to expasitio light. Therefore, MSM
photodetectors are only functional under non-zextereal bias. There are three
different operation modes of MSM photodiode, depaeman the photon energyy)
and the applied bias. If the photon energy is snalhan the energy gap of the
semiconductorEg, photoexcited electrons in the metal can overcdhg Schottky
barrier and be collected by the semiconductor. Tjpviecess is called internal
photoemission. If photon energy is higher thang@miconductor energy gap, the light
beam creates electron-hole pairs in the semiconduahd the MSM device behaves
similar to pin diodes. And finally if the appliediage is comparable to the avalanche
breakdown voltage, MSM diodes can operate in ttedazche mode. One speaks then
of an avalanche photodiode (APD)APD operates at high reverse bias which is
necessary for avalanche multiplication. The muttggion gives rise to high internal
current gain. Therefore, APD gives opportunity detection of lower power signals. In
consequence, APDs have much higher sensitivity #tandard pin or MSM diodes.
One of the parameter that testifies to efficientyhe APD (signal-to-noise ratio) is the
so-called effective ionization ratik, wherek is usually defined as the ratio of the
ionization coefficient of one type of carriers teetionization coefficient of the second
type of carriers [25]. Smalk values indicate noise decrease, and in consequence
increase of device performance [58]. It was showat tSi offers much better

multiplication properties than typical I1l-V compods [43] [54].
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Here, once again it turned out that the use of GM$M photodiodes and APDs
causes the increase in devices performance, howeappeared that construction of
efficient diodes based on Ge was more challengingxpected. The small band gap of
Ge results in high absorption in telecommunicat@velengths, however in this case
the small band gap leads to small Schottky barrderd in consequence large dark
currents of MSM detectors. In more detail, the reghrent of Ge-based MSM diodes is
affected by the narrow bandgap and strong Fermellginning of the metal/Ge
interface at valence band and hole injection ower $chottky Barrier Height [31].
Recently, it was shown that application of dopaegregation technique [59] or
asymmetric electrodes [60] can substantially redihheedark current. In summary, by
using a combination of Ge (high absorption) ande$icient carrier multiplication)
leads to fabrication of a high performance Ge/SIDAPwhich can compete with
traditional group IlI-V APDs. This concept was damtrated by Kanget al. in 2008
[54]. A schematic cross-section of their conceptGaf/Si APD with additional anti-
reflection coating (ARC) is presented in Figure W7 Furthermore, recently the
successful integration of Ge photodetectors oomsilwaveguides was reported [61].

1.2.3.  Light Source
A. Laser Diode

As shown in previous subchapters, efficient optetsic devices in which Ge was
used, such as electro-optic modulators and phatottes have been recently
successfully integrated with electronic circuitnya Si CMOS environment. However,
the last building block which is crucial for the [EPsystems is an integrated, efficient
light source on the Si platform. Many research geoshowed electroluminescence
phenomena, in the range from luh to 2.2um, from LEDs made from Ge, Si and
SiGe compound [62] [63] [64] [65] [66]. However gethholy grail” of Si photonics is
the construction of a monolithically integrateddagacronym from “light amplification
by stimulated emission of radiation”) with high qtiam efficiency.

Ge is an indirect bandgap semiconductor materitd wiconduction band minimum

at L-point, as shown in Figure 1.8 a). In orderotatain light emission by radiative
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processes from theé-point, high charge carrier population across tinectl bandgap is
needed. This in turn requires a population inversad thel-point in the conduction
band. In consequence, the radiative processes @mgpeting with non-radiative
processes, which occur with high probability iniredt semiconductors, thereby greatly
reducing the light emission efficiency [67]. Amongpn-radiative, processes the
following loss mechanisms are crucial: Auger recoraton (i.e. energy transfer from
electron-hole pair recombination in favor of thar@rier, which results in excitation to a
higher energy level), free-carrier absorption @ecitation of conduction band electrons
as a result of photon absorption), phonons gemwerati.e. lattice vibrations), or
Shockley-Read-Hall recombination (SRH, also calledp-assisted recombination,
which means electron transition between energy déydusing localized state created
within the band gap by an impurity in the lattice).
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Figure 1.8 Schematic band structure of bulk arelrstd Ge: a) unstrained band structure of bulk @e w
0.136 eV difference between the direct and ther@etligap, b) decrease of difference between direct-
indirect gap due to applied tensile strain, andimplementation of heavy n doping for further
compensation of the gap difference (from [68]). Aiddally, figure d) shows the calculated valence a
conduction band shifts at various symmetry point&e as a function of in-plane biaxial strajf a —1
(from [69]).

In Ge, the difference between direct band gapel'tpoint and indirect band gap at
the L-point is only 136 meV (Figure 1.8 a)). It wasdicted and shown that local band
edges in Ge band structure can be controlled kginstivhich is called band gap
engineering [69] [70]. Introducing strain influeiscihe position of band minima for the
I'-point and L-point, by shifting them upwards or dovards in the energy scale.
Moreover, the impact of strain is different forfdient bands as illustrated in Figure
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1.8 d). The lowering of is more pronounced than the lowering of L bandase of
tensile strain. As shown in Figure 1.8 b), an impated tensile strain in the range
between 1.7%— 2% into bulk Ge causes the transtamaf Ge from an indirect to a
direct band gap material [67]. As result of therdase of the direct energy gap, a shift
of the emitted spectra towards longer wavelengthd Rowever be observed.
Realization of stress implementation into Ge canrdmized in various ways e.g.
stressed Ge nanomembranes [71kNSistressor layers [72] or by Ge p-bridges
approach [73]. Finally, to improve light emissianrh the direct gap transition of Ge, n-
type doping is applied, which is also called baitiohg (Figure 1.8 c)). It compensates
the remaining energy difference between direct iaditect gaps in case not enough
tensile strain can be applied to achieve a trulgaliGe semiconductor. N-type doping
increases the fraction of the injected electrons the directl™-valley without adding
holes, thereby minimizing non-radiative processéswever, an optimization strategy
will be needed to minimize for free carrier absanpt

In conclusion, combined techniques of band gap remging and band filling
(electron doping) give an opportunity for Ge asiagdtgain material for construction of
a Si-CMOS compatible laser. Following these appneadn 2012, Camacho-Aguilera
et al. from Massachusetts Institute of Technology showetedtrically pumped lasing
from Germanium-on-Silicon pnn heterojunction dicsteuctures at room temperature
[32]. This device was based on a small biaxialitersérain ~0.24% and moderate level
of phosphorous doping at a concentration around.@%cm. However, it turned out
that this device is not yet suitable for mass potida, and device concepts need to be
further developed: The main issues were a highstuile current (~280 kA/cth and
small output signal power around 1 mW, for driverent of 350 kA/crA As a result
improvement of the Ge laser efficiency requireshier work towards doping levels and
strain optimization, however it is also clear tbhtnic contacts to Ge surface are needed
for high electrical pumping power for achievingldealasing. It is still an unresolved
issue, which is also extensively studied, and elldescribed in Chapter 1.4.

It should be also mentioned that recently a neva idkband-engineering, without
tensile-stresses, appeared. Incorporation of imat(Sn) into Ge can reduce the gap at

the I'-point even below that of the L-valley for suitalfl®n concentration. In 1987
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Jenkinset al. predicted that the indirect-to-direct transitianr felaxed GeSn occurs at
around 20% Sn concentration [74]. However, mor@mecalculations indicate much
lower Sn concentrations in the range of 6.5%-11[0% [76]. For Ge-Sn binary
system, realization of GeSn alloys with relativielw Sn concentration is very difficult.
It is caused by a low equilibrium solubility of 8nGe. In addition, lattice mismatch of
~15% between Ge andSn poses a challenge for heteroepitaxial quadity.(presence
of biaxial compressive strain for GeSn grown on seéstrates, number of defects).
Despite these significant barriers, in 2015 Wirthsl. demonstrated optically pumped
lasing in a direct-bandgap GeSn alloy grown or73].[
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Figure 1.9 Quantum Cascade Laser. In part a) arsfireof the gain region of a quantum cascade laser
shown. Photons are emitted as a result of casdadian tunneling through a series of quantum wells
Part b) depicts a schematic construction of QCldséched between two metal layers.

B. Quantum Cascade Laser

At this point, another way of laser light beam gaten should be also mentioned,
namely quantum cascade lasers (QCLs). The con¢&p€hs was originally proposed

by Kazarinov and Suris in 1971 [78], however, atfilQCL was demonstrated in 1994
using I11-V compounds (GalnAs and AllnAs) [79]. tontrast to typical semiconductor
laser, QCL is a unipolar device, which means thatdource of radiation is based only
on one type of carriers, namely often electronsL @Gnsists of a repeated stack of
semiconductor multiple quantum well heterostrudurkeaser emission is achieved
through the use of intersubband transitions. HEectradiates a photon on an

intersubband transition during the tunneling frome @uantum well to the next one,
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which is schematically illustrated in Figure 1.9 §uantum cascade lasing can be
achieved for direct as well as indirect band gapenms. Recently, QCLs based on
Si/SiGe [80] and Ge/SiGe [81] structures were showrcontrast to the archetype of
QCL made of IlI-V materials, Si/SiGe and Ge/SiGelQ®ffer additional advantages.
They can be easily and cheaply integrated witheShnology and they lack polar
optical phonon scattering [42]. A schematic illasibn of a typical QCL structure is
depicted in Figure 1.9 b). QCLs are important sesir;n the mid- and far-infrared,
including the terahertz band. However, the mainaathge of the QCL concept is the
fact that wavelength of the emitted light can beHer tuned by strain, composition and

thickness of quantum wells [82].

1.3. Ge integration challenges

Despite the wide range of advantages of Ge overr&ented in previous chapters,
there yet remain a number of critical issues, whiebd to be solved towards the full
integration of Ge into classical Si-CMOS technologythin the meaning of scaled
“More Moore” (e.g. Ge high mobility channel semidaoictor) as well as functionalized
“More than More” (e.g. Ge-based photonic moduleppraaches. Here, a short

description of main Ge integration challenges \&gi

1.3.1. Epitaxial quality

The greatest challenge in effective Ge integrapioscesses into the Si-based platform
is related to the large lattice parameter diffeee(@round 4.2%) between Ge and Si.
The heteroepitaxial growth for Si-Ge system is iredl by a complex Stranski-
Krastanov growth mode, which leads to high surfemeéghness and high threading
dislocations density (TDD). The most frequently dusge growth techniques on Si
substrates are: direct growth on Si(001) [83], mdthinvolving SiGe buffers [84],
methods involving oxide buffers [85] and nanohedpitaxy [86]. Recently, epitaxial
Ge layer growth of low TDD (~fcnf) and low surface roughness on Si surface was
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successfully demonstrated [83] [87]. However, fattivlore Moore” as well as “More
than Moore” technologies might require TDD leveddow1G/cnt.

1.3.2. Doping

In modern CMOS technology, it is necessary to airttie doping level as well as
dopants diffusion in semiconductors. It was showat tGe exhibits a dramatically
different behaviour of both p- and n-type dopahentSi and dopant-defect interactions
are less understood as compared to the mainstresteriah Si. In case of Ge, high
active carrier densities for p-type dopants havenbsuccessfully demonstrated.
However for n-type dopants, achieving high dopiegels is more challenging. This is
connected with the fact that the diffusion of ampdnt in Ge significantly depends on
the dopant concentration itself. Contemporary tegcal models supported by
measurements show that diffusion of n-type dopantSe is mainly vacancy assisted,
where substitutional dopant atoms exchange lagiositions with vacancies. More
information about dopant diffusion and doping issueGe can be found in Refs. [88]
and [89]. Today, doping levels of active n dopatisut 5 x 1&/cn? can be achieved
for example by-layer doping techniques [90].

1.3.3.  Strain engineering

The term “strain engineering” represents a gersrategy employed in semiconductor
manufacturing to enhance device performance. Asme&gioned in previous chapters,
Ge properties can be modified in a certain extgninduced strain. However, strain
engineering was known much earlier and this coneglies not only to Ge. For

example, induced strain into a modern silicided-gudrometre transistor can influence
carrier mobility (improvement as well as deteriaya) depending on the type of
channel material (n- or p-type) and the directidrapplied strain. Currently, starting

from 90 nm node CMOS technology, strain engineerimigwidely used in mass

production of transistors [42]. The main challengelated with strain engineering for
Ge devices are related with the method of stregslemmentation. Usually, stress
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engineered devices require a “virtual’ substratéhvain adjustable lattice constant to
provide the appropriate misfit strain to achieveecific properties. As was also

mentioned previously, in case of Ge-based devitessimplementation is realized in
other ways e.g. stressed Ge nanomembrang$, Stressor layers or by a Ge u-bridge
approach. However, proposed methods rely eitheroonCMOS-qualified materials or

require complex fabrication schemes like for exanighography of complex shapes,
which prevents their easy integration within staddabrication processes.

1.3.4. Metal contacts

Last point discussed in this sub-chapter referohmic contact formation on Ge.

Achieving a low resistivity, thermally stable Gentact module is very important for

“More Moore” applications such as Ge channel MOSFHMbreover, low resistance

ohmic contacts on Ge are of paramount importandbanbooming field of integrated

silicon photonics (e.g. Ge-based laser). This peeially relevant for n-type doped
Ge(001). It was shown that due to interface stdtesni level pinning at the interface
between n-Ge and most metals results in the foomadf a Schottky barrier, which

shows only a weak dependence on the metal workimdt was demonstrated that the
pinning factor S for n-type Ge may have a very $wale of 0.05 [91], which suggest
strong Fermi level pinning close to the Bardeerntliln consequence, the formation of
ohmic metal contacts on n-type Ge is quite challengin the next chapter, the basic
theories of Schottky contact and Ohmic contact &irom are given, however more
information about Fermi level pinning in Ge canftwend in Refs. [91] [92] [93].

1.4. The Schottky and Ohmic contacts

The physical and chemical properties of metal-sendactor (MS) interfaces have a
significant importance for electronic devices. 8tar from the nineteenth century MS
interfaces were, and surprisingly still are extealyi studied, both for their basic
physical properties and for their technological artance in microelectronics [94]. The

first systematic study on MS interfaces is deenwedrérdinand Braun, who in 1874
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discovered and investigated an unipolar conduabibmetal-semiconductor junctions
[95]. He observed rectifying characteristics of Mfberfaces, which means that the
electrical current flowing across the MS interfageon-linear against the applied bias
voltage.

It took more than sixty years after Braun’s disagventil in 1939 Walter Schottky
presented a semiconductor theory, based on the thewdy of solids, which well
explains the physics of MS junctions [96]. The Sthotheory is quite simple, but it
describes only few limiting cases. However, comnttitn of Schottky’'s work to the
understanding of MS interfaces was significant, iamehs the prelude to more complex
theories. When a metal is making close contact svsemiconductor, a potential barrier
will be formed at the MS interface. This barrienokvn as Schottky barrier height
(SBH), has a major impact on current flowing acrasdVIS interface. Therefore, SBH
is clearly an important property of the MS contaathich decides its electrical
characteristic. Consequently, knowledge of MS e formation, discovering all
physical and chemical issues related with this @sscis crucial in terms of applications
of MS interfaces in microelectronic devices (in tmarar, the most relevant for the
performance, reliability and stability of devicgg4].

Despite decades of intensive investigations, a remheunifying model of SBH
formation for any metal-semiconductor system il stissing. Interestingly, a quick
review into recent literature related to Schottkyd 2@ODhmic contacts shows a wide
spectrum of different, sometimes conflicting opmscand models [97]. In particular, it
was shown that basic hypotheses in simple modelsofien inconsistent with what
ab initio calculations revealed about real MS interface$. [Be above statements just
confirm how complex, difficult and demanding funthesearch on the nature of MS
interfaces is. However, recent experiments havevshthat the properties of MS
junctions strongly depend on the interface atomicucture, and the atomic
inhomogeneities of MS interfaces. This has suggestat any complete and realistic
theory of MS interfaces must be built on the rigbquantum mechanics with atomic
MS structure input. Some researchers suggest thatafmental principles of MS
interface formation can be already described byntwra-mechanics-based models.

However, it should be noted that proper and coragdefantum-mechanic description of
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MS interfaces should consider such aspects likantgum theory of solids, chemical
bond formation, quantum transport, etc., which egogntly suggest that quantum
description of the MS interface in general cannetfirmulated into simple analytic
equations valid in a unifying way for all typesM& systems.

It should be also mentioned, that the physics dmhastry of the MS interfaces
constitutes only a small, albeit very important;td a much broader problem related
to interfaces and alignment of electronic band cstmes between different materials
[97]. Just for example, recently, scientists andiceengineers focus their attention on
the study of interfaces between such systems $ikmiconductor-semiconductor (e.g.
band offset at the interface influencing the eleatrand optical properties in quantum
wells for LEDs [98]) or metal-oxide (e.g. interfackemical reactivity causing changes
in the SBH upon electrical pulses in resistive mneaccess memory (RRAM) [99]).

1.4.1. Schottky contact

MS junctions can present rectifying or non-rectifyibehaviour. When the electrical
current flowing across the MS interface is nondin@against the applied voltage, the
MS junction is known as Schottky contact (or alégnrely: Schottky diode, Schottky
barrier, Schottky junction, etc.). The rectifyingazacter of MS contact results from the
discontinuity on the energy scale of the electratates responsible for conduction in
these junction materials. Electrical conduction tie metal is related with the
delocalized electronic states around the Fermi Igug.

However, as depicted in Figure 1.10 these stages@atr coupled to any delocalized
electronic states in the semiconductor drawn onritet. In the case of electrical
conduction in the semiconductor, it depends ondibyging type of the semiconductor.
Electrons near semiconductor conduction band mimn{&:) and holes near the
valence band maximunky() are responsible for electrical conduction folype and for
p-type semiconductors, respectively. As shown gufé 1.10, due to the existence of
the fundamental band gap, the lowest-lying stadtesftype semiconductor are shifted

above the metal Fermi level by, ., which is called n-type Schottky barrier height

n!?

(SBH). By analogy, p-type SBHyf ) is defined as the difference between méal
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and semiconductoEy. This simple band structure MS junction model, @asily
explain that the presence of the SBH in both césads to rectifying behaviour of
Schottky contact (e.g. in case of n-type semicotadum Figure 1.10, electrons can
easier flow from the semiconductor to the metahtimethe opposite direction).

METAL SEMICONDUCTOR
E
C
¢B,n
EF (<<=
EV
.......... —eK

INTERFACE SPECIFIC REGION

Figure 1.10 Schematic metal-semiconductor interfaard diagram. Blue curve lines represent the
electrostatic potential energy and dotted linescite average electrostatic potential. Descriptiball
symbols in text. Figure after [97].

To supplement this model, here metal Fermi levedaééned by Eq. (1.1), where:
- eVT,, is referenced to the vacuum, average electrogiatential energy per unit cell of
the metal; 44, is the internal chemical potential. The chemicaleptal is a pure bulk

quantity, independent of external factors, which ims contrast to the average
electrostatic potential which may be affected by sktructure of the crystal surface or

Coulomb interaction.
EF :—QTM + Uy, (11)
By analogy, the position d&y of the semiconductor can be defined as the sutheof

average electrostatic potential energy of the atysteV , and its internal chemical
potential /5 (see Eq. (1.2)).

E, :_e\Ts'*':us (1.2)
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Schottky-Mott rule

One of the most important parameter describingStteottky contact applies to pinpoint
the value of SBH. The formation of ideal Schottlontact between metal and n-type
semiconductor, which means achievement of thermailibrium and the absence of
surface states, is presented in Figure 1.11. Rhst,metal and the semiconductor are

isolated (Figure 1.11 a)). In this case, the posiof the crystal internal energy bands
can be referenced to the vacuum level. As exantpéemetal work functiong, is the

energy difference between the vacuum level BadFor the semiconductor, the work
function can be defined in the same way, howeverenpoactical is to determine the
position ofEc band as shifted below the vacuum level by thetedacaffinity of the

semiconductoy . When metal and semiconductor are electricallyneated, electrons

pass from the semiconductor to the metal, achietlegmal equilibrium. The Fermi
levels on both materials line up, which means thahe described case tlg in the
semiconductor is lowered, relative to the m&alby an amount equal to the difference
between the two work functions (Figure 1.11 b)).elio the flow of the electrons,
negative charge is built up at the metal surfack @msequently equal, positive charge
is formed in the semiconductor. The built-up oftHipole field counteracts the further
flow of electrons from the semiconductor to the aheAs the gap distancédecreases,
the metal and semiconductor finally touch, the gapomes transparent and the only
barrier seen by the electrons is the resulting d@mtling in the semiconductor (Figure
1.11 c)).

a) vacaum C) ¢34n = ¢,\1 s
A
¢.\1 ____________ E; Ec
/i E.
E <>
A
> €5 EV EV

Figure 1.11 An example of energy band diagrams etiairand n-type semiconductor contact: a) metal
and semiconductor are isolated, b) metal and semiczior are electrically connected and separated by
narrow gap, and c) perfect contact when gapecomes zero.
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It should be noted that the depletion width (W)yplan this case also an important
role in the current transport mechanism. For aavardepletion width (high doping
level) the tunneling process will dominate in therent transport, thus reducing the MS
contact resistance (described in more detail inp@al.4.2).

The Schottky-Mott model assumes that the alignrmentition for the energy bands
when the two crystals are isolated retain over ithemate MS interface formation
between these two crystals [96] [100]. In conseqagaccording to Schottky-Mott rule,
the n-type SBH of MS contact presented in Figurgl ) is simply equal to the
difference between the metal work function and tekectron affinity of a
semiconductor, which can be written as Eq. (1.3).

Fon =G ~ Xs (1.3)
Equivalently, using Schottky-Mott assumptions, fagype SBH is given by Eq. (1.4),

whereEg is semiconductor band gap and for a given semiectod, the band gafg is
equal to the sum of n-type and p-type SchottkyiGaheight (Eq. (1.5)).

Yeop = Eg “¢sn = Eg _(¢M _)(s) (1.49)
¢B,n + ¢B,p = Eg (15)
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Figure 1.12 Experimentally measured Schottky-batreghts on n-type Si. The straight line marks the
prediction of the Schottky-Mott rule (from [101]).

Experimentally measured values of SBH (e.g. Figui®) have however shown that
the Schottky-Mott Rule has very limited relevance feal MS interfaces, and in
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consequence, it also revealed that the main pien@p this model based on simple
superposition of electrostatic potentials for isedacrystals is insufficient. This leads to
the conclusion that states, which are related ¢osthrface of the two crystals, will not
survive the formation of the MS interface, at least without serious modifications.
This means that new interface states dependemiteriace atomic structure will appear
and for their proper model description the integfachemistry as well as charge
rearrangement and atomic relaxation must also bsidered. In order to underline the
meticulous character of this thesis, it should bentioned that the direct
correspondence of vacuum work function to interfaeerier heights is proven to be

incorrect.
Fermi level pinning at MS interfaces

As shown in Figure 1.12 there is no clear depereleriche SBH on the metal work
function as would be expected from Eqg. (1.3) or Bg4). The presented example
relates to different metals on n-type Si, howewer dbsence of a strong dependence of
the SBH on the metal work function was observedvimous semiconductors. This
phenomenon was named “Fermi level pinning at M8rfates”. For scientists, it soon
became obvious that the Schottky-Mott model — id&a) non-interacting concept of
the MS interface — is erroneous and incomplete.s€guently, the expression for SBH
should be supplemented by an additional paramétethe general description, a
parameter called interface dipa®. is introduced as shown in Eq. (1.6). There are
many definitions of interface dipole parameter,atepng on which model was used for
the description of the MS interface formation. Heet in many modelseDy, refers to
a transfer of charge between the metal and thecsahictor, as for example results by
the formation of chemical bonds in the MS interfamreenforced by the so-called
inhomogeneous barrier phenomena in SBH.

%on = ¢ ~Xs teDy, (1.6)

In a more practical way, the description of thentfpng strength” of the given
semiconductor is commonly represented by the dedc&-parameter. The S-parameter,
also called interface behaviour parameter, showsahility of a semiconductor surface
to screen out external (metallic) influence, andledined as a slope of SBH against
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metal work function (Eq. (1.7)). If for given MS st¢m no scatter of SBH from the
Schottky-Mott rule is observe®D,, = )0Owe deduce that the semiconductor shows no

pinning effect and S-parameter equals 1. In contsasall value of S-parameter (<<1)

implies “strong pinning effect” for given semicordar in MS interface.

0% eoD.
- n 1+ int )
oa, oa, 2.7)

A bunch of studies revealed that S-parameter fiberéint semiconductors correlate

S

with specific properties, such as the ionicity, gadarizability or the dielectric constant
[102] [103] [104]. However, those dependencies mhsstinterpreted with caution,
because it was shown that SBH measured at the tygpmeof MS interface quite often
exhibited very significant variations as a restils@ample preparation conditions, sample
treatment and measurement technique [97] so thes perameters actually vary SBH,
than just those are plotted.

Fermi level pinning in the band gap — Bardeen model

To shed more light on the interface state issuethen semiconductor surface in
interaction with metal, John Bardeen in 1947 prepos model, in which it was
suggested that the work function difference betwaeenetal and a semiconductor with
surface states could be compensated by an excludng®rge between the metal and
the semiconductor surface states [105]. His mods thus a natural extension of the
research, carried out at the same time, on theathvazutrality of the semiconductor
free versus adsorbate-covered surfaces. The peessEinthe semiconductor surface
disrupts the periodic structure of a crystal, agadbs to the creation of new electronic
states particularly related to the surface - cadliso surface states. It turned out that the
Fermi level for the semiconductor surface shouldags be positioned such that, just
when all electronic states below the Fermi level @accupied, the surface is electrically
neutral. In these considerations, a new phrasec#iie charge neutrality level (CNL)
of electronic states in the surface region waodaiced. CNL is the Fermi level for the
surface. It was shown that for the majority of ssonductor surfaces the CNL is
located in the gap of the bulk band structure, tefisctively “pinning” the surface
Fermi level inside the band gap [97]. This phenaoneis called - unfortunately by the
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similar nickname as the previous described phenomerermi level pinning in the
band gap. Few years later, Bardeen’s model has é&geanded and supplemented by
contributions from Cowlewt al. [106].

As shown in Figure 1.13 metal and semiconductorsaparated by a thin dielectric
layer. This layer does not affect neither the stefatates of the semiconductor nor the
metal, which release this model from the probleat the electronic structure of both
the metal and the semiconductor should be sigmifiganodified upon contact and
simultaneously allows for the consideration of cistm expected at MS interface i.e.,
the charge exchange. According to this model, ttygpae SBH is given by Eq. (1.8),

where: @, is the energy of the CNL measured with respecth® By, S,4 is a
constant,Dg¢ is the density of semiconductor surface staggs, is the dielectric gap

thickness and, . is the dielectric constant of the gap material.

int

Gen = SGS(¢M _)(s)"' (l_SGS)(Eg _¢CNL) (1.8)
-1
e’d,. D
SGS :[1+MJ <1 (19)
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Figure 1.13 The Fermi level pinning in the band gdfect (the fixed separation model for SBH
formation). Surface electronic states (CNL), with characteristic density, are placed on the
semiconductor surface, which is held at a fixetbdise from the metal.
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Based on equations (1.8) and (1.9) is clear tleaddpendence of SBH on the metal

work function is reduced by a factor &,, which could be a large number for a

significant density of surface states. Consequembly Fermi level is expected to be
strongly pinned near the position of the CNL, asesult of high density of surface
states. The semiconductor's bands in such a casle Wwe aligned to a location relative
to the surface states which are in turn pinnedhto Fermi level, all without strong
influence from the metal. It appeared that for maoymmercially important

semiconductors (Si, Ge, GaAs) the Fermi level migreffect in the band gap is strong
and therefore the design of semiconductor devicébh we. appropriate electrical
contacts, can be difficult.

Modification of SBH

As already established, SBH formation in MS integfais a complex problem, which
requires consideration of many important aspeas) fphysics and chemistry, like for
example atomic structure of MS interface or cheimand formation etc., for a more
accurate understanding of it. Moreover, no genetlalexists and the interplay between
charge and atomic rearrangement during interfagedbon needs to be considered for
each individual case. Nevertheless, recently muitbntgon was focussed on the
possibility of SBH modification in a controlled walyn some cases, during the MS-type
device fabrication, it turned out that no approgrianetals exist with high or low
enough work function, or other process requiremdkése.g. temperature, cost etc.,
restrict the choice of metals which can be usedhiBicontext, it is important to be able
to modify or tune the effective SBH without chargyiihe metal used. For example, for
most technological applications the ohmic contaciation, or the SBH value of the
MS junction, plays the most important role. In gast, for other devices, such as field-
effect devices or rectifying diodes, not only ttedue of SBH, but also the uniformity of
the interface is crucial. Here, a list of possiigys to modify the SBH in a controlled
way is briefly presented. However, interestinglye tbommon denominator of all
mentioned techniques is concentrated around tl®retetransport mechanisms at an

inhomogeneous MS interface near a so-called “saglmt potential” - which



32

represents the local changes in the potential grigsgdscape” distribution “seen” by
the charge (Figure 1.14).
SBH modification strategies:

)] SBH modification in heteroepitaxial systems.Main basic models of
SBH formation are based on ideal, homogeneous N&fates. However, in
most real cases MS interfaces are heteroepitay&kmss. Between metal and
semiconductor is an identifiable compound phasé#h wi structure/composition
neither that of the metal nor that of the semicatolu The current transport
across this identifiable compound phase layer nfgctathe SBH. If the thick
phase is metallic, such as metal silicides, gerdemn{often the case for Si and Ge
contacts), this metallic compounds will control tlearrier transport and
thermionic-emission currents dominate in the ovelrrent transport. In
contrast, if this interface phase has more insudabehaviour, the transport across
such a junction would be dominated by tunneling@t. It is also very important
that real heteroepitaxial MS systems may be charaedd by defects like
threading dislocation in the MS interface. Of caurhe presence of such defects
and point defects does not remain unnoticed forbdned bending conditions in
MS interface and consequently may affect the vafueBH and its homogeneity.
More detailed discussion on this topic can be fomr8ec. Il E of Ref. [97].

i) SBH modification by using molecular dipoles.This strategy is based
on the introduction in the MS interface of a nehintmaterial, which is itself a
dipole. In this field, organic molecules in form sélf-assembled monolayers
(SAM) or Langmuir-Blodgett films seem to offer theility to tune SBHs [107]
[108].

i) SBH modification with thin layers of insulating material. It was
shown that thick enough insulating interlayers lesw metal and semiconductor
strongly influence the potential distribution arne telectron transport across the
entire “stack”, which from now one should be coeséti more properly as a
metal-interlayer-semiconductor (MIS) stack. Pleaste that insulating interlayers
can be understand more broadly, because differeaterials e.g. inorganic

materials (oxides), organic material (polymer, roales) or even semiconducting
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material with different band gap, are commonly ewgptl as the insulating
interlayer. A great example of this approach waggifor SBH modification for
n-type Ge. It was shown that various materials (GEO9], GeN4 [110], TaN
[111] etc.) inserted as the interlayer between hetd n-type Ge reduce the

strong pinning effect and lower the SBH.
Controlled introduction of impurities (such as metds, dopants,

iv)
semiconducting and isolating elements) to the MS terface. Here, it is clear
that each of these inclusions can directly affaet magnitude of the local SBH,
but in the case of a high inclusion density thebgld/SBH will be also influenced.
As for example shown in Figure 1.14, dopants caongly modify the potential
distribution in the MS interface. As a good examplrieller et al. have shown
studies on effective SBH modifications as a functad the implantation dose of
As in NiGe/Ge(001) contacts [112].

V) SBH modification with adsorbate-terminated semicondctor surface
(ATS). In this technique, ATSs are carefully covered stahlayer in such a way
that the adsorbate induced different reconstructifom the typical
semiconductor surface) may survive the metallizapoocess. Different types of
semiconductor surface reconstruction induce differiaterface dipoles, which

mean that also the SBH is affected. Ref. [113]gmesthe changes in measured

SBH on ATS Si surfaces.
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Figure 1.14 An example of theoretical calculatiofigotential distribution in front of a low-SBH it
for lightly and more heavily doped semiconductgra@ad b), respectively. Red-dashed circle spedifies
area called “saddle-point potential”. This terncéenmonly used in the consideration of inhomogeneous

SBHs (figure after [97]).
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It should be noted that local SBH modifications mpgoceed also in “an
uncontrolled way”, which is mostly related with theesence of impurities or structural
defects at MS interface. The fabrication of real Nlfctions requires special
equipment, tight process control, and technologitaow-how”. Despite the best
willingness, small variations in the Schottky barrmanufacturing process, like less-
than-ideal vacuum and surface cleaning conditiomsy result in local impurities or
structural defects at MS interface. This undoulgtediects local SBHs by introduction
of local charges, which reduce the saddle poirgmal further and result in substantial
current crowding effects (e.g. impurities), or inengral causing interface

inhomogeneities with different SBHs (e.g. structdefects).

1.4.2. Ohmic contact

Of course, it is also important, in the contexttlkd above considerations on metal-
semiconductor junctions to define the ohmic contactMS contact is considered to
have an ohmic characteristic, when it presents reotifying behaviour and has
negligible junction resistance contributing to téal resistance of the semiconductor
device, i.e. bulk or spreading resistance of thmie@nductor. The contact resistance
(Re) is the macroscopic parameter describing ohmidams and is defined as the
reciprocal of the derivative of the current dengiy with respect to the voltage across
the interface {). When evaluated at zero bias the contact resistas given by
Eq. (1.10). An acceptable ohmic contact should smmificantly disrupt device
performance, and it can supply the required curneith a voltage drop that is
sufficiently small compared to the drop acrossdbBve area of the device [25]. This
prevents resistive heating of MS contact area atelnpial device failure.
VAN
R [avj (1.10)

As shown in Figure 1.15, ohmic contacts can beazedlin two ways: based on low
barrier height (Figure 1.15 a)) or high doping camtcation in the semiconductor
(Figure 1.15 b)). For low doping concentrationssemiconductor and/or moderately
high temperatures, the thermionic-emission curdeminates in the current transport so
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that contact resistance is given by equation (1 \Mbgre:ks - Boltzmann constankT -
thermal energyQ¢; - Schottky barrier height arfl - effective Richardson constant for
thermionic emission. In this approximation, the Bmaltage dependence of the barrier
height was neglected, since only a small appliettage is relevant. Based on
equation (1.11), it is evident that a low barrigight is mandatory to obtain small
contact resistance. For M-S junction with n-typem®enductor, the metal work
function must be smaller than that of the semicatwluto reach the ohmic contact
condition (for p-type semiconductor situation igeesed).

R :(;\;ex;{‘f;} (L.11)
For a higher doping level, the tunneling proces8 dominate, and thd: can be
described by Eqg. (1.12),

B A% | _ 2 Esm* Gan
R- exp{ Eooj exp{ . (mj] (1.12)

where: Eqo is a parameter related with doping and definedefuation (1.13) A -

reduced Planck constam,- doping concentrations, - permittivity of semiconductor,

E, = qzh N (1.13)
g.m

Equation (1.12) shows th&c strongly depends on doping concentration and sarie

andm - effective mass).

exponentially with the factofg,, /-/N ). Theoretical calculation and experiments depict

that the doping density necessary to achieve olwomtact based on tunneling effect
should be 18 cm?® or higher [114] [115]. In summary, it is obviousat high doping
concentration, low barrier height, or both mustused to achieve low values BE.
Currently, these two approaches are used for fatimic of electrical contacts in
microelectronic devices [116] [117].
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a) Low barrier height b) High doping
¢B <\"“' Ec
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Figure 1.15 Energy band diagrams of ohmic contagtsvith low barrier height and b) with high doping
of the top semiconductor surface layers.

The second issue related with ohmic contacts, whitdbuld be mentioned here is
progressive miniaturization of CMOS devices. Aswhdor the simplest case, which
means uniform current density across the wholeacbrarea, total contact resistariRe
is a function of contact resistanRe and contact are& according to Eq. (1.14).

R=Fc (1.14)

Since CMOS devices were typically scaled more andenaggressively, the device
current density usually increases. This demandnlyt smaller ohmic resistance but
also a smaller contact area. As consequence th@afmn of contacts for nano-CMOS
applications with low resistance becomes more ehglhg [118]. More information
about metal contact formation in CMOS devices cafolind in Refs. [119] [120].

1.5. Motivation and organization of the thesis

Extending the performance of existing Si microelatics beyond the limits faced by
either miniaturization (“More Moore”) or availableinctions (“More than Moore”)
requires the integration of new materials. Ge, tduies superior physical properties with
respect to Si in terms of optoelectronics and #MQGS processing compatibility, has
gained a lot of attention for its potential appfica as an integrated alternative
semiconductor material on the mainstream Si tecwyoplatform.
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Among various integration challenges for reliabiéegration processes (such as
doping, epitaxial quality etc.), low resistance ati&e contacts are of special
importance. As was mentioned in previous chaptées,formation of the SBH is a
complex problem, which requires an individual quammechanics-based approach for
each type of MS system. In addition, it was protret interface properties are strongly
affected by atomic interface rearrangements (tben@t structure of the MS interface).
It can be briefly pointed out that in terms of migtls science the most important issues
required to produce high quality ohmic contactsralated with:

» controlled growth of correct phase with low resistace and thermal
stability - as is shown later in this dissertation, invesggl systems exhibit a
complex phase diagrams with a wide range of diffepfysical properties;

» single phase growth instead of phase fluctuation ithe contact area- for
example crystalline quality, grain size, grain bdames etc. lead to structural
inhomogeneity of MS interfaces;

* and finallyhomogenous, defect free atomic MS interface structe - here

it is important to achieve defect free and impufige MS interfaces.

Nowadays, Co and Ni metal silicides are the mospleyed contact material in
state-of-the-art Si CMOS devices. Obviously, duestmilar cleanroom processing
techniques, the corresponding low resistance Co Nindermanides are an obvious
choice for electrical contacts in Ge-based devices.

This dissertation is aimed to shed more light anftirmation process of Co and Ni
germanides on a Ge(001) substrate on the nano-ddaemain part of research was
based onin-situ scanning tunneling microscopy (STM) studies, wvilte nano-scale
spatial resolution, on the influence of subsequ@ust-evaporation annealings at
various temperatures in order to follow the strredtevolution of a few monolayers of
Co and Ni metal (deposited at room temperature (RTjtra-high vacuum (UHV)) on
an atomically clean Ge(001) surface. Furthermodelit@nal techniques like LEED,
(S)TEM-EDX and XPS were used to corroborate andpdement the STM derived
insights. | believe that findings presented in thmesis and associated with the
investigated epitaxial Co-Ge and Ni-Ge systems| alibws to correlate experiment
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and theory for advancing the understanding of SBHRabiour. It turned out in the past
that studying the SBH of epitaxial systems withhhggiality MS interfaces and similar
lattice parameters resulted in a good agreememieleet theory and experiment, as a
result of the reduction of the parameters which mtigct the SBH (mainly interface
inhomogeneity). As an example, studies on M&(111) or CoSiSi(100) epitaxial
systems may be cited here [121] [122], which sutiistly advanced our understanding
of SBH formation on an atomic-scale. Certainlyt@gal (model) systems like in the
present thesis are of high value to deduce theatatisights, as these systems can be
well described by theory and thus correlated wighegimental results.

Current theoretical models supported by experimelgarly show that the atomic
structure at MS interface is a central factor aboting to the SBH formation. It is clear
that many of the factors contributing to the fonmatof real MS interfaces like
crystalline quality, grain size, stoichiometry, eetf and dopant density, contamination
etc. lead to structural inhomogeneities. The stmatt inhomogeneity affects the
nominal SBH at the interface and in consequencérémsport phenomenon across the
interface. Therefore, an example of nano-scale Sty approaches as applied in this
work, are well suited to unveil materials propestweith respect to structural properties
including inhomogeneities like defects and impastiand give thus basic research
insight for overall electrical contact behaviouirfuture Ge devices.

It is worthwhile to reiterate that in the era ofntauous microelectronic device
miniaturization, researches on nano-scale contawsparticularly relevant. As for
example in case of future Ge-based nanodevices$,defhed and homogeneous SBH
behaviour of metal contacts are needed for advaRirdeet CMOS technologies as well
as for micro-scale photonic devices to avoid eantact burning by current crowding
effects.
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1.5.1.  Structure of the thesis

In this doctoral thesis a systematic and compagasiurface science study of the
formation process on the nano-scale of Co- anddxingnides on Ge(001) substrate is
presented. The dissertation is organized as follows

In Chapter 1 a brief historical overview of the microelectronimdustry and its
trends over the last years, with particular emghasithe likely promising directions of
development, are given. As a second part of intcbo, the in depth theoretical
background of Schottky and Ohmic contacts is byipfesented.

After presenting the abstract and the introductiBhapter 2 comprises a detailed
description of used experimental methods and haslgetups. Given that the main part
of presented research was basednesitu STM studies, and the fact that samples were
prepared in STM hardware system, the STM setupeisigely described. This includes
a description of the UHV chambers, the sample pegjgm procedure and the
"extended basics" of the STM technique appliedis $tudy.

Chapter 3 consists of the main part of this thesis. Hersults of comprehensive
multi-technique studies on the formation and thérenalution of metal germanide
nanostructures on Ge(001) together with a detaliedussion are given. Subsections
present the results, obtained from various experiaienethods, separately for clean
Ge(001) surface, Co-Ge(001) and Ni-Ge(001) systeespectively.

Finally, Chapter 4 provides the comparative discussion about these two
investigated, Co- and Ni-Ge systems, detailingnbost important common features and
differences, in view of their possible applicatioins microelectronics. This chapter
closes this dissertation with a summary, conclisamd outlines open questions.

Chapter 5 presents the publication list and scientific vigyp of the author of this
dissertation. In addition, a description of the mfuan mechanical tunneling process is
given in Appendix A. Furthermore, lists of the most widely used acrosmyand

symbols in the field of surface science are given.



40




Chapter 2

Experimental background

2.1. Characterization techniques

In this doctoral thesis a number of different cletgezation techniques were used for
investigation of the prepared and processed samplethe following sections, the
experimental setup and a concise theoretical inttoh of each method is presented.

2.1.1. Scanning Tunneling Microscopy

HISTORY:In 1978 scientists at IBM Zurich Research Labasatmegan the study of an
apparatus, which could allow real space imagingoditl surfaces with real atomic-scale
without illuminating light lenses. In 1981 G. Bigni H. Rohrer, Ch. Gerber and
E. Weibel observed vacuum tunneling of electrortsvben a sharp tungsten tip and a
platinum sample, the Scanning Tunneling Microsc(EM) was invented [123] [124]
[125] [126]. This invention played a significantleoin the development of surface
science, and therefore Binnig and Rohrer receitied\iobel Prize in Physics ,for their
design of the scanning tunneling microscope” jus years later (see Figure 2.1) [127].
STM was the pioneering method for a very extengnop of research techniques,
which is today called scanning probe microscopyM$EPThe general principle of
operation of all scanning probe microscopies ipissingly simple: All SPMs are based
upon scanning a probe just above a surface whdstitoring some interaction between
the probe and the surface. In the case of STMcrihaal interaction between probe and

the specimen is based on the quantum mechanicagling phenomenon, namely the
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tunneling of electrons through the potential bartegher than the energy of the
particles. A detailed description of the quantunchamical tunneling process is given
in Appendix A, so that the description in the feliag chapter is restricted to typical
hardware and experimental aspects, including thest nmmportant criteria in the

construction and efficient operation of STM.
CESH W\

Figure 2.1 Nobel laureates Heinrich Rohrer (leftd a&Serd Binnig (right) of IBM’s Zurich Research
Laboratory, shown here in 1981 with a first-gerierascanning tunneling microscope (from [128]).

PROBE

.. 90% of current

99% of current

SAMPLE

Figure 2.2 A schematic diagram of the probe-sarnmpéraction in STM. The exponential dependence of
the tunnel current on the gap separation seleetsnibst protuberant atom on the probe tip for tungel
to the flat sample, giving rise to the atomic raoh of the tunneling microscope (after [129]).

QUANTUM MECHANICS OF TUNNELINGigure 2.2 shows a scheme of interaction
between tip and sample during the standard operatmde. A sharp conducting tip is
brought very close to the surface of the samplisence of a few A A bias voltage
applied between the tip and the sample resultderctrecal current flow. Electrons can

! The Angstrém unit (&), 1 A = T8 m. Unit of length which is often used in SPM reshacommunity
because it is the most appropriate length scalddaling with structures on an atomic scale.
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guantum mechanically tunnel across the gap. Theettm of electron tunneling across
the gap depends on the sign of the bias voltageamalysing quantum tunneling

through potential barriers it can be shown thatttimmeling current strongly depends on
the distance between tip and surface (barrier Wwidthere are a number of theoretical
models, which describe the tunneling phenomenondest the STM tip and the sample
surface (see also Appendix A). Here, for examgie, most important conclusions of
the Tersoff and Hamann model (one of the first sintplest model) are provided [130].

| O ej,oS(E)r(E,eu)dE (2.1)
T(E,eU)=e> (2.2)

Assuming a point-like tip, equation (2.1) showsttttze tunneling current directly

depends on the density of states of the sampgéE()) and the so called transmission

coefficient [T(E,eU), which describes the probability of electron sidion through the
barrier (electron with energ¥ and applied bias voltag®)). It is seen that the
transmission coefficient decreases exponentiallyh vincreasing the barrier width
(distance sample-tip) named hers (EqQ. (2.2)). In case of a 10% change of barrier
width, the tunneling current will change ten tim@sis “physics behind” is a key
element in STM for its high resolution capability the direction perpendicular to the

sample surface.

scanner

tip

sample j

vibration
isolation

Figure 2.3 Schematic diagram of the constructiora df/pical scanning tunneling microscope, which
shows the most important components. Detailed g is given in the text.
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STM HARDWAREThe experimental arrangement is shown in FiguBe &.scanning
tunneling microscope consists of four basic elesieht approach mechanism that
enables the tip to be positioned within tunnelingtathce with respect to the sample
surface (not included in Figurel) ultra-sharp tip which is mounted to high precision
scanning mechanism allowing for three-dimensiof@lnotion, 3) electronics with
computer system responsible for feedback loop atd dcquisition, and finall¢) an
isolation mechanism to protect the microscope feonbient noise and vibrations.

The coarse motion device, which brings the tip sahple into tunneling range, as
well as high precision scanning mechanism are naysbased mainly on piezoelectric
transducers (piezoelectric transducers expand atrax upon applying a voltage).
However, various types of construction design carioloind. For example, an approach
mechanism may be based on: piezoelectric walke3][Jh inchworm (Inchworm is a
registered trademark of Burleigh Instruments, Ifit31], a vacuum compatible stepper
motor [132], or an inertial stepper [133] [134]. time tunneling range, the scanning
motion of the probe tip with respect to the samplalso controlled by piezoelectric
elements, but here just two technical solutions @dominating: tripod scanners and
piezoelectric tube scanners. A piezodrive in trigodn consists of three individual,
mutually perpendicular piezoelectric transducegsy( z), which need to be glued or
screwed together. By applying a sawtooth voltagéhex piezo and a voltage ramp on
they piezo, the tip scans in thxg plane of the sample. Piezoelectric tube scanrers h
four electrodes placed into four equal segmenttheftube. The movement in thkg
directions is realized by applying differential scsignals to the electrode segments
located on opposite sides of the tube, whereas @ommode signals applied to the
electrodes, or additional electrodes in the intend the scanner tube, allows for
extension in the direction [135] [136] [137]. A typical piezoeleatrceramic used in
STM scanners is PZT-5H (lead zirconate titanatd)iclv offers large piezoelectric
response (~6 A/V) [138].

STM can work in different modes:

» Scanning Tunneling Microscop¥or imaging the topography of the sample, two

basic modes are used: constant height- or constanéent mode. In constant-

height mode, the tip moves in a horizontal planevalthe sample at a constant
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height. The tunneling current varies as a funcbémhe surface topography and
the local surface electronic states of the samibles topographic images are
formed from a set of tunneling current measuremantsach point on the sample
surface. Constant height mode is commonly usednfastigations of relatively
smooth surfaces, where the risk of tip damage latively small. In constant-
current mode, the STM uses a negative feedback tooprovide a constant
tunneling current value by adjusting the height tbe scanner at each
measurement point. When an increase in tunnelimgeiuoccurs, the feedback
system adjusts the voltage applied to the pieztrégdescanner to increase the
distance between tip and sample. The scanner nawag from the sample, so
that the tunneling current value reaches the deevdherefore, in this mode the
topographic image is created on the basis of theomof the scanner data set. It
should be clearly emphasized that in both workingdes described above, the
STM measures the electronic density of the sampitace at the tip position,
which then may be interpreted as the morphologh@®fsample surface.

Scanning Tunneling Spectroscopyhe ability of the STM to probe the local
electronic structure of a surface, in principle hwatomic resolution, leads to
perform Scanning Tunneling Spectroscopy (STS). his tmode, the local
electronic structure of the sample surface is erathiby the measurement of
local current-voltage characteristics (I/V) — thepdndence of the tunneling
current as a function of bias voltage between migp sample. Additionally, STM
can collect 1/V characteristics at each pixel o gtandard topographic image,
providing a three-dimensional map of electronicicture. This technique of STS
is called current imaging tunneling spectroscopyiTE}. Extending STS
measurements by adding a lock-in amplifier allowsdlly collecting information
about samples electrical conductivity (dI/dV), Ibcensity of states fddV?),
and work function (dl/dz). In comparison with otheurface analytical
spectroscopies, where measured data are colleoded relatively large areas
(micrometres, millimetres), STS is emerging aserely powerful technique to
study surface electronic properties of a materigh wear atomic resolution [139].
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TIP PREPARATIONKey issue of a productive STM imaging is the dyabf the
probe tip. In an ideal situation the tip shoulddr&led by a single atom, from which
electrons are tunneling to the surface (and viesa)e Various materials and techniques
were used to check their ability to create ultrarphstable probe tips, however
nowadays STM probe tips are typically made fronhezittungsten (W) or platinum-
iridium (Pt-Ir) wires. Probe tips are usually fadated by electrochemical etching of a
small diameter wires. However, in the case of Pthi tip can be fabricated in an easier
way: cutting the wire with sharp scissors at anend45°. Previously wire and scissors
should be thoroughly cleaned in acetone or isoprajophol using an ultrasonic bath.
Cutting process should be made by one precise mavertaken in a wire axes
direction. But returning to the most popular methotivo different electrochemical
etching techniques are used for forming the prabe alternating current (AC) self-
termination method and direct current (DC) dropteffhnique. Both techniques yield
ultra-sharp probe tips with radii of curvature 60D-1500 A and 10° cone angle for AC
self-termination technique, and sharper tips wattiirof curvature of 500 A and 6° cone
angle for DC drop-off technique [140]. A few exameplof different electrochemical
etching recipes collected from literature are givemable 2.

Table 2 Examples of electrochemical etching procesidor various tip materials to obtain ultra-sharp
tips [141] [142] [143] [144].

Tip materia Polishing solutio Procedur
Molybdenun KOH 5-1CV AC or DC
8NH,0OH + 2KOH 3-6 VAC
20% KCN 1-5VAC
Platinum/alloy: 20% KCN 3-15 VAC
Molten 4NaNQ + NaCl 1-5v DC
Tantalun 2HF (48%) + 0.5CLCOOH + FPC, 5-15V DC
+ H,SO
Tungstel KOH 1- 10 V AC or DC

VIBRATION ISOLATIONFinally, to obtain atomic resolution, vibratiorolation is
essential. For high-resolution applications, thstatice between the probe tip and
sample must be maintained with an accuracy of beti@n 0.01 A [145]. Effective
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microscope-vibration isolation systems should sagprexternal vibrations as well as
noise from internal driving signals to less tharsidal tip-sample gap accuracy
throughout the bandwidth of the instrument. A pnoamt example of typical external
noise is building oscillations. Typical buildingbvations fall in the 1-20 Hz range,
depending on size and design. Additionally any mgttransformers and air-condition
ducts in the STM laboratory, or in its neighbourtiocan occur as additional vibration
noise around 60 Hz. These examples just show hqwri@ant appropriate planning of
SPM laboratory construction is. Laboratories, wHefé& measurements are performed,
should be placed in the basement of the buildifgchvare situated far away from any
traffic. Furthermore, STM systems should be located separated foundation, which
has no contact to the main building walls. Howegeich procedures are not sufficient
and additional active and/or passive anti-dumpygjesns must be used. For example,
the first STM system was isolated by magnetic &ioh techniques. Its creators used
magnetic levitation on a superconducting bow! afdlecombined with eddy-current
damping. However, the solution worked only at lajuielium temperatures. Modern
SPM microscopes usually use suspension springmegsie addition with eddy-current
dumping. Additionally, if STM is a part of a comgl&acuum system, commercially
available pneumatic feet can be used.

In summary, STM is a powerful tool which providegdl information, ultimately
with atomic resolution of samples directly in rephce. However, some main
disadvantages of the STM technique are given: dube fact that the measured signal
is a tunneling current, only conductive samples lsainvestigated. STM as progenitor
of SPM had thus a great impact on science developraeovercome these limits.
Nowadays, different SPM techniques are commonlyl useinterdisciplinary research
groups in many different scientific disciplinesdikondensed matter physics, chemistry
and biology.

STM experimental system

The main experiments, including sample preparadiodin-situ measurements, reported
in this thesis were performed in an Omicron ultighahvacuum (UHV) system, with a
base pressure of 8 x ¥bmbar. In this section, a compact description ef siistem is
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given. Figure 2.4 depicts an overview of the insteat. This system consists of three

main partsl) analysis chamber (AChQ) preparation chamber (PCh), adidload lock

chamber (LL), shown in the image by grey dasheeklin

1) Analysis chamber, the main chamber of the systeas, designed and used only
for in-situ studies. ACh is equipped with a four-grid LEED ioptwhich can also
serve as a retarding field analyser for AES. In A€lbcated the main measuring
device SPM manufactured by Omicron (VT-AFM XA modeThis model is
equipped with cooling/heating stage which offergagiable temperature range
from -220 °C to 380 °C. For the entire system (imgastages in manipulator,
microscope stage) standard Omicron sample plateglenirom Mo, Ta or
stainless steel are used. Maximum sample size ismX 11 mm.

2) All sample preparation procedures, including swefateaning, metal deposition
with subsequent annealing steps at various tempestwere performed in the
preparation chamber (PCh). PCh is equipped witka¥bevaporator (not shown
in Figure 2.4), ion sputtering gun with dosing aklnd x-y-z manipulator with
sample heating stage. Sample annealing treatmantisecrealized in two ways: in
radiative heating (RH) mode and direct heating (Dit)de. In radiative heating,
the sample is heated by thermal radiation from dbeer heater hidden in the
manipulator heating stage. In older manipulatongitess the heater is a tungsten
wire dragged through ceramic tubes, in newest arssPBN (pyrolytic boron
nitride) or PG (pyrolytic graphite) heaters are duskn direct heating mode, a
current flows through the sample and in accordamitle the sample resistance
heat is generated. Annealing temperatures can kesured by means of a
thermocouple type K and/or an infrared pyrometéoya 500 °C range) with an
accuracy of £10°C and %5°C, respectively. Thanipulator has proper
electrical feedthroughs to connect heaters andmbesuple. Please note that
exactly this same type of manipulator is located@h, however in this case the
manipulator was used only to position and to grouhd sample during
LEED/AES measurements. To transfer the sample [legtwthe different

chambers, magnetic transfer rods were used.
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3) The last chamber is the load lock which is equippéti a fast entry gate and a
separate high vacuum pumping system. LL was usettattsfer the samples
between the vacuum-air interface.

Blue description shown in Figure 2.4 refers to thenping systems and pressure

measurement setup. ACh and PCh have a separated dyst€m, consisting of ion

getter pump and titanium sublimation pump. In bdtambers, pressure is controlled by

Bayard-Alpert hot-cathode ionization gauges. Thelambers can be separated by

manual gate valve (MV). High vacuum pumping system_L and PCh is similar and

consists of turbomolecular pumps and rotary vanagsu These pumps were used to
pump also the LL for sample transfers and pumptlmitvhole system after venting. In

LL, the pressure is controlled by cold-cathode zation gauge (inverted magnetron),

whereas in the pre-vacuum, systems pressure castredlized by Pirani gauges. ACh

and PCh are also equipped with residual gas anmalyse potential system leak tests

(not shown in Figure). Interlock systems contr@ thamber pressure and in any case

of a sudden pressure increase or turbomoleculapgaitre, which is added to PCh, it

will immediately turn off all filaments in all chapmers and close pneumatic valve (PV).

Analysis Chamber transfer rod Load Lock
X,Y,Z Manipulator

Preparation Chamber

X,Y,Z Manipulator

Figure 2.4 Schematic view of Omicron STM systemy Kkements are named directly. Grey dashed lines
represent the sections of the system consistinigaaf lock, preparation and analysis chambers. Blue
items represent pumping systems and pressure neaasur setup (MV - manual valve, PV - pneumatic

valve, Pir. - Pirani gauge, BA - Bayard-Alpert gau@C - cold-cathode gauge). Detailed description o

instrument is given in the text.
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2.1.2.  Other techniques

A. Low Energy Electron Diffraction

In accordance with L. de Broglie’s hypothesis of thiave nature of matter, a flux of
particles moving with velocity and having mass can be considered as wave with a
wavelengthl according to the formuld(- Planck’s constant) [146] [147]:

A=h/mv (2.3)
In 1927 de Broglie’s hypothesis has been confirhgdDavisson and Germer, who
accidentally observed diffraction of electron withergy around 370 eV by a crystal of
nickel [148]. In Low Energy Electron Diffraction HED) technique a low-energy beam
of electrons (between 10 eV and 500 eV) is incidemmal to a surface and diffracted.
According to the formula (2.3) the wavelength fd@0%kV electrons is about 1 A,
therefore the interference between electron beasnpaniodic crystal lattice is to be
expected in case of a coherent excitation source.

Figure 2.5 a) presents a typical schematic diagsdm LEED device construction
with three grids [149]. The electron beam emittgdtte electron gun passes through
energy selection in the Wehnelt cylinder and adigpropriate focusing by electrostatic
lenses is incident normal to the sample. Electamesaccelerated on the path between
cathode and lenses to the selected energy (up @e\P Lenses B and C have an
intermediate potential, and are used to focus teetren beam. A fluorescent screen
(collector) has a positive voltage of several k\sually 5-7 kV) and works as an
accelerating electrode for deflected electronscivician be now observed on it. On the
sample surface, inelastically scattered electrars also occur. However, the central
grid (suppressor) has a negative bias respecttoathode, in consequence inelastically
scattered electrons are mostly suppressed andtdeaeh the screen.

LEED is one of the most common methods in surfacense to study the structure
of surface, due to fact that the obtained resele to the first few surface layers of the
sample. This technigue can be used e.g. for: aseesof the surface cleanliness of the
sample; obtaining information about surface reawoicsibns; obtaining information

about distances between molecules adsorbed ontfaes or to define the amplitude of
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vibration of atoms on the crystal surface [150][LSMore information about LEED
and diffraction physics can be found in Ref. [1EA3].

Fluorescent screen
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Figure 2.5 LEED measurements: a) Schematic diagaifEED device with three-grid optics (after
[149]), b) Photograph of ErLEED 150 unit equippethveptional shutter (from [154]) .

Experimental Setup

Figure 2.5 b) presents a general view of an ErLEISD device produced by SPECS
GmbH, which was used for electron diffraction expents in this PhD thesis. Such
device (version without the shutter) is added ®ahalysis chamber in the UHV system
from Omicron, which is described in the previousuter (2.1.1.). In addition, the
ErLEED 150 is equipped with 4-grid optics which daen used as an electron energy
analyzer. This offers the possibility of recordiAgger electron spectra (AES) (see
Chapter 2.1.2. B: X-ray Photoelectron Spectroscopy)changing the voltages applied
to the electron gun, the grids and collector, passible to switch in an easy way from
LEED to AES work mode. In this case, LEED circuatgs as a retarding field analyser
(RFA), which means that electrons coming from tlaengle have to overcome a
retarding field before they reach the collectoresar More precise explanation for
RFA, as well as example of its use in LEED devicesn be found in
Refs. [155] [156] [157].
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B. X-ray Photoelectron Spectroscopy

X-ray Photoelectron Spectroscopy (XPS), also callgldctron Spectroscopy for
Chemical Analysis (ESCA), has been establishedres ad the most important and
widely used surface analysis technique [158]. X®Baised on the photoelectric effect,
which was discovered in 1905 by Albert Einstein éwéha hypothesis of the quantum
nature of light was postulated, and won him the élétyize in Physics in 1921) [159].
When a surface is irradiated by a light source (@), the photoelectric effect may
occur, in which the incident photon is absorbed is@nergy is fully transferred to an
orbital electron, resulting in photoelectron enassiln accordance with equation (2.4)
the maximum kinetic energyEfn) of photoemitted electron is related to the enerfyy
the incident light lfvo) and the work functionef), which describes the minimum
energy required to remove electron from surfacenattowards the vacuum level.

E., =hv,—eg (2.4)
Kai Siegbahn (Nobel Prize in Physics in 1981) shbweat based on photoemission
phenomena caused by X-ray radiation sources, inbo@tion with high resolution
electron energy spectrometry, it is possible tcedephotoelectron spectra, in which
photoemission from specific atomic orbitals is nelzml in well resolved photoelectron
peaks [160].

A typical XPS process is presented in Figure 216irkident monochromatic photon
beam causes the ejection of an electron in the.sbhien the photoelectron may travel
to the surface, where it can emitted to the vacudawever, only those photoelectrons
emitted from the surface area that have sufferedemergy loss contribute to the
photoemission peak. On the other hand the photwoefec emitted from the surface
zone that have lost some energy due to inelagieaantions contribute to the scattering
background. Typically inelastic interactions areamfified by the inelastic mean free
path (IMFP), which is defined as the average degam which an electron travel
through a solid before it is inelastically scattkre

The essence of XPS technique is the analysis okitietic energy of the electrons
that escape from the sample by the energy anal¥zestgy transfer between photon
and electron can be described, in the simplest, tgsequation (2.5) wher&;, is the
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measured kinetic energlyy is X-ray energy,¢ is the spectrometer work function and

Es is the binding energy of orbitals from which phertdssion occurs (referenced to the
Fermi level) of an appropriate material.

E., =hv-¢-E; (2.5)
It should be noted that the photoemission procedisonly occur if the energy of
incoming X-rays is higher than the binding enerdyhe irradiated electron. Because
the binding energy of each core-level electronhisracteristic of the atom and specific
orbital to which it belongs, therefore XPS providggmical identification of sample.
Additionally, atomic orbitals from atoms of the samlement in different chemical
environments result in slightly different bindingeggies within the range 0.1-10 eV.
Thus, small shift in peak position of the analységiments gives information not only
about the elements themselves but also about #michl state of these elements e.g.
state of oxidation [161].

The intensity of photoelectronsxfg emitted from all depths greater thann a

direction normal to the surface is given by the Begmbert relationship (2.6),

| yos = |, €Xxp(— X/ A) (2.6)
where:lg is the intensity from an infinitely thick, uniforsubstrate and is the inelastic
mean free path. If x =A3then 95% of the XPS signal comes from the surlayper with
a thickness x, and it is called sampling depth.

XPS due to the short inelastic mean free path (IMBPthe photoelectrons is
however a surface sensitive technique. More inféiomaabout XPS can be found in
Refs. [162] [163].

In addition, two other measurement techniques whrehinevitably associated with
XPS should be mentioned in this paragraph. A coitiypefrocess to the photoelectric
effect is the emission of Auger electrons. The tiweaprocess of Auger electrons is
shown in Figure 2.6 — middle panel. Photons ortedeas from the incident beam
remove a core electron, leaving a vacancy in timerirshell. Electrons from higher,
outer level may relax into the vacancy, resultingirelease of energy. This energy can
be transferred to another electron, which is ege@tem the atom and called an Auger
electron. This phenomenon was discovered indepdéigdby two researchers Lise
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Meitner and Pierre Victor Auger [164] [165], andcsmmonly used in Auger Electron
Spectroscopy (AES). It is worth to mention thatidgra typical XPS measurement
peaks originating form Auger electrons are simwdtarsly observed. To be able to
analyse photoemission from the valence band, wih kensitivity ultraviolet light for
photoexcitation instead of X-rays is often usede Tittea of such measurements is
depicted in Figure 2.6 — right panel. The firstistigpe of measurements was done in
the 1960s by Spicer [166]. This work introducedeavriool, Ultraviolet Photoelectron
Spectroscopy (UPS), to the family of experimentathmods for surface science.

Primary Secondary Primary Primary
electron electron electron electron
analysed analysed A not analysed analysed

7\ Vacuum

/ level

Valence
band

: —T—l— Y
—H+ —H— X e

|

electrons

XPS AES UPS
Figure 2.6 XPS-, AES- and UPS process schemes.

a)
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Electron
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Figure 2.7 XPS hardware: a) Schematic of the t@gp@ratus used in X-ray photoelectron spectroscopy,
b) Photography of PHI Versa Probe Il Scanning XR& dprobe UHV system.
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Finally Figure 2.7 a) depicts a sketch of the tgpimstrumentation used in XPS,
which consist of X-ray source and concentric helmsjg electron energy analyzer,
which offers a high energy resolution. X-rays aemerated by accelerating electrons
from the filament toward the high voltage potentiithe anode (~10 kV). As an anode
material Mg and/or Al are used, which givg kK253.6 eV and 1486.6 eV X-ray lines,

respectively. Nowadays, multichannel plates aremonty used as electron detectors.
XPS experimental Setup

XPS investigations presented in this thesis wertopeed using a PHI Versa Probe I
Scanning XPS Microprobe UHV system (Figure 2.7 XP.S spectra were recorded
using a hemispherical analyzer with monochromati€ Asource. Binding energy was
calibrated to the Fermi level of Au calibration sdes. In addition, the sample holder
for the PHI Versa Probe Il system can be heateddup00 °C), which is realized by
radiative heating. The heater filament and therrapt®are permanently built into the
holder. This technological solution allows for tesrgture dependent XPS

measurements.

C. Transmission Electron Microscopy

A prominent tool in materials science for imagin§ ioternal microstructures of
ultrathin samples is Transmission Electron MicrggcdTEM) [167]. Figure 2.8 a)
shows that in a sample exposed to the high enelggtren radiation (~several
100 keV), several phenomena may occur. For instaatastically (back-scattered
electrons (BSE)) and inelastically (secondary etexst (SE)) scattered electrons, X-ray
emission etc. In TEM method the transmitted elewrare measured, however the
transmission decreases rapidly with sample thickndgerefore the sample thickness
(also called specimen or lamella) has to be ventdid (~100 nm). TEM offers much
higher spatial resolution than classical light mgoopy, since electrons have in this
energy range a small de Broglie wavelength in tfagesof A.

The basic TEM design is depicted in Figure 2.8198]. The electron emitter,
usually thermionic tungsten or LgBis an electron source. Using a series of

electromagnetic lenses (anode, condenser lensesjragls from the emitter are
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accelerated and tuned into a monochromatic eletteam, which is focused on the thin
sample to uniformly illuminate it. Keeping with tlwncept outlined in Figure 2.8 a),
the electrons exiting the material are either baokiwor forward scattered. The first
group includes BSE and SE, which are importantSioanning Electron Microscopy —
SEM (this technique is not described in this thesfghile the second group, either
inelastically or elastically forward scattered #lens, is used in TEM method. Both
techniques are able to image the sample in mafgrelift modes, more details can be
found in Ref. [167]. A microscope combining thengiples used by both TEM and
SEM is usually referred to as scanning transmis&t@ctron microscopy (S)TEM.
Finally, detectors in form of fluorescent scregpispto-active films or charge-couples
device (CCD) cameras are used. The whole machirmnsected to the pumping
system, because TEM is operating only in the UHYime. Additionally, TEM
microscopes may be equipped with an additionalggndispersive x-ray spectroscopy
detector (TEM-EDX). Incident beams of high enerdgceons remove electrons from
inner shells in the sample atoms, creating electrbale states. Electrons from higher
energy shells, after a very short period, fill tredes emitting simultaneously X-rays of
specific energies related to each element (X-rayorscence). This physical
phenomenon allows for a determination of the chahdomposition of the sample with
high lateral resolution [169].

Summarizing, the combined (S)TEM-EDX is a powet&dhnique which allows to
gather information about sample morphology, cryptases, defects etc. However, it
should be noted this technique is time consumirdy @destructive, due to the lamella

preparation process.
TEM experimental Setup

The (S)TEM-EDX results presented in this work weseducted by a FEI Tecnai Osiris
microscope. Minimum point resolution for this misocope is 0.26 nm, at the maximum
applicable voltage of 200 kV. In addition, Tecnasi@ is equipped with high angle
annular dark field (HAADF) detector which providgsnaterial contrast.
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Figure 2.8 TEM - Principle of operation: a) Signatiginating from a specimen exposed to a highgner
electron beam (after [167]), b) Schematic diagréthe TEM (after [168]).

2.2. Substrate preparation and thin film deposition

During the discussion outlined in Chapter 1 abdn#tegies for further development in

microelectronic industry, Ge has been mentionea pi®mising candidate to be used in
novel device concepts. Basic information of Ge aiagady presented there, therefore
in this section attention will be focused to presae Ge(001) surface and its properties.
In addition, a detailed description of the sampieparation process and the thin film

deposition method, used in this PhD thesis, arsgmted.

2.2.1.  Substrate properties and cleaning methods

Ge(001) surface

In several aspects, the Ge(001) surface is quitelasi to the technologically most
important and well-studied Si(001) surface [170gufe 2.9 a) shows schematically
that each surface atom is left with two danglingybesg-hybrid orbitals per surface
atom, by cutting a germanium crystal to expose()dace. Ge(001) surface atoms
dimerise, resulting in a dominating p(2 x 1) suefaeconstruction. As shown in Figure
2.9 b) this type of surface reconstruction considtsows of dimers (pair of surface
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atoms) running along the bulk unit cell [110] calkigraphic directions. The driving
force for this dimerization is the reduction in thember of dangling bonds from two to
one per surface atom between the unreconstructddremonstructed surfaces. This
dimerization idea was proposed by Schlier and Feorth in the late 1950s and it was
verified few years later based on investigationsSu(®01) and Ge(001) surfaces by
using different surface science techniques [17he Ge(001) surface was investigated
over the years by means of many different surfagense techniques like for example
LEED (Baylisset al. in 1976 [172]); however, first STM measurementsveing
p(2 x 1) surface reconstruction were performed bl et al. not earlier than in 1987
[173]. Separation along the [110] crystallograpthiections between dimer rows was
measured and was determined to be 8 A. This vatwreespond to the expected

doubling of the unreconstructed lattice constangpf-/2 =4 A, wherea, is the bulk

lattice constant of Ge (5.66 A). In addition, théeatation of the p(2 x 1) reconstruction
is found to be rotated by 90°, when passing betvm@moatomic height (2 x 1) terraces.
This is certainly the result of the diamond crystalicture of Ge, because tetrahedral
dangling-bonds on the second layer atoms are hiaye90° with respect to the top
layer tetrahedral bonds around the surface normal.

In contrast to Si, room-temperature LEED studiesGa(001) show that in addition
to the half-order LEED spots expected for 90° mxdgh(2 x 1) domains, a weak quarter-
order LEED spots also occur, which proves the ert of higher order
reconstructions [174] [175] [176]. In 1979, Chadoposed a new structural model for
(001) surfaces, which describes the formation oibws higher order reconstructions, as
a results of the fact that single surface dimeriddoe buckled (i.e. tilted) [177]. The
buckling opens a gap between occupied and unoatspidace states lowering thus the
energy of the dimers. Neighbouring dimers along dimeer row always buckle in
opposite directions. The different arrangementsthaf asymmetric buckled dimers
between neighbouring dimer rows lead to local c®) xor p(2 x 2) structures
(respectively Figure 2.9 c) and d)) besides theicba$2 x 1) structure. In-phase
buckling of adjacent dimer rows leads to a p(2 x@onstruction (looking like
asymmetric zig-zag for neighbouring dimer rows),evdas out-of-phase buckling

results in a c(4 x 2) reconstruction (symmetriczag for neighbouring dimer rows). It
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has been shown kab-initio calculation methods that small energy differenoésbout
0.7 eV per dimer, between these reconstructionsurodd78]. All discussed
reconstructions can be simultaneously observedlyoaaroom temperature by means
of STM [170]. However, at lower temperatures thewrence of higher order surface
reconstructions increases, which was observedby.d<evan or Culbertsoet al. in
temperature dependent LEED and high-resolutionearggolved photoemission studies
[179] [180].

Finally, on Ge(001) most of the defects that renfaihin the category of dimer
vacancy (DV) defects. DVs can be in the form ofypéd (isolated single missing
dimer), B-type (pairs of dimer vacancies includingre complicated structures such as
the (1+2) vacancies) or C-type (most often assediatith water absorption) which is
occurring quite rarely on Ge(001) in comparisorst01). In general, dimer vacancy
concentration (DVC) on Ge(001) is much less thaisgd01) [145].

c) centered 4x2

top view

ol p
>
25

top view

b
X

top view models
O@ Ge dimer-1stlayer
® 2ndlayerGe

Figure 2.9 Ge(001) surface: a) plan view of the&kliatminated (001) surface, open circles with broke
bond are atoms in the first layer; b) - d) perspedtieft side) and top view (right side) of dimmiodels
for (001) surface (after [140] [178]).
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Ge cleaning methods

Despite many crystallographic similarities betwéss and Si, the surface chemistry is
rather different and the surface cleaning procedthvas differ substantially. A clean Si
surface is typically prepared by rapid or flashtimggin vacuum at 1200 °C and slow
cooling to room temperature [181]. As the meltinginb of Ge is relatively low
(938.2 °C), it is not possible to get a clean datGe surfaces by flash annealing only.
There are two main methods of Ge surface cleaning:

1) based oimn-situ ion sputtering/annealing cycles,

2) based orex-situwet etching followed byn-situ annealing and possible buffer

layer growth.

In the first group, all phases of cleaning procedare realized under UHV
conditions, and typically these steps are: degaaftey introduction to UHV chamber
by annealing at around 500 °C, and several cydlemacsputtering followed by thermal
treatment at higher temperatures, around 700 °Cse%n, there are many variable
parameters, and therefore development of a cocteahing procedure for the specific
UHV system can be time consuming. Below are liggistia few variations of procedure
parameters, which were used by different researchps:

- Ne" ion sputtering (BA/cm? 10 min) and annealing at 520 °C for 5 min [179],

- ion sputtering of AY, or N€ ions with energy 1 keV and a dose of 100 ions per

surface atom, and annealing at (795 + 845) °C fo20 min [173],

- several cycles of ion sputtering (Aions, energy 1 keV for 20 min, sample
kept at 425 °C), and subsequent annealing at 626r°0) min [182],

—  heating the sample to 525 °C for 24 h, followedskyeral cycles of 800 eV
Ar” ion sputtering and subsequent annealing at 825a@ples were slowly
cooled to room temperature (rate 1 °C/s) [183],

Further detailed descriptions of the various clegnprocedures can be found for
example in the Refs. [184] [185] or [186].

The second group of cleaning methods is based ynainl repeatedex-situ wet
chemical/oxidation to create GgOr other passivation layers which can be thenyeasi
thermally desorbed bin-situ annealing treatments (examples can be found ii@][18
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[188] [189] [190] [191] [192] and [193]). Despitdea high diversity of available Ge
surface cleaning methods, the majority of atomedes&TM studies on the Ge(001) are

based on ion-sputtering cleaning processes [170].
Sample preparation

Samples were cut into 10 mm x 4 mm pieces from &ied, n-type Ge(001) 2" wafers
with a resistivity ofppuk = 1-10Qcm (supplied by GMaterials company) and mounted
on standard molybdenum direct-heating microscopldeh®. In this type of holder
construction, sample annealing can be realizedubrent flow through the sample, thus
in accordance with Joule’s law heat is generatdwe Jimultaneous use of materials
with high melting point (such as Mo) in carrier stmiction, allows to achieve high
temperatures during sample treatment. Among maayadle methods for Ge surface
cleaning presented in the previous chapter, stdnd@aning procedure consisting of
several cycles of argon ion sputtering followedtlhgrmal treatment at UHV conditions
was chosen. The whole procedure was carried otherpreparation chamber of the
Omicron UHV system described in Chapter 2.1.1. Usaeameters for sputtering were:
Ar pressure in the range of 1 x1fhbar, beam energy (0.7-1) keV, emission current
10 mA, sputtering for 30 min. After sputtering, aafing treatments were realized by
DH mode in the temperatures range of 700 °C-75f@PG0 min. Such prepared clean
Ge samples, as well as samples with deposited raathlafter subsequent annealing
steps, were studieih-situ by LEED and STM techniques. In addition, some damp
were prepared exactly in the same way (like for DEESTM measurements) and then
transferred out of the Omicron tool to perform &ddal measurements with
supplementary techniques. To summarize this parshould be noted that sample
preparation under UHV conditions is very delicatel dime consuming, but the here

presented process allows to obtain atomically ceéa(®01) surfaces.

2.2.2. E-beam evaporation

Electron Beam Evaporation (EBE), also known as tidec Beam Physical Vapour
Deposition (EBPVD), is one of the most popular aodnmonly used methods of thin

film deposition. Figure 2.10 a) depicts a consiamctof a typical UHV evaporator,
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which consists mainly of the outer flange with #&leal feedthroughs, cooling shroud,
shutter and flux loop. Inside the water-cooled sdrare located the filament and
evaporant, which may take a rod form or in powaemf mounted in a special crucible
— Figure 2.10 b). The electron beam, generated hieyntionic emission from the
filament (FV), is accelerated to high kinetic enesgtowards the evaporant as a result
of applied high voltage between filament and evapb(HV). As a result of collision,
the kinetic energy of accelerated electrons is eded into thermal energy of the
evaporant. The thermal energy heats thus up thpoeaat causing it to melt or to
sublimate. When temperature and vacuum level dfeisatly high, vapour from the
melt or solid evaporates. After opening the shuttaporized material in gaseous form
flows in sample direction. Note, about 2-5% of #weaporated atoms are ionized,
allowing calibration measurements by measuringidhecurrent at the exit (see FLUX
loop in Figure 2.10 b)), which is proportional tieg¢al flux.

EBE has many advantages compared to other thin déposition like: coverage
from a few monolayers to real sub-monolayer atofitias can be realized, flexible
deposition rates can be adjusted, relatively inegpe techniques for new materials
science studies. However, the main disadvantadeB&f is the fact that it requires a
high or ultrahigh vacuum environment (below 1 s Ifibar range), thus the method is
rather of academic and not industrial interest [1985].

a)

L A

b) Filament

Evaporant
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Mounting post
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Cooling shroud

Figure 2.10 Construction of the EFM3 evaporatolagtography of EFM3 showing a general view with
marked cooling shroud (dashed-line rectangle),dheBatic cross section through the cooling shroud t
illustrate the principles of evaporator operatihgre: HV - high voltage, FV - filament voltage, BX -
loop for measuring the flux current (after [196]).



63

Metal deposition Setup

In the present work, all investigated metals wezpasited at room temperature by the
EBE method using an Omicron NanoTechnology EFM3ereator (Figure 2.10 a)). As
a source of evaporated substances, high purityrialstevere used: Co rod 99.99 %, Ni
rod 99.999 % both from MaTecK GmbH. During the rheteposition process, the
evaporator parameters were maintained at constavelsl (e.g. for Co:
lemission= ~12 MA, Uy = ~800 V, kLux = ~20 nA), while the total amount of deposited
material was monitored by the time of evaporatibhe number of deposited metal
monolayers was estimated from STM measurementi®fiocoverage and extrapolated
towards high coverage. In addition other technidikeshigh resolution TEM or angle-
resolved XPS study were used to find nominal theslsnof evaporated metal layer. The
evaporation chamber pressure was maintained bebo@° mbar during deposition.

2.3. Thin film growth theory

One of the basic information, which can be obtaibgdJHV STM measurements, is
the growth study of thin films and/or nanostructurén connection with this, basic
concepts and processes involved in heteroepitgr@aith are briefly presented in this

section.
Atomistic processes on surfaces

During epitaxial growth several individual atomimpesses responsible for adsorption
and crystal growth on surfaces and determiningsthiéace morphology of the growing

film may occur. It is schematically illustratedfiigure 2.11. Atoms are deposited onto
a perfect clean substrate surface with known dépasiate (process (a)). These single
atoms may then diffuse over the surface until taeylost by one of several processes
like re-evaporation, nucleation of 2D or 3D clustectapture the existing clusters etc.
(processes (b)-(i), accurate description in theurBgcaption). All these processes
compete with each other. Each of these procesdedavgoverned by characteristic

times, which themselves will depend on the singéaraconcentration and/or coverage.
In addition if such processes are thermally actidats occurrence may take place with
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a certain probability per unit time depending on the characteristic activation energy

(Es) and substrate temperature— equation (2.7) whetg; is the Boltzmann constant.
v OexpE, /kgT,) (2.7)

l(i) ?(a) T(a)

LI |
s )gg )¢

X X T\ &
e ?}‘ > o L‘)\yﬁl -
L X _&l 11‘(4((‘ X

o

Figure 2.11 Main surface processes occurring dudpiaxial growth: (a) atoms deposition on the
terrace, (b) diffusion on the surface as adatorms,sfand nucleation, (d) attachment of adatoms to
existing islands, (e) atoms detachment from islgfjdatom diffusion along the island edge, (g) (h)
deposition of adatoms on top of islands and theesponding processes, (i) re-evaporation (after]j19

In the thermodynamic equilibrium, all atomistic pesses on surfaces run in two
opposite directions at equal rates (e.g. islandeation - island decay). A delicate
balance is formed between all adsorption and désarprocesses, therefore thin film
growth is clearly a thermodynamic non-equilibriunogess.

In contrast real surfaces, even very clean oneg,bmdar from perfect. Very often a
distribution of ledges, dislocations and point defeare located on the surface in
addition to the perfect terraces. These faults ohstsate surfaces can certainly
influence individual atomic processes like adsorpti diffusion and nucleation
behaviour. More information about discussed growtdsues can be found
in Refs. [198] [199].

Thin film growth mode

Epitaxial thin film growth at a crystal surface iaterface can be described in principle
by the three primary growth modes, which are showiigure 2.12. Following Bauer,
film growth may be classified in either of the @iling schemes: island growth
(Volmer-Weber (VW)), layer-by-layer growth (Frankarv der Merwe (FM)) or layer-
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plus-island growth (Stranski-Krastanov (SK)) [208]simple distinction between these
three modes can be done on the basis of energgdesldetween interactions of film
and substrate. During VW growth (Figure 2.12 a)pkmmlusters are directly nucleated
on the substrate surface and then grow into thimestsional (3D) structures. In a
broad sense, the presence of a VW suggests a wéatadation between film and
substrate. Atoms (or molecules) of deposited netare more strongly bound to each
other than to the substrate. This mode is displdyehany systems of metals growing
on insulators [198]. Layer-by-layer growth (FiguBel2 b)) presents the opposite
characteristic. The interactions between neighlbguatoms of deposited material in
thin film are weaker than that with the atoms & gubstrate. In consequence, atoms of
deposited material attempt to close a complete agao on the surface, before the
next layer starts to grow. FM growth mode was ol=g#rin cases such as:
semiconductor growth on semiconductors, adsorbedsgan graphite and on several
metals, in some metal-metal systems [198]. Fin&8lsanski-Krastanov growth mode
(Figure 2.12 c)), presents an intermediate case.SK growth mode is a 3D growth
mode on an initial 2D overlayer of the film. Duriggowth the first monolayer, or a few
monolayers, form initially a 2D overlayer, but sefsent layer growth mode is
unfavourable and further growth is realized by thwnation of 3D islands. There are
many possible reasons for this mode to occur, Batt@e mismatch between the film
and the substrate is one of the frequent caseseTdre now many examples of its
occurrence in existing systems [198].

a) b) c)

?////////|
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Figure 2.12 Schematic view of thin film growth meda) Volmer-Weber (island growth), b) Frank van
der Merwe (layer-by-layer growth), c) Stranski-Keasv growth (layer-plus-island growth).
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It is noted that this classification is based oemltally non-active film - substrate
interfaces. In case of the occurrence of chemital f substrate reactions, like in the
presented thesis, the growth scenario becomes coamnplex.

Ostwald ripening

Ostwald ripening is the phenomena, observed i sallutions or liquid sols, in which
larger particles grow in favour of smaller partgléen order to achieve a more
thermodynamically stable state. The final statehsracterized by a size distribution of
the ensemble of particles. This phenomena wasdestribed by Wilhelm Ostwald in
1896 [201]. Initially, the Ostwald ripening processs observed and theoretically
described only in case of bulk materials (solidusohs, liquids). However, a similar
phenomenon was also observed in several casestaxiapgrowth of nanocrystals on
solids surface [202]. Driving force of Ostwald nipeg is Gibbs-Thomson effect, which
describes variations in vapour pressure or chemigtdntial across a curved surface or
interface [203] [204]. In this sense, the vapowespure for small particles/islands with
high curvature is higher than for large particlafid with smoother curvature,
resulting in higher stability of the latter oness.clase of epitaxial growth, nanoislands of
the growing material will nucleate on the substiaitbe distance between nanoislands
is larger than the atom diffusion length. The scefés out of equilibrium since the step
edges of the nanoislands cost free energy. Thandriforce of Ostwald ripening
depends on the mean radius of curvature of theislands: atoms flow from islands
with high curvature to islands with low curvatureherefore, for a fixed amount of
material, the consumption of the smallest nanodgan favor of the larger ones can be
observed. More information, including also thewadtimodels of the phenomenon
described above, can be found in Refs. [205] [22@T].



Chapter 3

Results and discussion

After the theoretical introduction concerning difat aspects of the possible
development of microelectronic industry and a shwéesentation of the experimental
setup, a detailed study of experimental resultscasclission is given here.

This chapter begins with a brief presentation ef¢lean Ge(001) surface. Bearing in
mind that obtaining a clean Ge(001) surface iseemély important, especially for nano-
scale spatial resolution STM investigations, thers sub-chapter is focused on the
description of Ge surface cleaning procedure. Itedaesults show that the mentioned
cleaning technique results in an atomically cle&@(081) substrate.

Afterwards, next two sub-chapters present a detateuctural, morphological, and
compositional study on the growth and evolutiorCofGe, and NiGg, nanostructures,
respectively, as a function of subsequent anne&@agments at increasing temperature.
The main part of this study was based onrasitu STM study of the morphological
evolution of a thin metal layer deposited at RT @r(001) and then subsequent
annealing treatments were carried out, thus mimgkine typical cleanroom process for
metal contact formation in Si microelectronics. Amchal measurements ((S)TEM-
EDX, XPS) gave an opportunity to complete the figdi from STM and allowed to
monitor the reaction between metal and Ge in thendbion process of germanide
nanostructures. Both chapters were arranged in dAme way (sequence of
measurement techniques, the same size of scaniraf®&M for most cases etc.),
thereby the reader can easily compare the two tigeted systems. At the end of each

section, a short summary of the key results isgutesl.
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It should be noted, that results and discussioesemted in this chapter are in a
certain extent covered by work published in peererged journals. A detailed
publication list of the author of this dissertatiengiven in the section: “Scientific
visibility during the PhD thesis”.

3.1. The pristine Ge(001) surface

As the detailed description of the Ge(001) surfaseproperties and the main types of
Ge surface cleaning methods were given in Chapget 2zhere attention was focused on
a more precise description of the chosen cleaniathod, including also the technical
details. Then, based on STM, the effectivenesshef used cleaning method was
presented.

The Ge samples were cleaved from an Sb-doped, en-Bg(001) wafer with a
resistivity ofppuk ~ 1-10Qcm, mounted on standard molybdenum direct-curreatiig
sample holders and introduced to the STM UHV systermm many different Ge(001)
cleaning procedures (please see Chapter 2.2.19anirg method consisting of several
cycles of argon ion sputtering followed by thermtr@atment at UHV conditions was
chosen and the process parameters were optimizélaefgiven STM UHV system.
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Figure 3.1 STM images of Ge(001) surface afternttepprocedure containing 5 cycles of sputtering an
annealing: a) 400 x 400 rfmV/s= -2 V, |= 80 pA; b) height profile along blliee and histogram.
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The cleaning procedure began with the degassitiggosample at around 500 °C in
DH mode for 1 h-2 h, depending on the vacuum cadit(< 5 x 10° mbar). Then the
sample was processed by several cycles of argomspattiering followed by thermal
treatment. Standard parameters for argon ion sdtevere: beam energy (0.7-1) keV,
Ar pressure ~1 x IDmbar, and time 30 min. The thermal annealing av\¢dnditions
were realized at (700-750) °C for (10-30) min. Bé&aote that during this procedure the
vacuum pressure was an important parameter (sinotilceach above 1 x fanbar). In
addition, the next cycle could start when the sanwés cooled to below 50 °C. As
standard, 5 to 7 of such cycles were typicallyiedrout.

This procedure allowed to achieve an atomicallyam)ereconstructed Ge(001)
surface. As shown in Figure 3.1, a clean Ge(00tfpse featuring wide monoatomic
terraces (typical widti250 nm) was obtained. The measured step heightebetw
monoatomic terraces of 0.15(2) nm by means of ghhgirofiles and/or a histogram, is
in agreement with earlier Ge(001) STM studies [1A3{letailed analysis of the surface
geometry shows that both the p(2 x 1) and c(4 s#face reconstructions were the
dominant Ge(001) surface phases at RT, with a lawed vacancy concentration
(DVC) value of ~2%. As expected, the p(2 x 2) damawere visible only occasionally
[170]. Examples of all these types of Ge(001) siefeeconstruction are illustrated in
Figure 3.2. The dashed white lines in Figure 3.2ih) to help to distinguish between

c(4 x2) (symmetric rows) and p(2 x2) (asymmetramns) surface reconstruction

domains.

LI =

Figure 3.2 STM images of very clean Ge(001) shoviiegl p(2 x 1), p(2 x 2), and c(4 x 2) type of Ge
surface reconstruction: a) 9 x 9 hrids= -2 V, 1= 80 pA; b) 9 x 9 nmVs= 2V, I= 1 nA.
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3.2. Cobalt germanide nanostructures on Ge(001) surface

This chapter presents a systematic study on thatgr@and evolution of Cése,
nanostructures as a function of subsequent angedlieatments at increasing
temperature. Please note that subsequent thermaalarg treatments were realizied
situ at different temperatures (150 °C, 250 °C, 4005@) °C, 600 °C for 60 min using
radiative heating mode and 700 °C for 30 min bydirheating mode). Temperatures
were measured by means of a thermocouple type Kaandfrared pyrometer (above
500 °C range) with an accuracy of £ 10 °C and €£5respectively. For XPS study the
samples were prepared nominally identical liketfer STM study. After RT deposition
of the same amount of Co on clean Ge(001) substtla¢esample was immediately
transferred to the XPS UHV system to perform terapee dependent XPS studies.

Characterization of the Co-Ge system

The search for low resistance metal-germanide cbrégehemes benefits from the
gained scientific expertise on the formerly invgated corresponding silicides [208]
[209] but fundamental materials science differennderms of thermal budgets, crystal
phases etc. exist and must be considered with gagatto achieve stable low resistance
metal contacts to Ge. In particular, as shown gufé 3.3, the Co-Ge system exhibits a
complex bulk-phase diagram, containing seven dyuilin stable phases with a wide
range of different physical properties [210] [21R]ease note that in general the bulk
phase diagrams are only of limited use for nanoseieFor instance, it was found in
thin films that not all bulk metal-germanide phasesur, and that, contrary to bulk
systems, simultaneous nucleation of different phaseere observed [211].
Consequently, the Co/Ge thin and ultra-thin filmsteyns have recently been
investigated using different experimental methodshsas: TEM [212] [213], XRD
[214] [215], XPS [216] and STM studies also supedrby theoretical calculations
[217] [218] [219] [220] [221] [222] [223].

The interest in cobalt germanides, in particulaKGEostems from the fact that this
phase shows the lowest resistivity and good thestaddlility, and as such is best suited
for ohmic metal contact formation in Ge-based dewif224] [225] [226]. CoGgphase

crystallizes in an orthorhombic structure with uoill dimensions a=b =5.68 A,



71

c =10.82 A [227]. A schematic structure of the @p@nit cell is shown in Figure
3.3 b) [217]. The resistivity of CoGas approximately 6Qcm [211]. In addition,
Figure 3.3 c) shows a typical phase sequence,dom8thin film Co/Ge(001) system.
In contrast to binary bulk phase diagrams, whiolsent system stabilities of a given
alloys at a certain temperature, the phase sequsmen here describes the effect of
increasing temperature to the JG® phase due to diffusion. The CoGahase occurs

around 650 °C, while at lower temperature the CaGkCg@Ge; phases dominate.
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Figure 3.3 Characterization of the Co-Ge systenth@)pinary bulk phase diagram for the Co—Ge system
(after [210]); b) CoGegunit cell structure (after [217]); and c) typigaiase sequence for the reaction of
30 nm thick Co film deposited on Ge(001) (after]p1
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STM study

Results presentation in Chapter 3.2 begins withreeal description of the evolution of
the surface structure of RT-deposited Co on Ge(Gkl)a function of subsequent
annealing treatments at increasing temperatureydans of STM technique.

Figure 3.4 shows a STM topographic image of Ge(tjace after deposition of
approximately 4(1) ML of Co atoms at RT. The Cofate coverage was estimated
from STM images for low coverage and extrapolatetligh coverage (shown in next
section titled “Low coverage STM study”). The temastructure of the underlying Ge
substrate is clearly visible. Quantitative analysws that the average height between
two neighbouring terraces is ~0.14(1) nm (heightfijgr in Figure 3.4 a)), which
corresponds to monoatomic high Ge(001) step editypsever, closer inspection shows
that the Ge(001) surface reconstruction is no lomdserved by STM at this coverage
(Figure 3.4 b)). After Co deposition, the STM imagow a high density of Co metal
nano-sized clusters covering the surface. The gees&e of the Co metal cluster is:
0.8(4) nm (radius), 3.1(8) rfir(cluster area), and 0.12(2) nm (apparent heigFip
RMSR of single terraces was estimated to be 0.0W{#)These observations strongly
suggest that evaporation of a few MLs of Co on®le€001) substrate at RT results in a
VW growth mode.

(AT
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Figure 3.4 STM images: a) sample surface after @usition (400 x 400 nmVs= -2V, I= 120 pA),
inset depicts an example of height profile along mharked blue line; b) enlarged view on the sample
surface which is coated with nanometer-sized metadters (50 x 50 nfn Vs= 2V, I= 220 pA). All
image sides aligned on the <010> equivalent dioesti
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In addition, in line with a VW growth mode, LEED tdaclearly demonstrates the
Ge(001)-p(2 x 1) type of reconstruction in Co-fseeface regions (Figure 3.5). Please
note that these apparently conflicting results M and LEED clearly indicate the
VW growth mode. LEED, which is a very surface sevsitechnique, can easily “see”
the Ge(001) surface reconstruction in Co-free serfeegions between Co clusters.
Although STM theoretically allows sub-atomic resan, one is not able to resolve the
p(2 x 1) reconstruction of clean Ge between thé lignsity Co clusters, due to the
strongly corrugated sample surface morphology ligh difference between the STM
tip curvature and the dimensions of Co metal chg¥te

120eV 1208V

Figure 3.5 LEED images taken at 120 eV for: a) rcl€e(001) surface; b) sample after deposition of
approximately 4(1) ML of Co atoms at RT. To helg thnalysis of LEED results, part c) depicts
simulated LEED pattern of 90° rotated p(2 x 1) acefdomains.

First sample annealing treatment at 150 °C for dr leaused a slight change in the
morphology of the surface (see Figure 3.6). Theated character of the surface
morphology was retained. The morphological analghiswed only a slight increase of
the RMSR value from 0.07(4) nm (as-deposited) 69(2) nm. The metal clusters are
still visible, however it seems that they starivet the surface and merge each other. In
consequence, a clear border between single clustesgppears, which creates
difficulties in estimating the global statistics fmetal clusters.
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0.6 nm

0.4 nm

0.2 nm

50 x 50 nm, Vs=-1.6 V, I= 60 pA. All image sides aligned tre <010> equivalent directions.

Subsequent annealing at 250 °C for 1 hour caussidraficant change in surface
morphology (Figure 3.7). The Ge terrace structucgpmology is not visible anymore.
Instead of typical Ge-terraced morphology, an inbgemeous layer of probably
CoGg, phase is clearly visible. A detailed analysis lat fareas shows that on the
atomic scale, the top layer sometimes is charaet@rby presence of surface order
(Figure 3.7 b)). From a global perspective, on itittomogeneous GGs, top layer,
local voids are present. In addition, ordered m¢aof rectangular shape start to nucleate
and grow at randomly located places on the surf@égsre 3.7 c)). In consequence, the
surface roughness increases (RMSR ~0.16(2) nm).

In short summary, annealing at 250 °C drives thdeation of ordered nanocrystals.
A significant rearrangement of the surface morpgglon the Co/Ge system was
observed. These changes in the surface morpholegyaased probably due to the fact
that atoms in the Ge terraces are interacting thieghCo metal clusters. The de-wetting
phenomenon plays also an important role, howevet agned out, its relevance is
more pronounced after next annealing steps. Thethgpis about the onset of Co-Ge
interaction during this annealing step is base®®N! studies on the oxidation of metal
surfaces where a similar reaction scheme was oddenamely the onset of oxide
formation starts by consuming the more reactiveahtetrace atoms first (missing row
reconstructions etc.) [228].
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Figure 3.7 Sample surface after annealing at 25@f@ hour: a) 400 x 400 rimVs= 2 V, 1= 80 pA; b)
50 x 50 nrA, Vs=-1.8V, 1=80 pA; and c¢) 3D rendering of medkarea in panel a) 100 x 100%m
Vs=1V, |=200 pA. For a) and b) all image sidégreed on the <010> equivalent directions.

Figure 3.8 shows the derivative of STM images rdedrafter annealing the sample
at temperatures between 400 °C and 700 °C. Becausmages represent the same
scanning scale, Figure 3.8 provides a simple cowsgarof the surface morphology
changes after subsequent annealing treatmentseétavely high temperature range. It
is clearly shown that during annealing significafitanges in surface morphology
occurred. Starting from annealing at 400 °C theuaemnce of well ordered, three-
dimensional nanostructures is evident. A clearease of the size/volume of the larger
nanostructures as a function of annealing temperatas visible. In addition, a
decrease in the density of the smallest nanoislemfds/or to bigger ones was observed.
This scenario most probably results from the Ostwigdening phenomenon, driving the
merging of smaller clusters thanks to their enhdrsteface diffusion. Next paragraphs

give a short description of each of these anneafeaiment steps.
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Figure 3.8 Scanning tunneling topographic deriwativages of annealed samples at: a) 400 °C foud ho
(400 x 400 Ny Vs=2V, 1=100 pA); b) 500 °C for 1 hour (40@R0 nnf, Vs=2V, I=80 pA); c)
600 °C for 1 hour (400 x 400 fmVs= 1.6 V, 1= 50 pA); and d) 700 °C for 30 minsit@t00 x 400 nf
Vs=-1.6 V, I= 100 pA).

Figure 3.9 illustrates STM results obtained for pEmannealing at 400 °C for 1
hour. Once again, with reference to the previougealing step (at 250 °C), annealing at
400 °C leads to a significant change in surfacepimaiogy. The CgGe, layer tends to
agglomerate, which leads to the growth of well oede three-dimensional
nanostructures, exposing the underlying Ge(0Olfaser The majority of these
structures has rectangular, elongated shapes agidrgmtially grows along two
orthogonal Ge directions [110];[-110]. It could heticed that several nanostructures
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exhibit more complex L- or T-beams-like shapes,clnhmight result from coalescence
at 90° of two or more rectangular shaped nanostreaslands. Quite often, the flat top
surface of such nanostructures is characterizecbbyplicated, locally ordered surface
arrangements (inset in Figure 3.9 a)). A short mietson as well as possible explanation
for the presence of this type of super-structusegiven below in the description of the
next annealing step. In addition, a large numbereoy small, more square than slightly
elongated nanoislands, distributed between thelastguctures were also observed.

Figure 3.9 Sample surface after annealing at 4006tC1 hour: a) STM and b) 3D rendering
(200 x 200 nrfy Vs=2V, I= 100 pA). Inset in panel a) depict® thne-dimensional super-structures
found often on top surface of nanostructures (15 rnf, Vs= —0.8 V, I= 100 pA, Z-Range: 500 pm).

Further annealing at higher temperature (500 °Clfoour) tremendously improves
the surface structure ordering processes. Figui® 3hows well separated and
organized nanostructures. The nanostructures prefadopt an elongated shape and
preferentially run along the two orthogonal [11€]10] directions of the Ge(001)
substrate. The number of structures with more cexphapes strongly decreased. It
was found that due to the Gibbs-Thomson mechani&?8][ the population of the
smallest nanoislands clearly decreases in favourthef larger ones. Moreover,
simultaneous increase of the size/volume of thgelananostructures was observed. A
more quantitative analysis of nanostructure dinmrssincluding all annealing steps is
given in the following of this thesis, however &ist point other important findings

related to annealing at 500 °C are shortly presente
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Figure 3.10 Sample surface after annealing at 80@ct 1 hour: a) STM and b) 3D rendering
(200 x 200 nrfy Vs= 1.8 V, 1= 80 pA).

Figure 3.11 depicts STM investigations of the stefarea between nanoislands
recorded after annealing at 500 °C. Figure 3.lillustrates that the surface between
nanoislands exhibits a terraced morphology. Closspection clearly shows the
reconstructed Ge(001) surface, which was confirfogee.g. monoatomic terrace step
height of 0.15(2) nm and by the presence of typitgles of Ge(001l) surface
reconstructions (inset in Figure 3.11 a) and Figlifel b)). It is important to note that
the nanostructures influence the terrace widthridigion as compared to the clean
reconstructed Ge(001) surface - the average termgickh decreases near the
nanostructures. This effect is understandable tndn be explained as a result of Ge
consumption near the nanostructure and/or stepngmniue to locally induced strain
fields by the nanostructure. In addition, a sigaifit increase in DVC to ~6(2)% was
observed. This effect is very likely related to (be-Ge interaction. Chat al. reported
that for Ge(001)-p(2 x 1) surfaces, subsurfaceudifin of Co atoms results in the
creation of surface strain which is partially competed by a DVC increase which
allow for more effective elastic relaxation of thierface strain [223]. This phenomenon
was predicted using theoretical calculations andficoned by STM measurements.
Finally, Figure 3.11 distinctly illustrates that @61)-c(4 x 2) reconstructed surface
areas are more frequently visible near the nancstres, suggesting again that this
behaviour can be triggered by a changed straimbalan the Ge surface in the vicinity

of the Co-Ge nanostructure islands.
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Figure 3.11 Detailed STM analysis of the surfa@adretween nanoislands for sample after anneding a
500 °C: a) 100 x 100 nVs=—0.4 V, |= 100 pA; a) Inset 20 x 20 Airs= 0.8V, I= 30 pA, Z-Range:
600 pm; b) 40 x 40 nmVs= 0.8 V, |= 80 pA.

Further analysis of the surface morphology for dampfter annealing at 400 °C and
500 °C reveals that the observed nanostructuresbeadivided into two different
morphology classes, namely flattop-type and ridgee-tnanostructures, with the ridge-
type nanostructures observed more frequently. Eigud2 depicts a more detailed
analysis of ridge- (panel (a)) and flattop-typenga(b)) nanostructures, which were
found on the sample surface after annealing at°’60Qine profiles along (blue lines)
and across (red lines) the nanostructure longitl@ires x and y are presented in panels
(c), (d) and (e), (), respectively. Side walls faoth types of nanostructures have an
inclination of ~35° with respect to the Ge(001) faoe, corresponding to four
equivalent {112} facets. The top surface of theétfip-type nanoislands is parallel to the
Ge(001) surface. The ridge-type nanostructures lamw&urface structure which is
entirely characterized by inclined facets, conttarthe flattop-type islands.

As shown on insets in Figure 3.12 a) and b), the gorface of the investigated
flattop- as well as ridge-type nanoislands revehés existence of one-dimensional
super-structures. In the case of ridge-type islati@sstructure is made of a single one-
dimensional chain, whereas in the case of theoffaislands, the top surface area is
composed of multiple one-dimensional chains in aggtred arrangement. Detailed
analysis of these super-structures shows that segiment of one-dimensional chain

consists of small features with a size of ~*nor a single feature the average width is
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1.1(2) nm (FWHM value) and apparent height is 16D¢m. Additionally, the most
common distance between nearest features is gidn82) nm. However, quite often
deviations from this periodicity occur. Namely theriodicity of 2.6(3) nm, which is a
value around 1.5 times greater than the basic geitp (1.8(2) nm), was seen very
often for flattop-type nanostructures. Interesyngluch lateral periodicity breaks were
not observed for features on ridge-type nanostrastuJnderstanding of the origin of
this type of super-structures is still under inigegion. However, the hypothesis that
this regular arrangement is stabilized by stralaxation at the island edge, while the
flat top facet could indicate a plastic strain xak@on occurring in this type of islands
appears to be most appropriate assumption. Pleztgsetimat results presented above
perfectly corroborate and extend previous work regazbby Mockinget al. [222], where
for similar conditions of Co/Ge(001) sample preparatwo types of nanostructures
were observed (called by them: peaked nano-crystadgiivalent to ridge-type
nanoislands) and flat-topped nanocrystals (equiadteflattop-type nanostructures)). In
addition, close-up of the one-dimensional strugusere also observed. However, in
contrast to results presented in this dissertaboe;dimensional super-structures were
observed only on top surface of flat-topped narstaty.

Finally, the STM image obtained after further arimgaat 600 °C for 1 hour is
presented in Figure 3.13. In comparison to the ipusvannealing steps, annealing at
600 °C causes a clear and significant increasen@fnanostructure area and height.
Interestingly, the ridge-type nanostructures cleadominate in the nanoisland
population. These trends are even more pronountted annealing at 700 °C for 30
minute. Figure 3.14 shows the growth of fairly bidge-type nanoisland. It is relevant
that after annealing at 700 °C flattop-type nanadtires were not observed anymore.
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Figure 3.12 3D rendering of a a) ridge-type island of a b) flattop-type island found on the swzfat
the sample after annealing at 500 °C for 1 hows<isectional profile obtained along (x-directiord)

and across (y-direction, e-f) the main nanostrecaxis, respectively.
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2nm

Figure 3.13 Sample surface after annealing at 60@ct 1 hour: a) STM and b) 3D rendering
(200 x 200 nrfy Vs= 1.6 V, 1= 60 pA).
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Figure 3.14 Sample surface after annealing at @fdf 30 minutes using direct heating mode: a) STM
and b) 3D rendering (200 x 200 Anvs= —1.6 V, I= 100 pA).

Figure 3.15 shows a quantitative analysis of thepimological parameter evolution
as a function of the sample annealing. This overvg based on analysis of: 200 (50
flattop-type) nanoislands for 400 °C and 500 °Q) 280 flattop-type) nanoislands for
600 °C and 30 nanoislands for 700 °C. At the beagmnthe so-called effective
thickness &« was analyzed. Thest is defined as the ratio of the total volume of
nanostructures found on top of the sample surfacéh¢ scan area. Figure 3.15 a)
depicts theds parameter as a function of the anneal temperatuseclearly visible that
by the annealing treatments, the total amount nbsiucture material was diminished.
The effective thickness decreasing frogi=t 0.53(2) nm (%,+=400 °C) to {4=
0.25(6) nm (Tn=700 °C). Such behaviour can be explained by twenpmena during
the annealing treatment: re-evaporation or diffasicto the substrate. Because STM
measurements alone cannot discriminate betweere ttves hypotheses, additional
measurements based on for example (S)TEM and/oraX@8ecessary to further unveil
the origin of the growth behavior. Figure 3.15Ib)strates the variation of the nearest
neighbor distance g between nanostructures with annealing temperaturethe
400 °C-600 °C range an almost linear increase ofghter distance from
dni=24.9(8) nm to g= 43(2) nm was observed, which is in contrast & &nnealing
step at 700°C, where a rapid, clearly non-lineacraase was observed
(dn= 364(5) nm). As anticipated by commenting the \dgive STM images in Figure
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3.8, this behavior is due to an Ostwald ripeningmmenon on the surface, leading to
the consumption of the smallest nanoislands inrfa¥the larger ones.

The average nanostructure length, width and thethéwidth ratio (L/W) as a
function of the annealing temperature, is displayedFigure 3.15c), d) and e),
respectively. The two types of nanostructures eklabdifferent growth dynamics.
Therefore, it is important to describe the evoltiof the nanostructures under the
annealing process in a separate way.

) In case of the flattop-type nanostructures, a sldgtrease in average
nanostructure length from L= 60(8) nm at 400 °CLto38(4) nm at 600 °C
and slight increase in average island width W=24( at 400 °C to
W=32(3) nm at 600 °C was observed. As a conse@getie L/W ratio
decreased from 1.9(2) to 1.2(1), which means thatflattop nanostructures
changed slightly from an initially elongated towsa more “square” shape. As
was already mentioned, beyond 600 °C flattop nanosires were not
observed anymore in STM.

i) In case of the ridge-type nanostructures, the dimgetreatment resulted
in an increase of both lateral dimensions. The ageemanostructures length
grew exponentially from L=5(1) nm at 400 °C to 124(9) nm at 700 °C.
Simultaneously a similar behavior was observedHteraverage nanostructures
width, which increased from W= 10(1) nm at 400 °€ W= 70(3) nm at
700 °C. In consequence, the L/W ratio did not satislly change during

annealing treatments and remained at a level ~1.8.
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Figure 3.15 Quantitative analysis of nanostructagphological data: a) effective thickness; b) esar
neighbor distance; c) length; d) width; e) aspetior(length/width) and f) height as a functiontoé
annealing temperature. Red symbols are for ridge-syructures while green for flattop-type struesur

In conclusion, quantitative analysis of nanostriesulateral dimension points out
that the ridge-type nanostructures show larger shapéilistathan the flattop
nanostructures in the observed annealing temperamange. Both types of
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nanostructures show an elongated shape (see L/W).rddowever, this ratio is
preserved in ridge-type nanostructures up to 7Q0le the flattop nanostructures
develop a more squared shape at 600 °C, and thappsiar at 700 °C.

Finally, in Figure 3.15 f) the analysis of the ughce of the annealing temperature
on the average height of the flattop- and the rigge nanostructures is given. As
shown, the flattop nanostructures exhibited a @nsaverage height of about h=3 nm
up to 600 °C. In contrast, the average height efritige-type nanostructures increased
slightly from h=2.9(3) nm at 400 °C to h= 3.1(3hrat 600 °C, and then substantially
increased to h=7.8(3) nm at 700 °C. In other worg®n increasing the annealing
temperature from 600 °C to 700 °C, a substantiahgk in surface morphology was
induced. In fact, not only the flattop nanostruesidisappeared, but the ridge-type
nanostructures showed the most substantial increasateral as well as height

dimensions.
Low coverage STM study

In order to shed more light on the initial nucleatof the CgGe, nanostructures, a low
coverage STM study was performed. The main resiss®ciated with low coverage
STM studies are briefly presented in this sub-atlafWhat is also important and as was
already mentioned, the Co surface coverage wanastl using STM images for low
coverage and a simple model proposed by Zandelieal. [221]. Based on these
findings, the coverage was further extrapolateligh coverage cases.

0.5nm b) g R 0.6 nm

0.4 nm

0.2 nm

=S ey 20 nm ) 50 nm
Figure 3.16 STM topographic images of Ge(001) serfafter the deposition of small Co coverage and
annealing at 500 °C for 1 hour and Z profiles aidi along blue lines as insets: a) 40 x 46,nm
Vs= 1.2V, |= 250 pA; b) 100 x 100 AnVs= -2 V, |= 150 pA.
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Figure 3.16 shows two STM topographic images ofGe¢€001) surface after the RT
deposition of a small Co coverage of about 0.2B(B)(around 16 times less than the
coverage so far discussed and presented in pre¥mss), additionally annealed at
500 °C for 1h. The filled state STM image (Figurd&a)) clearly shows that after
deposition of small amount of Co and additionaliyp@aling treatment at 500 °C for 1h,
Co has ordered into regular shaped, small unites&Hhow-coverage, atomic-scale 2D
structures can be grouped into three main typeghndre described more precisely in
paragraphs below.

The height-profile in Figure 3.16 a) passes throtlylee low-coverage structures,
namely: elementary building block or elementaryt undenotedd), a small 2D stripes
— (b), and large 2D nanostructure stripec)- (

* Elementary unit (a) is the smallest Co structure, found in the low cage
STM measurements. These structures have rectargidpe and are embedded
within the topmost layer of the Ge(001) surface.sMof the elementary units
have dimensions of 1.59(2) nm in width and 2.2h{#)in length, while a height
of about 0.04(1) nm is measured with respect toGleesurface level. These
findings are consistent with earlier studies frofdl2 Namely professor's
Zandvliet research group also reported that theosigpn of sub-monolayer
amounts of Co (0.1 ML) on Ge(001) and subsequeneamg at 275 °C for
5 min results in the creation of small, well-order€o structures, which are
embedded within the topmost layer of the Ge (00ifpse [221].

» Small 2D stripes p) also occur frequently. It seems that these strastoonsist
of several elementary building blocks. Precise ymisl revealed that the
elementary unitg) and small 2D striped) nearly exhibit the same values of
height and width (which for structure (b) amount65(2) nm and 1.60(2) nm,
respectively). The length of small 2D strip&$ &cross the dimer rows instead,
is about 1.67 times bigger (3.79(2) nm) than tleeneintary unit celld). Figure
3.16 a) clearly shows that the length of the elgargrunit cell ) is extended
over 3 Ge dimer rows while structut® {s clearly placed over 5 Ge dimer rows.

* And finally large 2D nanostructure stripe €). These nanostructures also show
an elongated 2D structure of their shape, wherdetigth of the nanostructures
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is determined by nanostructure growth across thmedirows. Analyzing
precisely the dimensions of these structures,ntlEconcluded that height and
width of the broad 2D nanostructure strigg i6 determined by multiple — but
not necessarily integer - numbers of the elementaitycell dimensions, namely
a height of 0.07(2) nm (2x bigger) and a width 8%2) nm (2.5x bigger) is

determined.

On the other hand, Figure 3.16 b) highlights theebrof 3D nanostructure growth
behavior. The 2D growth for nanostructures typycagltoceeds up to a critical size
where nucleation of the next layer becomes steaiyi and energetically possible and
nanostructure growth in the third dimension is thogiated. An elongated 2D
nanostructure stripal) featuring protrusions on its top is clear visibie=igure 3.16 b).
The additional inset shows the height profile altimg described nanostructures. In this
inset the dashed red line represents the levéleoGie substrate while the dotted red line
corresponds to the height of the investigated rtamcisire stripe without protrusions.
Interestingly, the height-profile analysis demoatss that the vertical distance between
Ge substrate (dashed red line) and nanostructuh®uwtiprotrusion (dotted red line) is
0.07(2) nm, which is nearly the same of what wagaiobd in the large 2D
nanostructure stripec) in Figure 3.16 a). The total height of nanostuuetstripe ¢) is
0.26(2) nm (height measured with respect to Getakitg into account nanostructure’s
protrusion). Also noteworthy is the fact that these bright protrusions on the right side
demonstrate the same periodicity of around 3.34sd) However, the distance between
the first protrusion on the left side and the nsaemtity is larger, namely 4.32(4) nm.
This irregularity could point to a lateral symmetogeak in the ?' layer nucleation
process. And finally, the total length of the imdgenostructure is 34.7(2) nm and its
width is 4.7(2) nm which corresponds to the suni®felementary unit blocks (15 x
2.3 nm) in length and of three columns in widthx (8.6 nm).

In short conclusion, findings related to the lowemge STM study of Co on
Ge(001) shown in Figure 3.16 allow to gain insiglais the anisotropic growth
mechanisms in the early stage. It is hypothesibatl the elongated shape of the 3D

nanostructure observed at high coverage (presdantg@devious sub-chapter) is thus
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related to an anisotropic spatial correlation oft wuilding blocks which is very
pronounced perpendicular to the Ge dimer rows luay Wimited along the Ge dimer
rows. The elongated shape of the nanostructuresheaefore result from an attractive
force of basic unit building blocks across adjaceimner rows. The structural
similarities of the elongated nanostructure morpggl at high coverage and low
coverage 2D structures are clearly evident andtpdm the fact that similar growth

mechanisms are active here.
(S)TEM-EDX study

This sub-section contains additionax-situ (S)TEM-EDX results of selected
Co/Ge(001) samples. (S)TEM-EDX measurements gavepportunity to validate
findings based on STM study and report a clearesad for the formation of Co

Figure 3.17 HR-TEM measurements on Co/Ge(001) ssifpt: a) “as-deposited” sample; and b) sample
after annealing at 500 °C.
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Figure 3.17 a) and b) shows two HR-TEM images Yav samples: “as-deposited”
and annealed at 500 °C for 1h, respectively. IntmadFigure 3.18 depicts (S)TEM-
EDX analysis of three samples: “as-deposited” at &nealed at 500 °C and annealed
again at 700 °C. After RT metal deposition a thm yer on top of Ge substrate is
clearly noticeable (Figure 3.17 a) and Figure 3d@panel). It seems that the Co layer
fully covers the Ge surface, however this resuttus to the projection of the (S)TEM-
EDX study along the surface and thus that the @asien of continuous Co layer is not
in contradiction to the Volmer-Weber growth behawieported earlier based on STM-
LEED study. The approximate thickness of the depd<sCo layer, estimated by means
of HR-TEM as well as EDX profiles, is about 1.5(8). A further annealing at 500 °C
for 1 hour leads to tremendous changes of samplgphotogy. The formation of
faceted CgGeg, nanostructures with a sharp, plane nanostructerefgerface was
observed (Figure 3.17 b)). By means of EDX analyfigure 3.18 b)) it is clearly
visible that the nanostructures undoubtedly consfstt Co germanide phase. We
noticed that between the (&, nanostructures, only a signal from the Ge sulesisat
observed, which perfectly matches to STM obserwnatid aking into account this EDX
analysis and STM observations after thermal anmgadteps in the range between
250 °C and 500 °C, the formation of {G®, nanostructure can be attributed to a
chemical reaction between Co and Ge which is chemaed by two growth stages.
First, according to STM, surface diffusion of CodaGe results at 250 °C in the
formation of a continuous GGe, wetting layer along with a substantial change & G
terrace morphology. Secondly, according to the Sd EDX study, at around 400 °C,
the CqGs, wetting layer becomes instable due to Ge bulkudifin into the CgGe,
wetting layer, resulting in the formation of thesebntinuous Cd@se, nanostructure
islands with no major Co diffusion into the bulk the Ge substrate. This onset of Ge
diffusion into the continuous wetting (&g, - without noticeable Co diffusion into the
Ge substrate - is potentially related to the sigaiitly lower melting temperature of Ge
(T=938 °C) in comparison to Co (T= 1495 °C), phwg Ge atoms with a higher
diffusion into the bulk at the given temperaturmally, annealing at 700 °C for 1 hour
results in a strong enhancement of the interfaeetien between the Co germanide

nanostructures and the underlying Ge substrate(Sfi€EM-EDX image clearly shows
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that the formerly planar Co germanide nanostruf@eesubstrate interface evolves into
a strongly faceted interface structure. In conttagprevious annealing step, where Ge
bulk diffusion into the CgGg, nanostructure was considered, here EDX analysélgl
reveals a strong Co diffusion into the Ge substrates result confirms previous Co
diffusion studies on Ge substrates, which showedlasi types of diffusion behavior
[225] [216] [230].

a) As-deposited

b) 500°C
20 nm
c) 700°C

Figure 3.18 (S)TEM-EDX measurements on Co/Ge(0@ipptes. Scanning mode TEM images with
corresponding EDX analysis for: a) “as-depositeaihple, b) sample after annealing at 500 °C, and c)
sample after annealing at 700 °C.
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In conclusion, (S)TEM-EDX results are in line withdings based on STM-LEED
study and report a clear evidence for the formatib@o germanide nanostructures. It
can furthermore be stated that the Co-Germanidestarctures develop as a function
of annealing temperatures from a Co-rich towar@eaich CeGe, phase but a detailed
determination of the Co germanide nanostructurectstometry is however not
accessible by (S)TEM-EDX studies alone.

XPS study

To further validate observations presented in previsections, this part shows and
discusses the results basedearsituXPS measurements. The sample was prepared in
STM UHYV system in the same way as for measurengistsissed so far (about 4 ML
Co deposited on Ge substrate at RT) and #resitu transferred to the XPS UHV
system where the sample wassitu annealed in the 200 °C to 500 °C range. To check
the quality of the deposited Co layer, a surveynsgas recorded (data not shown).

Figure 3.19 presents the evolution of Co;2pGe 2p, and Ge 3d XPS spectra
measured for the as-deposited case (RT) and aftér  hour long annealing step. The
insets highlight peak position shifts as a funcadannealing temperature.

The analysis of the evolution of the Cos2XPS peak gives two main conclusions.
In this case, the peak intensity increases as@ifumof annealing and can be explained
by the change in surface morphology, namely evaiutiom 2D wetting layer towards
3D nanostructures. Given the surface sensitivityhef XPS signal, such behavior is
typical for thin film morphology evolution from 2Bwards 3D if the continuous layer
thickness is larger than the photoelectron inadasiéan free path before the dewetting.
Secondly, a clear Co Zppeak shift by up to 0.2 eV as a function of aningalowards
higher binding energy, clearly bigger than expentaé error in binding energy
determination (0.1 eV), was observed (inset in Faga119 a)). Based on (S)TEM-EDX
results, this peak shift can be attributed to ardbal reaction towards Co-germanide
formation. In this most probable scenario, the adbahreaction between Co and Ge
leads to a decrease in space charge around théo@®s,aesulting in a higher binding
energy for the Co 2p photoemission process (Co Ge™ bonding scenario).
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Figure 3.19 Co 2p, Ge gZpand Ge 3d core spectra of Co/Ge sample recorded RT deposition of

4 ML of Co and annealed to various temperaturesesgmted as different colored lines (see legend on
top). Peak position shift as a function of annepltemperature presented in insets. Data were not
normalized.
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Figure 3.19 b) and c) illustrates that both Ge devels (Ge 2g, and Ge 3d) feature
an intensity increase as a function of annealingfo continuing the XPS analysis,
please note that the Geszpand Ge 3d signals, due to the large differencéheir
corresponding photoelectron escape depth, reshigimer surface sensitivity of the Ge
2ps/2 With respect to the Ge 3d level. Detailed analgbisws that the intensity increase
is much more pronounced for the Gg2XPS signal. Once again, this behaviour can
be attribute to the evolution of the surface motpgyp going from an initial 3D metal
cluster layer over a 2D wetting layer towards 3Dd@omanide nanostructure islands,
with major uncovered clean Ge(001) surface aresgha annealing temperature is
increased. Please also note that the presence n&t@&e oxide, formed during thex-
situ transfer from the deposition chamber to the XRS, tandoubtedly may influence
the recorded Ge peaks and may prevent the obsmrvafithe initial transformation
from VW cluster to the C&g, wetting layer. The energy shifts of the Ge;2pnd Ge
3d core levels are reported in the insets. The g Binding energy decreases by
[0.05 eV while the Ge 3d 0.1 eV. Such a peak shift towards lower bindingrgye
is in principle in line with a partial Ge reductian the course of Co-germanide
formation.

Furthermore, it must be noted that these peak ghiftes are close to the limits of
the experimental resolution and need thus to lepneted with care. The reason for the
small peak shifts of the Ge XPS peak is partlyilatted to the fact that the Ge signal
from Co-Ge islands is strongly superimposed by libék Ge surface contributions.
Furthermore, the interpretation of the Ge XPS dgyisacomplicated by the fact that Ge
oxide signals become visible in the Gey2ps well as Ge 3d signal towards the high
binding energy side.

In summary, the temperature depended XPS studwslkm complement other
surface science techniques by additional structmédl chemical information. Findings
based on XPS results are in agreement with prelyialiscussed STM and (S)TEM-
EDX studies.
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Summary

In summary, the presented combined STM, LEED, ($)7EDX and XPS study were

performed to investigate the evolution ofGe, nanostructures after RT Co thin film

deposition, followed by subsequent thermal anngalihhese studies present the

relevant structural and chemical processes takimgepduring Co-germanide formation

on Ge(001).

Schematically the main results of this study casub@marized as follows:

i) The RT deposition of few Co MLs on the Ge(001) suabe results in a
Volmer-Weber growth mode. Due to limitations of STkhis technique
allowed to observe only 3D metallic clusters ondhehanged sample terraced
morphology. However, by LEED the (2 x 1) Ge surfaeeonstruction from
areas not covered by Co clusters was observedhdfarore, Co and Ge core
level binding energies confirm the non-reacted matf the Co/Ge system
after RT deposition.
i)  Annealing at relatively low temperature range ressin the first reaction
between Co and Ge. First annealing treatment at@5@sults in only small
changes in surface morphology. This leads to th&clasion that Volmer-
Weber Co islands are stable up to 150 °C. HoweM&S measurements
exhibit first changes in Co and Ge peak positiomciv is the proof for the
onset of a low temperature reaction. Similar XRtlifigs in this temperature
range were reported by Prabhakaeaal [216].

Next annealing was realized at 250 °C. This steqult® in relevant
surface morphology changes: the Co VW clustersatervisible anymore. Co
clusters react in particular with the Ge terracaret and form a continuous
CoGsg, wetting layer. What is important, no Ge terracesewisible anymore.
First instabilities of this flat C&e, are visible in terms of the formation of
elongated Cgg, nanostructures. Changes in XPS peak intensitig an
positions support the STM findings. It is interagtto note that thin film XRD
studies by Gaudeet al. report the formation of the CoGe phase in the
temperature range from 300 °C to 400 °C so thaCthwsermanide continuous

wetting layer is probably related to the CoGe phaié].
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i)  Annealing at high temperature (400 °C to 500 °Cjiates the de-
wetting of the CgGe, layer. This process is accompanied by the formatio
two types of well-ordered, elongated 3D Co-germamadnostructures (flattop-
and ridge-type), and simultaneously expose of i&@n¢ reconstructed Ge(001)
surface areas between nanostructures. Based oBNBIEDX study, it can be
concluded that Ge diffusion from bulk into the x\G@, nanostructures is the
main driving force towards creation of {8, nanostructures. Probably, the
Co-germanides formed during this high temperatareealing state are related
to CoGey, as this phase was found to dominate in the testypex regime from
400 °C to 600 °C [211].

iv) Finally, annealing above 600 °C demonstrates Odtwapening.
Statistical analysis of the 3D (&g, nanostructures evolution as a function of
higher annealing treatments shows that flattop-typeostructures are less
stable than ridge-type nanostructures. Flattop stamctures disappear
completely whereas ridge-type nanostructures grogize. The (S)TEM-EDX
study presents a change of the Co/Ge interfacetateuaway from a planar
towards a faceted interface morphology and rev€algliffusion into the Ge
substrate. It is noted that the Ostwald ripeningues in the temperature regime
where Gaudett al. report the formation of the Cogphase to start above
600 °C [211].
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3.3. Nickel germanide nanostructures on Ge(001) surface

This chapter presents systematic study on the ¢roavid evolution of N(Ge,
nanostructures as a function of subsequent angedlieatments at increasing
temperature. In order to ease the comparison betwee investigated systems, the
sample preparation procedure, the amount of deggbeiaterial and the duration as well
as temperature of annealing treatments were vemesi However, it should be pointed
out that due to the strong low temperature Ni diffa and limitations associated with
current state-of-the-art Si photonics in CMOS tedbgy, the annealing temperature
has been limited to 500 °C. All subsequent theramalealing steps were performed
situ at temperatures ranging from 100 °C up to 5006€ 60 min using radiative
heating. The sample temperature was controlled &gns of a type K thermocouple in
direct contact with the sample holder (T measurdraecuracy of £10 °C).

Characterization of the Ni-Ge system

Figure 3.20 a) depicts that Ni-Ge system exhibit®mplex phase diagram with a wide
range of different physical properties [227]. Hoeevit must be noted that in general
the bulk phase diagrams are only of limited usenfamoscience owing to the strongly
increased surface/volume ratio and to the influentethe nanostructure/substrate
interface at the nm-scale. Consequently, the NitHieand ultra-thin film systems have
recently been re-investigated using different expental methods (such as
transmission electron microscopy (TEM) [231] [23X}ray diffraction (XRD) [233]
[234]; electrical characterization [235] [236]; adray photoelectron spectroscopy
(XPS) [237]) as well as theoretical calculation8gP [239]. According to the best
knowledge of the author of this thesis, there dear lack of STM studies on Ni-Ge
system, which is extremely important from the padftview of ultimate nano-scale
growth control. The STM studies were reported iasddr the Ni/Ge(111) system only,
and have been dated to the years 2013-2014 [240f].[However, it should be
emphasized that as the scalability of Ni-germarfteation becomes more and more
important in nano-scaled Ge-based devices (themphase has to be achieved in ever
smaller nanostructures [118]), studies without racale resolution are thus of limited

use for future process development guidance. Towett is crucial to perform STM
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studies on Ni-Ge systems, because it gives an appty to unveil the atomistic

mechanisms of the formation of metal contacts imorscaled Ge-based devices.
Certainly, Ni germanide contacts on photonic Gerostructures also require nano-
scale control, as nano-scale defects might resultinhomogeneous SBH with

detrimental effects.

Among all stable stoichiometric Ni-Ge phases, fjemerally acknowledged that the
NiGe phase is best suited for ohmic metal contactmétion, due to low sheet
resistance, good stability under heat treatmenti@mdorming temperature [211] [224].
The NiGe phase crystallizes in a MnP-type orthorionstructure with unit cell
dimensionsa= 5.381 A, b= 3.428 A,c= 5.811 A [233]. A schematic structure of the
NiGe unit cell is shown in Figure 3.20 b). The ségity of NiGe is approximately
22 uQcm [211], which is comparable to that of NiSi (omkethe materials commonly

used in the manufacturing of electrical contactSiH€MOS technology).
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Figure 3.20 Characterization of the Ni-Ge systejiiha binary bulk phase diagram for the Ni-Ge syste
(after [227]); b) schematic of the NiGe structuedtdr [239]); and c) unusual phase sequence for the
reaction of 30 nm thick Ni film deposited on Ge(PQafter [211]). Typically, the observed phase
sequence for most of investigated thin film Ni/G¥(P system is as follows: Mse—NiGe—Melted.
This example shows how important are further ingasions of this system on the nano-scale.
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For such complex systems like Ni-Ge, it is importan determine the phase
formation sequence. According to the Walser andeB&MB) rule (explained in detail
in Chapter 4.2.1) proposed in the “70s, which dessrthe bulk metal-semiconductor
solid-phase reactions [242] [243], first compoundhticleate in binary Ni-Ge reaction is
the NpGe phase, which then passes into NiGe. Many stiepapers demonstrate the
compliance of the mentioned rule and predicted @lsagjuence. For example, Wittmer
et al. confirmed the WB rule for the Ni/Ge system and destrated the presence of
NiGe above 250 °C, following the initial appearamée NpGe phase [243]. However,
Nemouchiet al. [244] and Gaudeet al. [211] [234] presented another J&ig, growth
scenario where, based on TEM and XRD, the inittaimation of N§Ge; and NiGe
germanides phases was reported to simultaneousty;oftirther annealing resulted in
the growth of NiGe while NGe; was completely consumed. In addition, Nathal.
reported, based an-situ TEM studies, that the NiGe phase can be grown tijren
Ge(001) — without the metal rich phase®g, phase (x > y) — when Ni is deposited on
Ge at a substrate temperature of 300 °C [232].ummsary, the formation of good
quality NiGe phase occurs around 300 °C. Howevevas also demonstrated that NiGe
formation can occur at lower temperatures (aros@ °Z) [245] [246] and even at RT
[244]. In conclusion, the various studies agreehenformation of NiGe around 300 °C
but disagree on the initially formed, metal riclapé.

STM study

This sub-section presents the main part of resuitshe studied Ni/Ge(001) system,
namely the STM study on the surface morphology wian of RT-deposited Ni thin
layer as a function of subsequent annealing steipsr@asing temperature.

Figure 3.21 shows a series of STM images of theD@g(surface after ~1 nm Ni
deposition at RT. To determine the thickness ofdbating, other techniques like HR-
TEM and angle-resolved XPS were used, which isrdestt in next sub-chapters. Here,
STM results clearly show that after RT Ni depositithe Ge(001) surface is closely
covered by high density metal nano-sized clustéosvever, the terrace structure of the
underlying Ge substrate is preserved. Quantitadimelysis shows that the average
height between two neighbouring terraces is ~0)J1&(2 (e.g. height profile in Figure
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3.21 b)), which corresponds to monoatomic high G&)Gtep edges. Closer inspection
shows that the Ge(001) surface reconstruction idonger observed by STM at this
coverage (Figure 3.21 c¢) and d)). This can eitleeattributed to limited STM resolution

on this strongly corrugated system or to a charfggudace energy by the metal/Ge

induced interface strain. The average size of the@al cluster is: 1.79(8) nm (radius),
10.6(6) nm (cluster area), and 0.08(1) nm (apparent height).

Figure 3.21 STM topographic images of sample sarégter Ni deposition: a) 400 x 400 fAifVs= -2 V,

I= 80 pA; b) an example of height profile along tmarked blue line; c) and d) enlarged view on the
sample surface which is coated with nanometer-sizertal clusters at two opposite polarities

(40 x 40 nrA, I= 80 pA, Vs=-1.8 V and 1.8 V, respectively)] 8TM image sides aligned on the <010>

equivalent directions.
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The RMSR of single terraces was estimated to B&(D)ym and is only little bit higher
than for clean Ge(001) surface. No difference betwtao opposite bias high resolution
images also proves the metallic character of theemfed nanoclusters. These
observations lead to the conclusion that evaparatfa few MLs of Ni on the Ge(001)
substrate at RT results in a Volmer-Weber growtldeno

This conclusion about a VW growth mode is also cowd by the results derived
from the LEED study. Figure 3.22 depicts an exangdl¢he LEED images recorded
directly before (clean Ge (001)) and right aftez tteposition of about 1 nm of Ni at
RT, carried out on the same sample and at the sdew&ron beam energy (120 eV).
LEED clearly demonstrates that on clean Ge(00lfaser the Ge(001)-p(2 x 1) type of
reconstruction occupies the widest surface areter Afi deposition the signal to noise
ratio has changed, however the weak spots, whichegmond to Ge(100)-p(2 x 1)
surface reconstruction from Ni-free surface regians preserved. These observations
are in line a) with the conclusion based on STMIgtihat evaporation of few ML of Ni
on the Ge(001) substrate at RT results in a VW ¢granode and b) that limited STM
resolution fails to resolve the (2 x 1) reconstiuttof clean Ge between the high
density Ni metal clusters.

120eV

Figure 3.22 LEED images taken at 120 eV for: ajrl&e(001) surface, and b) sample after deposition
of about 1 nm Ni at RT.
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Annealing the sample at 100 °C for 1 hour causgdifizant changes of the surface
morphology (Figure 3.23). The sample surface stihifests a terrace morphology with
an average step height of 0.17(4) nm, compatibté e Ge(001) step edges height.
However, metallic nanoclusters are no longer wsilduring the annealing treatment,
Ni clusters coalesce to form an inhomogeneou&gjilayer. On each single terrace, the
presence of a large number of small (by means ofimied area, 10(4) rfin but
relatively deep (0.20(6) nm) voids is observed.SEneoids occupy about 15(1)% of the
total surface area of the terraces. The RMSR wvaleasured on top of Nbg, layer on
the single terrace (voids are not included) didai@nge and still equals ~0.09(1) nm.

2.0 nm
1.6nm 1.2 nm
1.2 nm

0.8 nm
0.8 nm

0.4 nm

0.4 nm .

NSy T v —y ey
Figure 3.23 Sample surface after annealing at @0&) 400 x 400 nfy Vs= -2V, |=120 pA; b)
200 x 200 nr Vs= 1.8 V, I= 80 pA. All image sides aligned thie <010> equivalent directions.

‘T_-:' ‘ ) V. “‘ all
Figure 3.24 STM topographic images of sample sar&fter annealing at 100 °C: a) and b) 50 x 56,nm

I=80 pA, Vs=-1.8V and 1.8V, respectively; c)ospdic manifestations of top layer periodicity,
15 x 15 nm, Vs= -2 V, I= 80 pA. All image sides aligned o 010> equivalent directions.
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A close inspection of the STM images shows thagin@in different values of bias
voltage did not present significant differences,iolthcould suggest the Ni-rich
character of the inhomogeneous top-layer (Figued @) and b)). In addition, the top
layer is not reconstructed for the most of the yared areas. However, for a very small
number of images and for small scanning areasnitbeaseen that the top-layer begins
to exhibit some signs of periodicity. It is mantfed by the presence of periodic rows,
which are preferentially running along two orthogbr{110];[-110] Ge surface
directions. The average interval between periodwsr is on the scale of around
0.65(3) nm (Figure 3.24 c)).

These results suggest that the Ni atoms from thealimeNi VW clusters start to
interact first with the Ge atoms — probably in kip&sitions - of the top Ge terrace
layers. Basically, it can be concluded that anngadit 100 °C causes first the formation
of a continuous NGe, wetting layer and then initiates the de-wettingbgasss,
characterized by the appearance of voids on th&dliterraces, as well as initiating
simultaneous surface ordering processes. A mo&lelktdescription of the observed
periodic structures is still under investigatiom.short summary, presented observations
are consistent with earlier non STM-based studieg, Nemouchiet al, where Ni

germanide formation was reported to occur at alaiiyirelatively low temperatures
range [244].

Figure 3.25 STM topographic images of sample sarfaiter annealing at 200 °C: a) 400 x 40G,nm
Vs= -2V, I= 80 pA; b) magnified image of the arearked with a white square, 30 x 30nMs= -2V,
I= 80 pA.
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Subsequent sample annealing at 200 °C for 1 hadsl& further changes in surface
morphology through the enhancing of de-wetting amnlface ordering processes
(Figure 3.25). The terraced character of surfacgphmdogy was retained. The step edge
height is given by 0.15(2) nm. An increase in ageraurface area of a single void and
the percentage void area coverage relative toesitggtace was observed. These values
increase to 38(6) nmand 21(4)%, respectively. Furthermore the terfRbSR value
also increased and reached the value of 0.14(6)Asmshown in Figure 3.25 b) in some
voids, regions with the characteristic Ge bucklétied structure are observed again.
This observation clearly points to the retransfaiomof areas of the surface to clean

Ge(001), due to the onset of a de-wetting phenomeno

Figure 3.26 The complicated formation of orderedtdees at 200 °C observed on the top layer
(50 x 50 nM, 1= 80 pA, Vs=-2 V and 2 V, respectively). ThesZale was modified in order to facilitate
the observation of features on top layer. Coloucles present different types of top layer features
(information in text).

Furthermore, in contrast to the previous anneasitep, where only occasionally
some origins of top layer arrangement were observere it is clearly visible that the
top layer itself shows complex, ordered featureguife 3.26). Except that the top layer
itself is characterized by the presence of regutawrs, an additional variation of
structure types is also present e.g.: bright psons which are arranged in regular rows
(blue circle) or single square unit blocks whichh careate bigger units by simple
multiplication (red circle). Unfortunately, the déded investigation of these ordered
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structures is currently undergoing by means ofhentSTM studies as well as
theoretical calculations, and will not be discusdedher in the framework of this

dissertation. It should be also emphasized thatt radges, whether voids edge or
terrace edge, start to run along two orthogonad[1-1110] Ge surface directions.

In conclusion, annealing at 200 °C points to theuo@nce of a de-wetting behaviour
of the NiGe, layer (i.e. density of voids clearly increases),aas will be discussed in
the following, this process is strongly enhanceldigiher annealing temperatures.

The derivative of STM images acquired after anngalihe sample at higher
temperatures, namely 300 °C, 400 °C and 500 °Cliaptayed in Figure 3.27. It is clear
that in comparison to the previous annealing steee a significant change in surface
morphology occurred. The reconstructed, terracpd tyiGs, layer evolved into well
ordered, three-dimensional nanostructures. In maidias these three images have been
prepared on the same scale, the thermal evolutioNi@g, nanostructures can be
immediately seen. A decrease of the density of gtmallest nanoislands, and the
increase of the size/volume of the larger ones whserved. This scenario most
probably results from the Ostwald ripening phenoomemriving the merging of smaller
clusters thanks to their enhanced surface diffuditmwever, before a further discussion

about the thermal evolution of surface morphologyshort description of each this

annealing treatment steps is given below.

Figure 3.27 Scanning tunneling topographic denveatimages of annealed samples at: a) 300 °C
(400 x 400 nri Vs= -2V, I= 80 pA); b) 400 °C (400 x 400 AmV/s= -2V, 1= 80 pA); and c) 500 °C
(400 x 400 nr Vs= -2V, I= 120 pA).
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Annealing at 300 °C for 1 hour leads to a significehange in surface morphology
(Figure 3.28). The NGsg, layer tends to agglomerate into well ordered, éhre
dimensional nanostructures. As clearly visible, tthserved nanostructures feature in
general a rather complex shape, but most of thde svalls run along the two
orthogonal [110];[-110] directions of the Ge(OOuipstrate. It is also very characteristic
that the side walls of these nanostructures arg sexep (e.g. see 3D image and/or
height profile in Figure 3.28 a)). Profiles anasysif randomly chosen nanostructures

and also facet analysis of entire images show tiataverage inclination angle of

nanostructures side walls, with respect to the GB(Gurface is only a few degrees
(max. 5° to 8°). The mean height of the nanostnestis h= 0.22(2) nm.

Figure 3.28 Sample surface after annealing at 80@J STM and Z profile obtained along blue linss a
insets; and b) 3D rendering image (100 x 106,irs= 2 V, 1= 80 pA).

As a result of the agglomeration process of thgHi layer, and consequently the
formation of NiGe, nanostructures, a reappearance of the underlyean dGe(001)
surface occurs (Figure 3.29 a)). In average, mbaa thalf of the scanned area was
recognized as clean Ge(001) (variable from 45% %&6,6depending on the area
selection). Again, both types of Ge(001) surfaasmnstruction, p(2 x 1) and c(4 x 2),
were observed, albeit the contribution of the fatsenow much more relevant. In the
light of this corrugated NG e, nanostructure morphology, this is to be expectetha
c(4 x 2) reconstruction is known to be stabilizgdtbhe presence of step edges when

imaged at room temperature. An average distanogeeet p(2 x 1) type dimer rows
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was measured to be 0.82(2) nm (e.g. blue Z-profilEigure 3.29 a)). Finally, flat top
surfaces of the nanostructures are observed withestocally ordered surface
arrangements. Figure 3.29 b) depicts that the toface of the nanostructure presents
an ordered character in the form of perpendiculawst The spacing between
neighbouring rows is 0.66(3) nm.

In short summary, it seems that annealing at 303 t@e starting temperature above
which the agglomeration process of@Glg, layer allows the formation of well-ordered
nanostructures. Since this step, the co-existeadsi,&e, nanostructures and clean
Ge(001) surface areas are easily recognizableesepted STM results, this de-wetting
phenomenon is clearly visible. However, it is notdtht the same de-wetting
phenomenon is possible to investigate by othernigce. For example, Huargs al
observed similar results by SEM measurements otirt@mus NiGg, layers annealed at
similar temperature: these authors attributed tiiggroof the de-wetting to the higher
NixGg, interface/surface energy as compared to the recmtsd Ge(001) surface
energy [247].
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0.00

Z(nm)
Z(nm)
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2 4 6 8 10 2 4 6 8
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Figure 3.29 Detailed analysis of J8ig, nanostructure and its close neighbourhood: a) riyide
Ge(001) surface, and b) surface arrangements omoghsurfaces of the nanostructures. Below STM
images appropriate Z-profiles are shown. The cotmate in STM images has been artificially matched
to show the discussed structures (50 x 56, M= —2 V, I= 80 pA).
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STM images obtained after further annealing at 4D@or 1 hour are presented in
Figure 3.30. This annealing step results in a @rtlevolution of the surface
morphology. A slight increase of the nanostructarea and height is observed, most
probably as a result of the ongoing Ostwald ripgrphenomenon, driving the merging
of smaller clusters thanks to their enhanced sarfiiffusion. The average height of
nanostructures increased to h=1.1(2) nm. It casele® that the largest nanostructures
are found to have a more regular shape of mostlgregand rectangular form.

2.0 nm

1.6 nm

1.2 nm

0.8 nm

0.4 nm

Figure 3.30 Sample surface after annealing at @0048) STM and b) 3D rendering image
(100 x 100 nri Vs= -2 V, I= 160 pA).

[-110

Figure 3.31Sample surface after annealing at 400 °C. Heratadteis focused on smaller nanostructures
— see text (40 x 40 rfinl= 80 pA, Vs=-1.6 V and 1.6 V, respectively).



108

In average, almost three fourth of scanned area ideified as pure Ge(001)
surface (variable from 70% to 85%, depending ondfea selection). The Ge(001)-
c(4 x 2) type of surface reconstruction was visinlere frequently. It is also important
to note that, besides the large®, nanostructure, other much smaller structures (in
means of height) were frequently visible. They wlerated quite often in local troughs,
and what is also important their height was onighsly higher than surrounded clean
Ge terraces. As shown in the inset in Figure 3)31re height profile goes along
terrace A, lower terrace B, then through nanostinecN and returns back to the terrace
B level. The height difference between nanostriectop surface N and terrace A is
around (100-120) pm. In addition, the nanostrugur®p surface reconstruction
reminds the arrangement of the,Gig, top layer for the sample after annealing at
200 °C.

Finally, the tendency of NGeg, nanostructures to adopt more regular - rectangular
and square - shape as well as the increase in tnactoises height is even more
pronounced after annealing at 500 °C for 1 hourreHa clear increase in average
height, area, and volume of the rectangular nancstres was observed, with the
average height increasing from h=1.1(2) nm (400té6C= 1.7(3) nm (500 °C).

3nm

2 nm

1 nm

Figure 3.32 Sample surface after annealing at 80048) STM and b) 3D rendering image
(100 x 100 nrfy Vs= -2 V, I= 70 pA).

And similarly as in the previous step, the tendertbgt many of the smaller

nanostructures started to be positioned in locaighs, surrounded by clean Ge terraces
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placed higher than the nanostructure itself wasmisl (nanostructures marked by
green circles in Figure 3.33). The height profilestrated in Figure 3.33 c) clearly
shows that the nearest neighbour Ge terrace (Besmonds to the top surface of
nanostructure (N). And correspondingly, next Geams¥ (A) is located around 0.14 nm
higher than terrace B and nanostructure. These #idvhgs clearly give an indication

that nanostructures grow not only as 3D structwetvards the surface but also
inwards, accompanied by a strong Ni diffusion itite Ge(001) substrate, as confirmed
by (S)TEM-EDX study (see next subchapter).

-0.2 4

Z (nm)

-0.4 4

0 5'0 160
X (nm)
Figure 3.33 Sample surface after annealing at B0&J STM (200 x 120 nfVs= -2 V, 1= 120 pA);

and b) 3D rendering image of area marked by whiteage (85 x 85 nf)y; c) height profile along blue
line. Green circles present nanostructures whietdag in the top surface layers— see text.
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Figure 3.34 Quantitative analysis: a) parameterglwidescribe the de-wetting J)dig, layer below
300 °C; b) parameters which describe thgadj nanostructures in the range of 300 °C-500 °C.
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In conclusion, STM results clearly show the surfae@phology evolution from 3D
VW metallic clusters after RT deposition, throude tcreation of wetting NGsg, top
layer at 100 °C and finally creation of /g, top nanostructures as a result of de-
wetting at 300 °C. In addition, the evolution of,&g, nanostructures due to Ostwald
ripening was shown in the range from 300 °C to 8D0To summarize this chapter,
Figure 3.34 gives a quantitative analysis: part pa¢sents the most important
parameters, which are describing the@¢, top layer, while part b) is focused on the
evolution of N}Gg, nanostructures.

(S)TEM-EDX study

In order to monitor the reaction between Ni and &seywell as to report clear evidence
for the formation of Ni germanide nanostructurekidonalex-situmeasurements were
performed. This sub-chapter briefly presents masults obtained by the (S)TEM-EDX
technique.

Figure 3.35 shows thex-situ HR-TEM measurements of three samples: a) “as-
deposited” at RT, b) annealed at 300 °C, and &pat°C. After metal deposition at RT
a very thin continuous Ni layer on top of Ge sudigtris clearly noticeable. The
approximate thickness of the deposited metal layeabout 1 nm (Figure 3.35 a)).
Please note that observation of a continuous Nerlay not in contradiction to the
Volmer-Weber growth behaviour reported earlier dage STM-LEED study. It is the
result from the projection of the HR-TEM study ajathe surface. Annealing at 300 °C
for 1 hour leads to significant changes of the damfyucture. The continuity of the Ni
layer was broken. It is clearly visible that atdam locations on the surface, deposited
Ni material starts to agglomerate and diffuse itihe bulk Ge substrate, which is
demonstrated and discussed in detail in the neigpaph about the EDX study (Figure
3.35 b)). Finally, annealing at 500 °C for 1 hoesults in a strong enhancement of the
interface reaction between these Ni aggregatiotecgand the underlying Ge substrate
and leads to the formation of well-ordered, faceMidGg, nanostructures (Figure
3.35c)). As clearly shown in the figure, the ifdees between the JBg,
nanostructures and the surrounding Ge(001) substgatvery sharp and is also
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characterized by facets having an inclination od4.6%6)° with respect to the Ge(001)
surface, corresponding to equivalent Ge{111} facets

In addition, a detailed analysis presented in tisetiin Figure 3.36 c) shows that the
NixGg, nanostructure is composed of crystalline planeschviare parallel to the
Ge(001) surface. The distance between these pian@27(2) nm, a value close to
lattice spacing of the orthorhombic NiGe phasehm tL01] direction (0.29 nm) [248].
At this point, it should be noted that all previostsdies, focused on thin layer Ni-Ge
system (known to the author of this dissertatidmvs that only the NiGe phase can
occur and is stable in the temperature range ar&@d°C (e.g. [211]). In addition,
recently Niranjanet al, based on theoretical calculations, namely detfisitgtional
theory for various surface terminations, showedt tluat the NiGe orthorhombic
structure, the NiGe(101) surface presents the lbwedace energy [238]. Literature
and presented experimental findings thus stronghggsest that the observed
nanostructures present the NiGe phase, with a Ni@g( (010) || Ge(001); (110)
epitaxial relationship towards the Ge(001) substrat

The panel of images presented on Figure 3.36 pestdre (S)TEM-EDX
measurements performed on these same samples,ynanéhs-deposited” at RT, b)
annealed at 300 °C, and c) annealed at 500 °Clefihre@de part of Figure 3.36 presents
the (S)TEM bright field images of the investigateda, and the middle and right side of
panel present the EDX measurements, which are édoois the presence of Ge and Ni,
respectively. After deposition at RT, an about Xthiok continuous layer of Ni on top
of the Ge substrate is clearly visible (Figure 336 Please note that EDX
measurements show also some low content of Ni belevsurface (deeper than 1 nm).
However, this might be an artefact due to slighatimg and polishing during TEM
lamella preparation. The annealing step at 300?QA fhour leads to a disruption of the
continuous Ni film (Figure 3.36 b)). Agglomeratioh Ni at randomly located places
and its diffusion into the bulk Ge substrate isadi visible. In light of the previously
discussed STM results, we suggest that these Neggtion centers can be attributed to
the formation of a NGg, phase. Finally, last annealing at 500 °C resuitsthie
formation of faceted NiGe nanostructures. The a@amying EDX analysis clearly

reveals that these nanostructures undoubtedly stoofsa Ni germanide phase. The Ni
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signal was observed only within the nanostructuf@stside the nanostructures the
signal from Ge substrate was only observed. Theségs are consistent with the de-
wetting behaviour suggested on the basis of the Sy discussed earlier. It is well
known that Ni diffuses strongly in chemical reansowith Si and with Ge [209] [244].
Therefore, the strong Ni diffusion into bulk Getle driving force for the formation of
NiGe nanostructures. This is in contrast to prestippresented study on Co-Ge system,
where Ge diffusion was established as major driimge to enable Co germanide

formation in this same temperature range.

a) As-deposited
b) 300°C
c) 500°C

Figure 3.36 (S)TEM-EDX measurements on Ni/Ge(OGip@es. Scanning mode TEM images with
corresponding EDX analysis for: a) “as-depositeaihple, b) sample after annealing at 300 °C, and c)
sample after annealing at 500 °C.
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In summary, the (S)TEM-EDX study corroborates thid&IS_EED results and brings
evidence for the formation of orthorhombic Ni gemae nanostructures characterized

by a faceted growth inward the Ge substrate.

XPS study

This section contains the results basedemfsitu XPS measurements. Basically, the
temperature dependent XPS studies were intendetieéd more light into structural,
morphological, and compositional aspects of Ni garitle nanostructure formation on
Ge(001).

Survey Scan
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Figure 3.37 An example of survey scan taken fomithick Ni/Ge(001) sample right after transfer from
STM UHV system to XPS UHV system.

The samples for the XPS study were prepared nolyiitntical to that discussed
so far. The same amount of Ni was deposited at RTlean Ge(001) substrate in the
STM UHV system. After metal deposition, the samplas immediatelyex-situ
transferred to the XPS UHV system. To check thditguand thickness of the deposited
Ni layer, a survey scan and angle-dependent XP&rspeere recorded. The survey
scan is shown in Figure 3.37. It is obvious thataaesult of the vacuum break during
the transfer of the samples between the two UHVesys, a thin adsorbate film will
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cover the sample surface. Therefore, signals cormm oxygen and carbon can be
seen in the survey scan. Despite these peaksuthieysspectra indicate a sufficient
quality of the deposited layer to perform the T-@egpent XPS study on the Ni/Ge
system. In addition, an angle-dependent XPS meammeconfirmed that a layer of
~1 nm Ni was deposited on the Ge surface (datahwtn).

To complement presented study by additional stratand chemical information, a
temperature dependent XPS study was performedrd=8)38 presents the evolution of
Ni 2ps2, Ge 2p/, and Ge 3d XPS spectra measured for the as-degasise (RT) and
after each 1 hour long annealing step in the 10600°800 °C range. It is clearly visible
that both Ge peaks (Ge g#pand Ge 3d) feature an intensity increase as daifumof
annealing (illustrated schematically by arrows igufe 3.38 a) and b)). Besides the
desorption of Ge native oxide, formed during trensfer from the deposition chamber
to the XPS tool, this behaviour can be attributéht® evolution of the NGe, surface
layer morphology going from an initial 3D metal sflar layer over a 2D wetting layer
towards 3D nanostructure islands, with major unocedelean Ge(001) surface areas, as
the annealing temperature is increased. Please thateinitial transformation from
metallic 3D VW clusters to 2D wetting layer is regen by Ge 2p and Ge 3d XPS
peaks binding energy evolution (a slight decredsauld be expected). This effect
probably was related to the native oxide influe(@GeO, Ge®). This explanation is in
line with previously discussed STM studies, whéwe de-wetting process is manifested
in the increase in size and number of voids intdipelayer and the final formation of 3D
nanostructures. Therefore, the de-wetting processlis in the higher surface of the
exposed clean Ge area and, consequently, in tlease of the corresponding XPS
signal. Please also keep in mind that Gey2more level is characterized by a much
shorter electron escape depM[D.5 nm) as compared to the Ge3d level[ 2.4 nm)
and it is thus more surface-sensitive [249]. Counsatly, a significant increase of the
Ge 2p,, peak as a function of annealing temperature coedpty the only moderate
increase of the Ge 3d peak is also understandablenaline with the given scenario.
Interestingly, a significant increase of the Gg,4meak for annealing at 400 °C clearly
shows that the presence of Ni strongly enhance&éhsurface cleaning process.
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Figure 3.38 Ge 2p, Ge 3d and Ni 2p core spectra of a Ni/Ge sample recorded after &Josition of
1nm of Ni and subsequent annealing at differemiperatures (see legend on top). The arrows
schematically indicate changes in the intensitthefpeaks. Data were not normalized.
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Again, changes in the surface morphology from al&@f@r towards 3D islands are
supported by the spectral analysis of the Nj.2pore level (Figure 3.38 c)). The first
two annealing steps cause a slight increase inpyJi Beak intensity which is in line
with a higher exposed Ni surface area when theesystvolves from isolated metallic
VW islands to a complete 2D, terraced wetting layerphology. This dependency is
changing completely for annealing treatment abdd@ °€. In this case, a significant
decrease in the Ni 2p peak intensity is observed. Such a behaviour eaexplained
by the combination of two effects: i) Ni diffusiomto the Ge substrate and ii) Ostwald
ripening of NjGg, nanostructures towards bigger clusters with deea
surface/volume, as the one observed in particulad ™M during the formation of Ni
germanide nano-clusters.

Furthermore, it must be noted that similar to oSxXstudy on Co-Ge system, peak
shift values are close to the limits of the expemtal resolution and need thus to be
interpreted with care. Unfortunately, here the obsg XPS peak shifts were near the
tool spectral resolutionD.1 eV). Consequently, Ni and Ge XPS peak postiaalysis
did not allow to gain further insights into electio effects/chemical reactions during
the Ni-germanide formation. Futune-situ synchrotron-based XPS studies are planned
to overcome these resolution limits and avoid tlegrichental influence okx-situ

contamination.
Summary

In conclusion, these combined STM, LEED, (S)TEM-EBXd XPS study unveils the

relevant structural and chemical processes takitagcep during Ni germanide

nanostructure formation on a Ge(001).

Schematically the main results of this study casumamarized as follows:

i) The evaporation of ~1 nm of Ni on Ge(001) substnasults in a
Volmer-Weber growth. The Ni/Ge system is chemicaligrt under these
deposition condition, as can be argued observimg uhchanged terraced
morphology of the underlying Ge and the observatibmetallic Ni clusters.
i)  Annealing treatments at relatively low temperatufg30 °C — 200 °C)
results in a significant change in the surface moiggy. After annealing at
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100 °C the Ni VW clusters are not visible any maxe.clusters wet the Ge
surface by reacting with the Ge terrace atoms @irhybat kink positions),
which result in the creation of a )He, continuous layer with multiple terrace
levels featuring small, randomly located voids.

Then, after annealing at higher temperature (200 t: de-wetting
phenomena starts, and consequently the voids arethei wetting layer
increases. In addition, the top wetting layer shotliat clear surface
arrangement surface ordering processes were @ttiat
i)  Finally, annealing in the high temperature rang80(3C - 500 °C),
induces the breakup of the layer in isolated 3D éNitanoclusters undergoing
an Ostwald ripening phenomenon accompanied by Nrgeide diffusion into
the Ge substrate. This results in the formatioreofangular 3D Ni-germanide
nanostructures often in form of truncated invertpgramids with a
NiGe(101); (010) || Ge(001); (110) epitaxial redaship towards the Ge(001)

substrate.



Chapter 4

Summary and Outlook

In the following Section 4.1, the key findings dfis PhD dissertation are briefly
summarized. Next, in Section 4.2 the thermal evmiutof Co and Ni germanide
nanostructures on Ge(001) substrates is presaemtetail and main findings related to
both metal/Ge systems are compared. As previousigtioned, the growth scenario
observed for the investigated nanostructures i@ with main characteristics of the
Walser and Bené rule. In consequence, the desurigif the investigated systems
growth scenario shall start with a detailed presigon of the principles of the WB rule.
Finally, an outlook of possible future researchiigen in Section 4.3.

4.1. Summary

This thesis presents a multi-technique experimemaab-scale study on the formation
processes of Co and Ni germanide nanostructurgse§@01) substrate after few MLs
metal deposition at RT followed by subsequent amgpé&reatments. Motivated by their

high potential for ohmic contact formation on thena-scale towards future Ge device
modules integrated into mainstream Si-based intedraircuit platform, the growth

studies on Co and Ni germanide nanostructures dA0&g were discussed here. The
insights gained provide crucial information on thanostructure characteristics of
epitaxial Co/Ge and Ni/Ge and assist future themkphysics description of Schottky

barrier formation (SBH).
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The study indicates that metal deposition at RTltesn a Volmer-Weber (VW)
growth mode for both investigated systems. Low terapure annealing treatment
results in a significant surface morphology chainge 3D metal clusters to 2D wetting
layers. A very flat wetting layer is observed fbhetCo/Ge(001) after annealing at about
250 °C for 1 hour, which is slightly different ta/8e system where inhomogeneous 2D
wetting domains are formed in lower temperaturgeamamely 100 °C. Furthermore,
annealing at higher temperatures leads to the grotwvell-ordered 3D nanostructures,
surrounded by clean, reconstructed Ge(001). (S)HW- results reveal that 3D
nanostructures formed after annealing in high teatpee ranges are undoubtedly metal
germanide phases. In addition, analysis of thesea@a Ni-germanide structures shows
that the growth mechanism is different: in partacyuthe Ni/Ge system is more reactive
and results in nanostructures which show a strengency to be embedded into the
Ge(001) substrate; in contrast, the Co-germanid®stauctures are situated on top of
the Ge(001) substrate for the investigated temperatange. In addition, it was found
that in case of Co/Ge system, Ge diffusion fromkhoto the CqeGe, nanostructures
was the main driving force behind the formatiomahostructures, which is in contrast
to Ni/Ge system, where it was demonstrated thatvds a strong surface and bulk
diffusing species into the Ge(001) substrate.

Overall, the thesis presented sets the groundwarkuture research on metal/Ge
interaction required for the future developmenthwfh performance Ge-based device.
In particular, chemical phase identification is aobtedly one of the key aspects that
require further studies. Taking into account thet fahat, among many stable
stoichiometric phases, only some may have an oloharacter, it is relevant to
complete the understanding of the chemical composiif the MetalGeg, wetting layer
as well as the 3D metal germanide nanostructuresally; the electrical
characterization of nanocontact (e.g. electrical aratterization of 3D
nanostructure/Ge(001) substrate interface) is alsmajor challenge in the coming

future.
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4.2. Thermal evolution of Co and Ni germanides

4.2.1. Walser and Bene rule

The results presented in this PhD thesis by cordb®EM, LEED, (S)TEM-EDX and
XPS studies reveal that in general, for both ingastd systems, the formation process
of metal germanide nanostructures is very simifat ean be described using a similar
scenario. In particular, it was found out that grewth scenario is in line with main
characteristics of the so-called Walser and Ben8)(Wile, giving thus microscopic
insights into the origins of the WB rule establidhabout 40 years ago for macroscopic
metal-semiconductor interaction.

The WB rule was proposed in the "70s to describeéhenmacroscopic scale bulk
metal-semiconductor solid-phase reactions [2423]2Uiterally, the WB rule tells that:
“The first compound nucleated in planar binary réattcouples is the most stable
congruently melting compound adjacent to the lowesiperature eutectic on the bulk
equilibrium phase diagrai[242]. The main task of the WB rule is thus tcegict
which phase will nucleate as first one in planalidssilicon-transition-metal binary
couple reactions at subeuteuctic temperaturesade of metal-silicide as well as metal-
germanide systems, the correctness of the WB rak bbeen confirmed by many
research groups for different material systems. &mmple, it was predicted and
confirmed that the first compounds formed in Co/@®l Ni/Ge binary systems are
Co,Ge and NiGe, respectively [243]. However, please note thdB \describes
macroscopic scale bulk metal-semiconductor sol@sphreactions, and for that reason
exceptions to the WB rule are expected, especialigase of thin film or nano-scale
nanostructure reactions. In addition, the nucleapimcess is certainly very sensitive to
the initial state of the metal/semiconductor irded in terms of impurities as well as
crystalline defects. It is thus not too surpristhgt inconsistencies in the literature were
reported, in particular with respect to the exaure of the metallic germanide phase
nucleating first. For example, it was shown thathm film reaction of Co with Ge
quite often the first stable phase which nuclease€oGe [211]. In case of Ni/Ge
system the matter is more complicated. Wittreeral. confirmed the WB rule and
demonstrated the presence of NiGe above 250 °owinlg the initial appearance of a
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Ni.Ge phase [243]. However, Nemouglial. [244] and Gaudeet al.[234] presented
another NiGg, growth scenario where, based on TEM and XRD, titeal formation
of NisGe; and NiGe germanides phases was reported to smeokesly occur; further
annealing resulted in the growth of NiGe while;®Bl; was completely consumed. In
addition, Nathet al. reported, based an-situ TEM studies, that the NiGe phase can be
grown directly on Ge(001) — without the metal rase NiGe, phase (x > y) — when
Ni is deposited on Ge at a substrate temperatus@®fC [232].

However coming back to the main considerations abMB rule it must be
mentioned that besides the main aspects of the ¥éB mamely the predictions of the
first stable phase, the work of Walser and Bené&des also the microscopic growth
scenario on which the WB rule is based. As shovhemsatically in Figure 4.1 the
growth scenario presented by the WB rule can bedellv into three main stages
(assuming that our semiconductor is Ge):

i) Figure 4.1 a): At first, the metal is deposited e semiconductor
surface. According the WB growth scenario, it isvisaged that metal
deposition leads to the formation of only a thiterface region as a result of
the presence of supercooled metal structure for Mmaestal deposition or
presence of a stable metal structure for slow meegosition on a cold
substrate. In general, in both paths there is aotian (or very weak reaction)
between the metal and the semiconductor surface VIt growth of 3D metal
clusters on a semiconductor surface after metabgiepn is in line with this
situation, as semiconductor and metal surface dlsawemetal/semiconductor
interface energies support this growth behaviour.

i)  Figure 4.1 b): Next, upon increasing the annealiemperature, the
interface between metal clusters/semiconductoreas®s as a result of
diffusion phenomena. This leads to the wettinghef¢emiconductor surface by
the metallic cluster, driven by the chemical reactibetween metal and
semiconductor towards a formation of so-called ‘atiet glass” layer. This
evolution stage is characterized by the presencanoc&dmorphous or poorly
ordered metallic layer. Given the local excess @tah the first nucleating
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phase is predicted to be a metal rich M&a) phase (x > y). Please note that
this state goes along with a change of the semigtnd surface morphology.

i)  Figure 4.1 c): And finally, the transition from armpbous “metallic
glass” state to crystalline phase takes place. Wi rule predicts the
nucleation of the crystalline Mej&g, phase which is characterized by the
lowest energy path for the transition from amorghda crystalline. The
congruently melting path is favored in contrastnmn-congruently melting
pathways, owing to the relative energy barrierddog range rearrangement in

a crystalline state from the short range orderedrphous state.
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{ )
‘o (/
E _
eveens
‘:o." .."“ ..,
L I I I ‘..'. ------- ". ;
Ge

c)

Figure 4.1 Important states in the growth scenarésented by the WB rule: a) metallic 3D VW cluster
b) transformation to 2D “metallic glass”; and cystallization of metal germanides.
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4.2.2.  Growth scenarios of Co/Ge(001) and Ni/Ge(001)

In general, for the Co/Ge(001) as well as Ni/Ge]0fystem, the growth and evolution
of metal germanide nanostructures on a Ge(001)nstaccted surface is very similar
and can be described using the WB rule. Howevemrasented in this thesis, the
combined STM, LEED, (S)TEM-EDX and XPS studies uhtlee relevant differences
regarding the structural and chemical processemgaglace during Co-germanide
formation compared to Ni-germanide nanostructum@saamicroscopic point of view.
Please note that both investigated systems angehdlly understood on the same level
as the corresponding metal silicide systems ingattd for decades.

An overview and schematic summary of the main tesafi the work performed in

this thesis is schematically depicted in Figure 4.2
Volmer-Weber growth of Ni and Co on Ge(001)

At first, the RT deposition of few metal MLs (norairmetal thickness was ~1.5 nm and
~1 nm for Co/Ge and Ni/Ge samples, respectivelyptmmically clean, reconstructed
Ge(001) substrate results in a VW growth. The n@&D01) system is chemically
inert under these deposition condition, as can fgeieal observing the unchanged
terraced morphology of the underlying Ge. The G&»pl) surface reconstruction is
preserved in areas not covered by metal clustdns. Jame scenario is observed for

both investigated system (Figure 4.2 a) and e)).
Co germanide nanostructures growth and evolution

Next, due to significant differences in surface pimlogy evolution as a function of
annealing steps at increasing temperature, eadheoinvestigated system must be
described separately. The description begins wii# presentation of the growth
dynamics of the Co germanide nanostructures (lddt is Figure 4.2):
i) Low temperature annealindrigure 4.2 b)): STM results have shown that
the first annealing treatment at 150 °C for 1 h@sults in only small changes
in surface morphology. The terraced Ge surface hwogy and presence of
metallic clusters are preserved. This leads to dbeclusion that VW Co

clusters are stable up to 150 °C. However, XPS uneasents depict first
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changes in Co and Ge peak positions, which cantbepreted as the onset of a
low temperature reaction, as also reported by Ridadanet al. in this
temperature range [216]. Next annealing step at°@5@sults in a substantial
surface morphology change. The observed surfadeit®oserraced character
(no Ge terraces observed anymore). The Co clustacs in particular with the
Ge terrace atoms, forming a continuous,&@® wetting layer. Probably,
surface diffusion of Co (dark arrow) and Ge (brightow) atoms is the major
mechanism, enabling the formation of this contirsi@aGs, wetting layer. In
addition, first instabilities of this flat G&e, are visible in terms of the
formation of elongated G&eg, nanostructures. Findings related with STM
measurements are in line with further changes ifs Xfeak intensities and
positions which are sensitive to surface morpholagy electronic interface
bonding changes, respectively. Based on thin filRDXstudies by Gaudesdt
al. it can be assumed that the Co-Germanide continwgeting layer is
probably related to the CoGe phase [211].

i)  High temperature annealingFigure 4.2 c)): Annealing at higher
temperature range (400 °C to 600 °C) results indinavetting of the Cése,
layer and surface ordering process. The formatibiwo types of 3D Co-
germanide nanostructures, namely flattop- and ftgge, was observed. These
nanostructures are well-ordered, have an elongateghe and run along
equivalent <110> Ge surface direction. In additibw reappearance of clean,
reconstructed Ge surface areas in the uncoverdd pathe sample surface
was observed. Based on a complementary (S)TEM-ED#ysit is assumed
that the Ge diffusion from bulk into the &8, nanostructures is the main
driving force. According to Gaudett al's work, the Co-germanides formed
during this high temperature annealing state anbahly related to G&e;, as
this phase was found to dominate in the temperaegene from 400 °C to
600 °C [211].

i)  Additional - Ostwald ripening at higher temperatsir@=igure 4.2 d)):
(S)TEM-EDX measurements show that annealing treattrat 700 °C results

in a change of the Co/Ge interface structure awaynfa planar towards
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faceted interface morphology. In addition, it iearlly visible that this change
is characterized by an interface reaction comgistrong Co diffusion into
the Ge substrate. Statistical analysis of the 3Dg€omanide nanostructure
evolution by STM studies as a function of anneatamperature, demonstrates
that flattop-type nanostructures are less stalde tidge-type nanostructures:
flattop nanostructures disappear completely wherielge-type nanostructures
grow in size. This significant increase of nanodiee volume unambiguously
argues for the presence of the Ostwald ripeningh@imena. Based on the
paper by Gaudegt al, it follows that the Ostwald ripening occurs ireth
temperature regime where this group reported tmendtion of the CoGe
phase (the ohmic phase in the Co/Ge system), naabelye 600 °C [211].

Ni germanide nanostructures growth and evolution

Finally, the attention is focused on the study lid Ni/Ge(001) system and the list

below summarizes the main results of the growthadyns of the Ni germanide

nanostructures (right side in Figure 4.2):

) Low temperature annealin@igure 4.2 f)): In contrast to the previously
discussed Co/Ge system, annealing treatments atvedy low temperatures
result in a tremendous change in the surface mdoghef the Ni/Ge system.
After the first annealing at 100 °C, the Ni VW diets wet the Ge surface by
reacting with the Ge terrace atoms. In the Ni-Getey, Ni is the main
diffusing species at low temperature. This leadghtoformation of a NGs,
continuous layer with multiple terrace levels. Adshally, terraces are
characterized by the presence of small, randondgtér voids. It is noted that
none of any type of Ge surface reconstruction veaslved inside the voids.
Generally, no local order was detected on top aflsi NiGeg, terraces,
however very occasionally some signs of local oindethe form of ordered
rows with constant periodicity were observed. Aringaat higher temperature
(200 °C) entails the onset of a de-wetting with tleeds area in the wetting
layer increasing. In addition, the top of single®8, terraces clearly exhibits a
local, complex surface arrangement of currentlynawn origin.
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i)  High temperature annealingFigure 4.2 g)): Annealing in the high
temperature range (300 °C — 500 °C) enhances thsetteng process and
causes the breakup of the layer in isolatedsNi nanoclusters. Furthermore,
an Ostwald ripening phenomenon accompanied by Nrgeide diffusion into
the Ge substrate was also observed.

iii)  Additional epitaxy assignme(figure 4.2 h)): STM results supported by
(S)TEM-EDX show that well-ordered 3D nanostructuege observed after
annealing at 500 °C. These 3D nanostructures veettattvely assigned to the
NiGe phase. It was found that 3D NiGe nanostructuogphologies can be
described by the epitaxial relationship NiGe(1@)) || Ge(001);(110),
resulting in rectangular pyramids which appearegitm form of truncated
pyramid structures on top of the Ge(001) surfacenabedded into the Ge(001)

substrate.

) o g
AN & N —

Ge(11
NiGe(101);(010) || Ge(001);(110)

Figure 4.2 Important growth states of metal germi@manostructures evolution on Ge(001) as a fumctio
of annealing: left-hand side presents growth sderfiar Co germanides (a-d), and right-hand sideasp
growth scenario for Ni germanides (e-h). VW methlsters on Ge(001) surface after RT metal
deposition (a,e); Low temperature continuous M€tg! wetting layer formation (b,f); High temperature
Metal.Gg, nanostructure formation (c,g); and additional ifimgs  associated with the investigated systems
(d,h). More information in text.
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4.3. Outlook

The results presented in this PhD thesis by a ftedtinique surface science approach
on thein-situ growth of Co and Ni germanides by evaporationes imetal MLs on
Ge(001) at RT and subsequent annealing succeedweil won the nano-scale the
various structural growth mechanisms at work. Havethese results do not explain all
aspects of the growth process and still some arestremain unanswered. In
consequence, in order to complete the understandindpe Co and Ni germanide
formation, additional studies need to be perform&dis sub-chapter briefly comments
on the possible way to extend the approach predemtinis thesis by additional future
experiments. In addition, the growing interest moly on Ge but also on germanium-tin
(GeSn) alloys, as e.g. potential material candiftat&e-based laser device production,
strongly suggests that in near future an atomiellstudy on the formation of metal
germanides on Ge surfaces with incorporated Snsateith be also of high academic

and technological interest.
Future PEEM/LEEM experiments

It is clear that in this PhD dissertation the stifeninterest was focused on the physical
and chemical properties of solid surfaces, thinamdétms, and metal germanide
nanostructures. However, the STM technique, thenrbase of this PhD work, cannot
itself provide compelling information about chemigaoperties of the investigated
nanostructures directly. It is natural that in tbése, STM must be supported by other
experimental techniques. In this dissertation, dempntary techniques like XPS and
(S)TEM-EDX were performed, which gave general cloaininsights into the metal
germanide nanostructures growth process. Howeveas@ note that this approach is
not the ideal solution due ®x¢situ sample transfer between UHV chambers, and what
is most important, the XPS technique does not gdeogpatial resolution on the nano-
scale regime. In consequence, additiomasitu photoelectron emission/low energy
electron microscopy (PEEM/LEEM) studies are planmedorder to complete the
understanding of the Co and Ni germanide formatibn.general, PEEM/LEEM
technique enables time-resolvad-situ physical and chemical characterization of

surface structure on the micro- and even down ® ribhometre scale. What is
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important, modern synchrotron radiation facilitigi/e a possibility to achieve in
PEEM/LEEM tools the needed spatially resolved cleaminformation resolution on
the nano-scale. Such promising capabilities of 8Ssotcon PEEM/LEEM systems
could be useful from the point of view of this tise® identify e.g. the non-homogenous
composition of flattop- vs. ridge-type Co-germanid@nostructures or the real
stoichiometry of the Metgbeg, wetting layers in both investigated systems. Qulye
such measurements on Co/Ge and Ni/Ge system aredcaut in cooperation with Th.
Schmidtet al. from University of Bremen also using the PEEM/LEEstem at ALBA
Synchrotron facility in Spain. More information alidhese techniques, including the
presentation of modern, advanced PEEM/LEEM opegatnodes and also the
theoretical description of physical phenomena oleskrin these techniques can be
found in Refs. [250] [251].

From a point of view of further experiments, it altb be noted that correlation
between structure and chemical information on theorscale will be even more
required when metal contact formation control isndaory to chemically more
complex GeSn functional layer systems, curreniguassed for CMOS as well as group
IV photonics applications, as mentioned in the rsextsection.

GeSn system

As was already mentioned in the introduction, autfye besides Ge also GeSn is
considered as a strong alternative to silicon @g.stressor channel material in
MOSFET as well as gain medium for laser applicatioh was shown that a small
amount of Sn can strongly improve the electronapprties of Ge. However, a problem
associated withthe fabrication of low resistance, thermally stabietal contacts to

GeSn surface, which is particularly important foghacurrent applications, remains
unresolved. As a result, the Transition metal/Gsgtems will be extensively studied.
This certainly refers also to the Ni/GeSn system ghalogy, the first candidate for
ohmic contact formation on GeSn substrates, whiebdnto be checked). This also
suggests that similar studies on Ni/GeSn systerhdse described in this PhD, namely
surface science study on the nano-scale regimesaah be performed. For example,
the STM approach can be used to investigate theadmpf surface-strain and of
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incorporated Sn-atoms on the nucleation behavibiNi(@eSn) nanocontact structures
on GeSn(001) surfaces.

Finally, apart from basic material research, otimportant measurements focusing
more on the technological aspects are necessaiy. réfers primarily to current—

voltage characteristics of Schottky barriers fofGd and Ni/GeSn contacts. A lot of
work has been dedicated to electrical measuremggisg to understand and control
the mechanism of SBH formation. In particular, mattention was paid to study the
impact of doping and impurities near the metal-semiluctor (MS) interface on the
electrical properties of MS contacts. For examplas shown that slight incorporation
of platinum (Ref. [252]) or carbon (Refs. [253] fp can distinctly improve the MS

contact properties (cited papers are focused c@d8h(Pt), Ni/SiGe(C) and NiSi/Si(C)

systems, respectively). It is obvious that in ortkereduce and stabilize the SBH of
Ni/(GeSn) contacts, similar experiments need tpd®ormed. More information about
electrical measurements on Ni/Ge as well as Ni/Ga8nacts can be found in Refs.
[112] [255] [256].
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Appendix A

Tunneling theory

The operating principle of the STM is based ondgbantum mechanical phenomenon
of tunneling. Tunneling is an important mechanidrtransport in condensed matter and
across artificial junctions, which plays a sigraifit role in some aspects of solid state
physics, nuclear physics and chemical physics, e as in biology. However, in
contrast to other type of transport mechanism, dékg diffusion, the tunneling effect
can be understood only in terms of quantum thedmy.order to gain a basic
understanding of obtained STM results, this appemdioduces the reader to the basics
of a quantum mechanical description of the tunigedfiect.

Elastic tunneling through a one-dimensional rectanglar potential barrier

As simplest case, the tunneling effect through @dimensional rectangular potential
barrier is considered (Figure A.1). In classicachanics an electron with massand a
kinetic energ)E impinging from ared cannot pass a barrier of heigltin regionll .
However, in accordance with quantum theory, theeaaarticle dualism may in fact
allow this electron to traverse the barrier andnéef probability of the emergence of
electron in aredll exists. The incident electron wave function isikeory. In the
barrier, the wave function decays exponentiallywideer, when the electron passed
through the barrier the wave function is once agasucillatory. For a quantitative
description of the tunneling effect for each regitite time-independent Schrodinger
equations and an ansatz for the corresponding itawaionsy; (j = 1,2,3) must be

solved (¢ is Planck’s constant divided by}
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For regionl: V =0

2 2
Y gy, (A1)

2m dz
W, = Ae +Be™, with k> =2mE/#® (A.2)

For regionll : V =V
hZ 2

_% E]dd% +Vo, =By, (A.3)
Y, = Azeik’Z + Bze_ik’Z = Ae ™ +B,e”, (A.4)

with k2 = -k'2 = 2m(V, - E)/ n?
For regionlll : V=0

_fiﬁzwm -

W, =A%, with k* =2mE#* (A.6)
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Figure A.1 The electron is incident from the lefteson the one-dimensional rectangular potentiglidra
with heightV, and widths. In regions | and Ill the electron wave functiedscillatory. Within the
barrier, the wave function decays exponentially.

Most interesting is the barrier transmission caeffit T, which is defined by the ratio
between the transmitted current dengignd the incident current densjtygiven by:

T:L:i
i [A

By matching the boundary conditions, at the disomities of the potentiaV/(z) at

2

(A.7)

z=0 andz =s, for eachy; as well as their derivatives of first order, alefficients A;
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and B; can be derived. Therefore, after simple but lahicalculations, the barrier

transmission coefficient is given by Eq. (A.8).

) 1
1+ (k2 +x2) /{422 )sink? (xs)

In case of a strongly attenuating barries > 1) the transmission coefficient can be

T

(A.8)

approximated by:

1&2 2 s
T= 0 e (A.9)
(k2 +K2)
with a decay rate
k =[2m(v, -E)[**/n (A.10)

The dominant contribution of equation (A.9) comesf the factor exp s), so that the
probability for tunneling through a barrier is arpenential function of the barrier
width. This physical dependence allowed Binnig, Rohand co-workers the
construction of the scanning tunneling microscopgjch provides extremely high
spatial resolution. In addition, the transmissisaljability also depends on the square

root of the effective barrier height{ — E)*

, which is independent of the exact shape of
the barrier and typical for tunneling. In this pasastic tunneling was considered since
the energy of the electron is conserved duringuheeling process. In other words, the

electron energy is equal in the initial and finalts.
Elastic tunneling through barrier of arbitrary shap e between two conductors

An extension to potential barriers of arbitrary phaan be made by using the WKB
approximation developed in 1926 by Wentzel, Kranaarg Brillouin [257]. In general,
the WKB procedure allows to approximate the sotubd a differential equation whose
highest derivative is multiplied by a small paraenein this case Planck’s constémin
accordance with the WKB approximation, the expmess(A.11) describes the
probability that an electron will penetrate a poinbarrier V(z) of arbitrary shape,
wheres; ands; are the distances from the first surface to tlaegwhere the potential
energy equals the Fermi energy near the surfacesl 12, respectively, amng — s, is
thus the width of the barrier (Figure A.2).
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exp{ I [2m ]y dz} = exp{— ZT K(Z, E)dz} (A.12)

This approximation refers to the one-dimensionakcalthough it can be evolved to a
multidimensional space [258] [259].

In 1963 Simmons [260] calculated the tunnel curtenbugh a generalized barrier
between two metal electrodes and obtained thevigllp expression for the current

densityJ at zero temperature:
E{¢ ex;{— A¢)y2As) —(p+ eU)exp(— Alg -eU)” As)} (A.12)

where:eis the charge of electrons=s, -5, A=2 (Zm)l’z/h and ¢ is a mean potential

- &
am?n(ps)’

barrier height above Fermi leviet, while ¢ is given by
_ 1%
9=—[dz)dz (A.13)

The first term in (A.12) is related with a curredgnsity flowing from the left to the
right metal electrode, while the second term regnes the opposite current density
flow. The difference between these both expressiesglts in a net current density. In
Simmons work, different initial limits of barrierelght or bias range were considered.
For example, an expression for the tunnel currensiy in the low bias voltage range
(U=0,eU<< ¢) is given by:
¢ (omg)* & Ap”
An*h®  Ds 87’ As
Eq. (A.14) shows clearly the characteristic expoia¢mependence of the tunneling

J= W exp{ A¢%As) W exp{— A¢%Asj (A.14)

current on the barrier widtiAhs and the square root of the mean barrier height

In addition, in the low bias limit a linear depende of the tunneling current as a
function of applied bias voltage is observed.

In another work by Simmons, a metal-isolator-métahel junction with dissimilar
metal electrodes (having different work functionsgs analyzed [261]. In this work the
polarity dependent I-U characteristic was presenfed intrinsic electric field came

from the contact potential that exists between tvdissimilar electrodes
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((@ —(g)/e). As a consequence, the dependence of the tugraliment on the applied
bias voltage becomes polarity dependent. For tkeerlovoltages range, the major
current flows when the electrode of lower work fuiowe is positively biased. For the
high voltage case, opposite flow direction of réwdtion is observed; i.e., greater
current flows when the electrode of lower work flime is negatively biased.

VACUUM LEVEL

FERMI___
LEVEL

Ez LEVEL
—— I-_eU FERMI
LEVEL

ELECTRODE 14 INSULATOR LELECTRODE 2

Figure A.2 General tunnel barrier between two metadtrodes of different work function (after [2E0]

Please note that all above mentioned theoretiqaicxpmations were considered for
temperature T =0 K. Following Stratton [262] themperature-dependence of the
tunneling current can be given by the equation $.1

j(r) _ mkT .1 ,
j(T=0)  sin(mck,T) 1+6(mlkBT) T (A.15)

where:kg is the Boltzmann constant ands a function of the applied voltage

In summary, this chapter gives some basic informmatibout the quantum mechanic
description of the tunneling effect, showing thenglest cases and first historically
theoretical works on this phenomenon. Please rwknowadays many complicated
theoretical models describing the tunneling effest,well as different aspects of this
phenomenon, exist and may concern sophisticatadstdike e.g.: Josephson tunneling,
spin-polarized tunneling, inelastic tunneling elMore information about the broad
range of topics on tunneling phenomena can be faufRef. [145]
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Appendix B

Abbreviations

(S)TEM
2D

3D

AC
ACh
AES
APD
ARC
ATS
BICMOS
BioMEMS
BSE
CCD
CITS
CMOS
CNL
DC
DH
DV
DVC
EA

(scanning) transmission electron microscapEbscopy
two-dimensional

three-dimensional

alternating current

analysis chamber

Auger electron spectroscopy

avalanche photodiode

anti-reflection coating

adsorbate-terminated semiconductor surface
bipolar complementary metal oxide semicomduc
Bio-Micro-Electro-Mechanical System
back-scattered electrons

charge-couples device

current imaging tunneling spectroscopy
complementary metal oxide semiconductor
charge neutrality level

direct current

direct heating

dimer vacancy

dimer vacancy concentration

electro-absorption (modulators)
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EBE
EBPVD
EDX
EPIC
ESCA
FInFET
GBT
HAADF
HBT

IHP
IMFP
ITRS
LED
LEED
LEEM
LL

MIS
MOSFET
MQW
MS
MSM
PBN
PCh
PEEM
PG
QCL
QCSE
R&D
RF

electron beam evaporation

electron beam physical vapour deposition
energy dispersive X-ray spectroscopy
electronic-photonic integrated circuit
electron spectroscopy for chemical analysis
fin-shaped field effect transistor

graphene base transistor

high angle annular dark field

hetero-bipolar transistor

intrinsic layer

integrated circuits

Innovations for High Performance Microelecticmi
inelastic mean free path

International Technology Roadmap for Semicaholts
light-emitting diode

low energy electron diffraction

low energy electron microscopy

load lock chamber
metal-interlayer-semiconductor

metal-oxide semiconductor field-effect tiatey
multi quantum wells

metal-semiconductor
metal-semiconductor-metal

pyrolytic boron nitride

preparation chamber

photoelectron emission electron microscopy
pyrolytic graphite

guantum cascade lasers

guantum confined Stark effect

research and development

radio frequency
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RFA
RH
SAW
SBH
SE
SEM
SIP
SOC
SOl
SPM
SRH
STM
TDD
TSV
UHV
UPS
VW
WB
WKB
XPS

retarding field analyser

radiative heating

surface acoustic wave

Schottky barrier height

secondary electrons

scanning electron microscope/microscopy
System-In-Package

System-On-Chip

Silicon-on-insulator

scanning probe microscope/microscopy
Shockley-Read-Hall recombination
scanning tunneling microscope/microscopy
threading dislocations density

through silicon via (technology)

ultra-high vacuum

ultraviolet photoelectron spectroscopy
Volmer-Weber

Walser and Beneé rule

Wentzel, Kramers and Brillouin approximation

X-ray photoelectron spectroscopy
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Appendix C

Glossary of symbols

A

A*

Al
CH;COOH
Co

area
effective Richardson constant
aluminium

acetic acid

cobalt

density of semiconductor surface states

charge of electron
interface dipole

work function
average electrostatic potential energy per utiitoéehe metal
average electrostatic potential energy per utitoéehe semiconductor

kinetic energy of electron / external electriddie
characteristic activation energy

binding energy

conduction band

Fermi Level

energy gap / semiconductor band gap

kinetic energy of photoemitted electron
valence band

gallium arsenide

germanium



146

GeSn

hv
H.SO,
HsPOy
HF

Ixps
InAs
InGaAs
InP
InSb

i
jt

KCN
KOH
KT
LiINbO3

Mg
Mo

NaCl
NaNO;
NH,OH

germanium-tin

Planck constant

reduced Planck constant
photon energy

sulphuric acid

phosphoric acid

hydrogen fluoride

intensity from an infinitely thick uniform substea
tunneling current

intensity of photoelectrons
indium arsenide

indium gallium arsenide
indium phosphide

indium antimonide

current density

incident current density
transmitted current density
effective ionization ratio
Boltzmann constant
potassium cyanide
potassium hydroxide
thermal energy

lithium niobate

mass of particle / mass of electron
effective mass
magnesium

molybdenum

doping concentration
sodium chloride

sodium nitrate

ammonium hydroxide
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Ni nickel

Pt-Ir platinum-iridium

aa Schottky barrier height

R total contact resistance

Rc contact resistance

S distance sample-tip

S, $ distances from the first surface to the place ehlee potential energy

equals the Fermi energy near the surfaces 1 am$@ectively

S, As barrier width

S S-parameter, interface behaviour parameter
Si silicon

SiGe silicon-germanium

SIO, silicon dioxide

Sn tin

T, T(E,eU) transmission coefficient

Ta tantalum

TaN tantalum nitride

Ts substrate temperature

Y velocity of particle / electron

Y probability per unit time of thermally activatetbpesses
voltage

Vo barrier height

V(2 potential barrier

X depth

W tungsten

Xs electron affinity of the semiconductor

0 gap distance

gap dielectric gap thickness
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dielectric constant of the gap material
permittivity of semiconductor

wavelength, inelastic mean free path

internal chemical potential of the metal

internal chemical potential of the semiconductor
density of states of the sample

spectrometer work function

mean potential barrier height above Fermi level
metal work function

n-type Schottky barrier height

p-type Schottky barrier height

energy of the CNL measured with respect toEhe

wave function
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