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ABSTRACT

In this work Adaptive Polynomial Tabulation®A) is presented. It is a
new approach to solve the initial value chemic&k requation system. In
this approach zeroeth, first and second order pofyals are used in real-
time to approximate the solution of the initial walchemical rate equation
system. The sizes of the local regions encountieretthe different orders of
polynomial approximation are calculated in realdirfio improve accuracy
the chemical state space is partitioned into hyg®s. During calculations
the hypercubes accessed by the reactive mixtureligiged into adaptive
hypercubes depending on the accuracy of the latatign. Mixture initial
conditions are stored in the adaptive hypercubesurdd each stored initial
condition two concentric ellipsoids of accuracy @&Care defined. These
include the ISAT anddentical EOAs. The time evolution of mixture initial
conditions which encounter adentical and ISAT EOA are approximated
by zeroth and first order polynomials respectivdlfith a certain number of
stored initial conditions within an adaptive hypéye, its second order
polynomial coefficients are constructed from thered initial conditions.
The time evolution of additional mixture initial mditions that encounter
this adaptive hypercube are approximated with sgtayder polynomials.
The APT model is simplified by the replacementha entire set of species
mass fractions with a progress variable based eretithalpy of formation
evaluated at 298 K. APT has 3 degrees of freeddnchwinclude the
progress variable, total enthalpy and pressure. A€ model was tested
with a zero dimensional Stochastic Reactor ModBM$ for HCCI engine
combustion. A skeletal n-heptane/toluene mechamistin 148 chemical
species and 1281 reactions was used. In the tdssHCCI engine
simulations using APT were in very good agreemeitih vthe model
calculations using the ODE solver. The cool flamd main ignition events
were accurately captured. The major and minor sgesere also accurately
captured by APT. In SRM-HCCI calculations withoytckc variations, a
computational speed up factor greater than 1000okt@sned when APT
was used for all the operating points consideretiouit significant loss in
accuracy. For the SRM-HCCI engine calculations vafelic variations,
APT demonstrated a computational speed up exceedihgwithout
significant loss in accuracy.

Keywords: ISAT, PRISM, APT and SRM
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Chapter 1 Introduction

1.1 Brief Background

Energy from fossil fuels contributeseddt 87 % of the global energy
demands. This percentage is likely to increaséennear future because of
increasing industrialization of China and Indidth&ugh significant efforts
have been put to develop alternative forms of gneugh as hydrogen fuel
cells, wind energy, bio-fuels, and solar energgrehare several challenges
limiting their successful and sustainable impleragoh. For example
hydrogen fuel cells offer zero emission hazards thaty pose serious
transportation risks. Bio-fuels will take a readaleachunk of global food
supply and wind energy sources are powered by greand they require
large areas of land. Our transportation systenovgeped by engines fueled
by light and heavy hydrocarbons. The performandebese engines (Sl,
Cl and HCCI) are far from optimum due to the comjiieof combustion.
Experimental testing and numerical simulations Hasen used extensively
to study and understand engine combustion. Expetahéesting methods
include Laser Induced Fluorescence, Laser Induceanidescence, Particle
Image Velocity and Laser Doppler Anemometry. Thasehods have been
used in studying hotspots and engine knock in &bires, auto-ignition
processes in HCCI engines, soot and NOx formatiddiesel (Cl) engines.
They require sophisticated and expensive equiprsentup. Numerical
combustion involves the coupling of computationlalidd dynamics and

computational chemical kinetics. This offers a methfor validating
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experimental measurements and can provide resultstuations where
experimental measurements are prohibitive.

It is computationally expensive to incorgte the detailed chemistry
of complex fuels (such as n-decane) into three dgio@mal computational
fluid dynamics codes. This is because such mecmznae large in size,
and may contain hundred chemical species and dettepasands of
elementary reactions. The chemical species in #ge&hanism usually span a
broad range of timescales. In engine environmehésiemperature/species
mass fractions local inhomogeneities have to bsidered.

Several approaches have been used tdifsiopmplex mechanisms
and/or reduce the computational cost in solvingdhemical rate equation
system. These include convention reduction metiQ&SA [1], RCCE [2],
chemical lumping [3]); dimension reduction meth@gd<DM [4], CSP [5],
ICE-PIC [6]) and storage/retrieval methods (ISAT, [PRISM [8], neural
networks [9], transient flamelet libraries [10fome of these methods can
be used together.

The contribution of this work is based an special class of
storage/retrieval methods named solution mappinglut®n mapping
involves approximation of the solution of the cheahiODE system in real
time with simple algebraic polynomial expressionshicli are
computationally cheaper to evaluate. PRISM and IBAIbng to this class.
In simulating turbulent flames, PRISM and ISAT dersimated significant

computational speed up without significant losadcuracy. These methods



have scarcely been use for mechanisms with more3ahemical species.
Particularly, PRISM has only been tested with hgero mechanism (9
species and 38 elementary reactions). As mentiomel@] the memory

requirements for PRISM is overwhelming, some laegjion coefficients

were stored in an external disc file. However, ISAllipsoids of Accuracy

are smaller than the hypercubes in PRISM, theref8AT require more

memory and searching time than PRISM. Memory regoéants for ISAT

and PRISM will be prohibitively large for largereical mechanisms.

In this work, first order (ISAT) and secb order (PRISM)
polynomial approximations to the solution of theectical ODE system are
combined into a single computer code named Adapthatynomial
Tabulation [11]. It is anticipated that with 200N'5 Ellipsoids of Accuracy
in a PRISM (adaptive) hypercube, there will be @daof 50 reductions in
memory requirements for APT as compared to ISATART the entire set
of species mass fractions is replaced by a monotogaction progress
variable. This reduces sharply its memory requir@sieenhancing its
application to chemical mechanisms with hundredsheimical species and
thousands of elementary reactions. This merit of ARl be demonstrated
in this thesis. Current real-time tabulated chemignethods vyielded
success for flame calculations, but for engine iappbns during the
expansion stroke the total enthalpy decreases beaauwolume work and
heat loses. Therefore, there will be no initial ditions for the table entries

during the engine expansion phase. In this workh whe improvement



associated with APT an attempt is made to resdliegroblem. APT is
tested in an engine environment providing the fgportunity to use real
time second degree polynomials as a surrogate chem@DE solver for

engine calculations.

1.2 Problem to be solved

In this work, the successes and limitadiof two solution mapping
methods (In Situ Adaptive Tabulation-ISAT [7] anéeéewise Reusable
Implementation of Solution Mapping-PRISM [8]) warensidered and new
method was built around them. This new approachsgeses the best
features of these two methods and an algorithnater ¢or their limitations.
ISAT uses first order polynomial expressions irl-teae as approximations
to the ODE solution. It possesses adaptive cordfolabulation errors.
Memory requirements increase quadratically with ibenber of species in
the mechanism and the binary tree search for aseaeighbour does not
always give the nearest neighbour. In using thishote with a perfectly
stirred reactor (PSR) model [7], a computationah gactor 1000 was
obtained.

PRISM approximates the ODE solution widecond order
polynomial expressions for each (hypercube) loegian of the chemical
composition space. Second order polynomial coeffis are constructed by
calling the ODE integration solver at carefullyesgéed initial conditions

within the hypercube based on central compositéggdd42]. Polynomial
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coefficients for each hypercube are calculated wthen mixture initial
conditions enters it for the first time. PRISM lackdaptive control of
tabulation errors and some coefficients are coottdubut rarely used. The
memory requirement for this method is high. Theqdently used
hypercube coefficients are stored in main memoryleMess frequently
used ones are stored in an external disc file. dds¢ constructing second
order polynomial is about 250 times that of one QbtEgration call.
Adaptive Polynomial Tabulation (APT) comés ideas in PRISM
and ISAT. It uses zeroeth, first and second ordgmmmials in real-time as
approximation to the ODE solution. In APT the emtset of chemical
species mass fractions is replaced by a progreshla thereby drastically
reducing the size of its storage/retrieval tableaptive local regions for
different polynomial approximations are calculated the fly from the
mapping gradients. Contrary to PRISM, only stoneiial conditions are
used for the construction of second degree polyabroefficients (the
computational cost of constructing one second opdémnomial in APT is
far cheaper than one ODE integration call). If@itial condition encounters
an ISAT Ellipsoid of Accuracy (EOA) of a storedtial condition, its ODE
solution is approximated by either a zeroeth ordera first order
polynomial. Initial conditions are stored outside tISAT EOA of stored
initial conditions. This tendency and the growthtloé ISAT EOA enhance
the spread of initial conditions within a PRISM lypube and the accuracy

of second order polynomial coefficients. Theref@®,initial conditions are



stored in a PRISM hypercube, APT gets zeroeth @ndtr order
polynomials reuse improving its overall computasibrefficiency. The
problem encountered in PRISM with second degregnpohial coefficients
with limited or no reuse is completed avoided byTABefore second order
polynomials are constructed for a given PRISM hgpbke enough zeroeth
and first order polynomial reuses should have reearded, second order
polynomial coefficients are constructed only faRIBM hypercubes with
N, stored initial conditions. In APT, second ordetypomial coefficients
are constructed only as needed, and not becausesdicton trajectory
passes through the PRISM hypercube as implememtethe original

PRISM formulation [8].

1.3 Solution approach

In APT, the chemical composition spasedivided at the pre-
processing into equally-sized hypercubes. APT adegp with direct
integration the ODE solution for the first initiedndition that enters a given
hypercube. The mapping gradient for this initiahdition is also calculated.
It is calculated by using 3 extra ODE integraticaicalations at small
perturbations of the progress variable, total dpthand total pressure. The
mapping gradient is used to compute the ISAT EOA #me PRISM
hypercube size. As the calculation proceeds, Intbaditions are stored in
the PRISM hypercube, outside the ISAT EOA of prasig stored initial

conditions ensuring the spread of initial condifowithin the PRISM



hypercube. Although this spread of initial condiBacannot be compared to
that of central composite design, but at leasivieg a level of spread of
initial conditions on its own right. As more initieonditions encounter this
PRISM hypercube, those that fall within the ISAT AOf a stored initial
condition are approximated with either zeroeth orde first order
polynomials. When the number of stored initial atinds for a given
hypercube equaldl,, the stored initial condition information is uséal
construct second order polynomials for the PRISNpdngube. This
approach is computationally cheaper approach thanuised in the original
PRISM formulation [8]. Initial conditions that enaater this PRISM
hypercube will have their ODE solution approximateyl second order
polynomial coefficients. Therefore, APT providesaesh, first and second
order polynomials in real-time as solution to cheshODE system.

In order to test APT, a PDF-based tgstool was used because it is
one of the accurate models that can capture turbaleemistry interaction
in an engine environment. However, it is computelly expensive
incorporate PDFs with 3 dimensional CFD code. Airl step in APT
model development, the Stochastic Reactor Modelitas been developed
recently [13-16] was used instead of a full thremehsional CFD. The
SRM involves similar processes such as turbulenkingj pressure
variation, chemical reaction, time marching andvemtive heat transfer as

the complete CFD problem, but with a reduced coatprtal cost. In this



thesis the SRM tests were limited to 100 computaligarticles, because
reduced computational demands favors model developm

HCCI engines are known to be kineticalntrolled; therefore their
ignition timing will be sensitive to errors introced by Adaptive
Polynomial Tabulation. Recently, n-heptane/tolubleads were introduced
as realistic reference fuels for HCCI engines wgipecial low temperature
combustion characteristics [17-18]. Mauss and coers recently
developed skeleton kinetic models for this blendcWhwas reduced with
the help of linear lumping and species removall3;20]. The resulting
skeletal mechanism contains 148 species and 12&ieetary reactions and
it was used to simulate the sensitive HCCI expemisién reference [17].
For multi-cycle engine simulations with and withoayclic variations
computational speed up exceeding 12 and 1000 wseened respectively
[11]. Finally, a reduced library APT model was poepd. In this case at
most 15 initial conditions are stored per time stepthe first 5 engine
cycles for multi-cycle simulations with cyclic vations. After the fifth
cycle, initial conditions are added if the cumwatnhumber of stored initial
conditions is less than 15 for each time step. Deaefits of these
simplifications are spread of initial conditionstlwn each local region and
a reduced size APT library. This version of APT wasted with the n-
heptane/toluene fueled stochastic reactor model HQCI engines. A
computational speed up of 16 was obtained withagnifscant loss in

accuracy.



1.4 Summary of the work

This work pivots around the developmai new solution mapping
method (APT) and its application to Stochastic R@allodels for internal
combustion engines [11]. In Chapter 2, solution piwagp methods are
described. In particular, PRISM and ISAT are expdi APT and the
testing tool — SRM for HCCI engines are also désdiin Chapter 2. In
Chapter 3, the calculations and results are preddat the test of APT with
n-heptane/toluene fueled Stochastic Reactor Model HCCI engines.
Results for multi-cycle simulations with and withiaryclic variations are
also presented. The details of the accuracy of ,Afabulation errors
associated with APT, local polynomial reuse, anthgotational speed up

are discussed. The conclusion is presented in €hdpt



Chapter 2 Solution Mapping Methodsand Their
Applications

A special class of storage/retrieval mdth known as solution
mapping is introduced in this chapter. This madeiplification targets the
solution of the chemical rate equation system. tBwlumapping removes
the stiffness of the system and evaluates algep@inomials in real-time
as approximations to the time demanding ODE saistid hese methods
can be used in combination with other reductionhoes$. Examples include

ISAT [7], PRISM [8] and APT [11].

2.1 In Situ Adaptive Tabulation (1SAT)

In this method, the solution of the iltvalue chemical rate equation
system is approximated by first order polynomialpressions. These
polynomials are constructed in real-time from ttored initial conditions in

a look-up table. The chemical rate equations aystegiven by Equation

(2.2).
09 _
o S(o)
@, = (Kto) (21)

The chemical ODE system is composed of several exl@ary reactions
whose rate constants may vary by many orders ohimatg. The chemical

source term is nonlinear. An Ordinary Differentauation (ODE) solver is
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used to solve Equation (2.1) numerically. It is potationally expensive to
use the ODE solver for combustion simulations @fcpcal interest. ISAT

is one of the methods used as an alternative sopfublem. In the ISAT

procedure, for each initial conditign the sensitivity with respect to the

initial condition or mapping gradiert(q) is calculated using the following

formula;

9A oA
dt

A, = (2.2)

WhereJ is the Jacobian matrix aridis the Identity matrix. The Jacobian
matrix is given by:

;.98 (2.3)

o

In some codes, Equations (2.1) and (ar2)solved simultaneously.

The ODE solution aty after time intervalAt is¢gf. If there are no stored
records in the look-up table, then the ODE solgetdlled to computef
and A(g). The mapping gradient is used to calculate thei-peimcipal

axesog of an ellipsoid centred gt". This ellipsoid is known as the

Ellipsoid of Accuracy (EOA).
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Figure 2.1: A sketch of the ISAT Ellipsoid of Accuracy (EOApout the

initial conditiong.

The length of the semi-principal adgs of the ellipsoid of accuracy

can be calculated from the following formula:

A(,) 3¢5 = e (2.4)

Suppose the ODE solution at an additional init@hdition ¢ is required
from the ISAT method. Ifg is within the EOA of ¢, then, the ODE

solution at¢, is approximated by first order polynomials usiaguation

(2.5). This is referred to as retrieval.

out

@ =(p8m+A((po)((p1_(po) (25)
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If gis outside the EOA @, the ODE solution a and the mapping
gradient A(g) are computed by direct integration using the ODleso
The error é in the first order polynomial approximation is @alated. If
&< &, then the new query initial conditiogis not stored and the EOA of
@ is increased in size. The new EOA will contain tie¢ EOA and the
query initial conditiong. This is known as growth. It is shown in Figure
2.2.

ty

g
¥~ EOA after growth

EOA before growth

Figure 2.2: A sketch that shows the growth of an Ellipsoiddcturacy
(EOA). The new EOA contains the original EOA and tjuery initial

conditiong.
If £ >¢, then the first leaf becomes a node. A cuttingnelas
constructed between the stored initial conditign and the query initial

conditiong. The cutting plane is defined by a vectand a scalagr, which

are given by Equation (2.6) and Equation (2.7) eetipely.

13



V=0 -@ (2.6)

v (@ @) (2.7)

¥= 2

The query initial conditiog, its ODE solutiong™ and its mapping gradient
are stored as a new record in the look-up tablées iBhknown as addition.

For any additional query initial conditign if v'@< y, then g lies closer to

@ and if V'@>y, then glies closer tog. Before growth, addition or

retrieval can be accomplished, the ISAT procedwterthines the closest
stored initial condition to the query initial cotidn. This is performed with
the binary search tree algorithm. The search shams the top node, using
its cutting vectorv and cutting scalgr. In this method the searching time
for the closest stored record to a given initialndiion is directly

proportional toLog,n, wheren is the number of records in the look-up

table.

2.2 Piece-wise Reusable I mplementation of Solution
Mapping (PRISM)

In this method, the solution of the ialitvalue chemical rate equation
system is approximated locally with second ordetymamials. The
chemical rate equation system is given by Equafbd). The PRISM

method presents a computationally cheaper altemato the direct

14



numerical integration of Equation (2.1). It padits the space of state
variables a priori into block-shaped structureshgpercubes as shown in
Figure 2.4. The state space spans all possible ichkrmapecies mass
fractions, total enthalpy, and pressure. The hygsrs in PRISM are

equally sized. Each hypercube possesses a unitpger index. The ODE

solver receives an initial conditiog evolves it over a time intervalt to

give a new set of species mass fractigfis

Memory for each hypercube is created arilgn the reactive mixture
enters it for the first time. During calculationfsa mixture initial condition
@encounters a hypercube for which the second ordaynpmial

coefficients have not been constructed, the PRI&Mrighm samples this
hypercube, creates memory for the hypercube andtrmts its second
order polynomial coefficients. It also evaluates pgolynomials at the initial
condition gto give a new set of species mass fractighisThe coefficients
are constructed from a generated set of initiald@é@ns using central
composite design [12]. In this desig®‘” + 2k + 1 initial conditions are
used to construct the second order polynomials.reTtae 2 initial
conditions at the edges of the hypercube fromhetibnal factorial design,
2k (star) initial conditions located outside eachihef faces of the hypercube
and 1 (centre) initial condition at the centrelod typercube. This is shown
in Figure 2.5. The star initial conditions serve $moothing of the second
order polynomials and the centre initial conditisrused for checking the

curvature of the second order polynomials. Certoahposite design gives
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a diagonal covariance matrix. TI#” + 2k + 1 initial condition and their
. k(k+1) :
ODE solutions are used to construci+k+T n, polynomial

coefficients using linear least squares.

™
LTF]
a»
o
o
& L |
2
-
|
o
|II
o
>
P
g+t N
e
o .
N
\ Species 1

o

Figure 2.4: Temporal progress of a 2-dimensional reactioedtary.
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Species 2
»*

Species 1

Figure 2.5: A sketch of the generated initial conditions usedonstruct
second order polynomials. The circles denote thge editial conditions.
The stars denote the star initial conditions aredlttack circle at the centre
of the hypercube indicates the centre initial coadi This is a two
dimensional sketch of a hypercube.

The polynomial coefficients computed éarch hypercube are stored
either in the memory or in a disc file. Suppose @BE solution at an
additional initial conditiong is required, a tree search is performed to
determine the index of the hypercube that contgin¥ second order
polynomial coefficients for this hypercube haverbeenstructed, then they

are retrieved and evaluatedgitising Equation (2.8).

out nS+2 L § < 2 (2-8)

@ =a,* z @t a, LAt Z Z @t
=

P ks
& (.13 DAL+ Cross terms
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If this hypercube does not possess polynomial coefits, then the

polynomial coefficients are constructed as mentigoeviously.

2.3 Adaptive Polynomial Tabulation
APT was developed from ISAT [7] and PRISB]. ISAT and

PRISM approximate the solution of the chemical reg@ation system in
real time with first order and second order polyrmrespectively. The
memory requirement for these methods is high. Duéhigh memory

requirements, PRISM has been limited to simulatiamsolving small

chemical mechanisms such as that of Hydrogen. & wsed to simulate
Hydrogen turbulent flame employing a chemical medma with 9

chemical species and 38 elementary reactions BISHM's hypercubes are
of the same size (non-adaptive), therefore thdiynmmnial coefficients may
become inaccurate when the reacting mixture isrpssing through regions
in the chemical composition space where the stat@bles are changing
fast. Hypercube coefficients in PRISM are const&dctsing extra ODE
integration calculations at carefully selected poiwithin the hypercube
through central composite design [12]. The extreEOmiegration cost must
be recouped first before PRISM can record compriati speed-up. In
ISAT, the Ellipsoids of Accuracy drawn around eatdred initial condition

is adaptive, the size of the EOAs are calculateduatime from the

mapping gradients. ISAT uses binary search treefetermine the closest

record to a given initial condition. Binary treeasghes are fast and their
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search duration is directly proportionallimg,n. Although for large values

n searching times might not be small. ISAT Ellipsoiof Accuracy are
smaller than PRISM hypercubes, therefore the ISASThd requires more
memory and longer searching time than the PRISMhatet Now
combining ISAT and PRISM in one computer code (ARmJ if 200 initial
conditions are stored in a PRISM hypercube, itxgeeted that memory
requirements for the storage/retrieval table wékcrease by a factor 50.
The entire set of species mass fractions is replagea monotonic progress
variable. A progress variable based on the enthalggrmation evaluated
at 298K was successfully used to generate transient fletntibraries in a
Diesel combustion application [10]. In this theslss progress variable was

adopted and it is defined as:

c(t)= H 505(t) = H 504(0) (2.9)
H298(too) —H 298(0)

This approach drastically reduces the memory size APT's

storage/retrieval table. APT provides zeroeth,tfismd second order
polynomials as solutions to the chemical ODE equasiystem. With these
changes APT can be used to simulate the combustibigher hydrocarbon
fuels. To accommodate situations where pressuteaisient, such as in
engines, the mapping gradient is calculated by eympd small

perturbations in the axes of progress variablg| tenthalpy and pressure.

Therefore, each mapping gradient calculation inesh3 extra ODE
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integration calculations. During calculations ialtconditions are stored in
the PRISM hypercube. They are stored outside tAd IBOAs of stored
initial conditions. The ODE solutions for those tiai conditions that
encounter EOAs of stored initial conditions areragpnated by zeroeth or
first order polynomials. The problem encounteredha original PRISM
formulation where some hypercube coefficients wamestructed with few
or no reuse is completed avoided in APT. When daeting mixture passes
through a hypercube, zeroeth order and first gpdgymomial reuse are first
recorded boosting APT's computational speed up rbetbe algorithm
decides on constructing second order polynomial&RT initial conditions
for each PRISM hypercube are stored outside thel IE®As enhancing
their spread within the PRISM hypercube. This atsproves the accuracy
of its second order polynomial coefficients. In fhre-processing stage of
calculations, the space spanned by progress veriadial enthalpy and
pressure is divided into block-shaped structureBypercubes of the same
size as shown in Figure 2.6. Logarithmic scale alassen for the axes of
progress variable and pressure and a linear oné¢ofal enthalpy. Each
hypercube is assigned a unique index. Their bousslarere carefully

assigned. Accessing each hypercube’s stored d&geilisated by its integer

index. For example, for an initial conditiap, the index of the hypercube

that containsgis easily determined using linear search tree fanct

20



Hypercube g

Figure 2.6: A two dimensional representation of the chemicahposition
space with the hypercubes and a query initial dedy.

During calculations each hypercube maydbgded into several
PRISM hypercubes, when an initial conditigenters a given hypercube
for the first time, its ODE solution is computed diyect integration. The
mapping gradient is calculated by calling the ODler 3 times. From the
mapping gradient, the size of the ISAT EOA is chldtad using Equation
(2.4). Two additional EOAs namelgentical EOA and PRISM EOA are

calculated from the ISAT EOA. They are calculateing the following

formulae:

3¢ =B.5¢}, (2.10)

6([)5 = Bzé(p})’ (211)
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In this thesis, 1/1000 and 120 was used as valoes /4 andg,

respectively. Therefore the PRISM EOA is a multipfehe smallest ISAT
EOA whileidentical EOA is a fraction of the ISAT EOA. The PRISM EOA
encompasses a PRISM hypercube as shown in FigdreSihce it is the
first initial condition that encountered this hypele, the size for first
PRISM hypercube is initialized with the hypercubiees The current

PRISM hypercube size is updated depending on tihabau of division it
performs. That is, as long as the product®fand ISAT EOA size is less

than the current PRISM hypercube size, it is digidgo two equal halves

and new leaves are added to the binary tree tigainmres its data. This is
represented in Figure 2.8. This process continmgi product of 8, and

ISAT EOA size becomes greater than the current FRigpercube size.

After this process, this initial condition-slopetads stored in the data

structure for this PRISM hypercube. If a new initiandition ¢ enters this
PRISM hypercube and outside the ISAT EOAgf the ODE solution for
@will be calculated by ODE integration. Before stgyg, the error €) in
the first order polynomial approximation to its O3Blution is calculated.
If £ < &, then the EOA atgis increased in size to contagn and gis not

stored. This is known as growth and it is represgim Figure 2.2. On the

contrary,
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if & >¢ then, the ISAT EOA size and the mapping gradieatcalculated.
The current PRISM hypercube size will be dividegpemedly until it

becomes less than the product@fand ISAT EOA size.

PRISM
H | hypercube

N PRISM
L .~ EOA
I /'I-’z

Figure 2.7: An initial condition within an adaptive hyperculdée adaptive
hypercube is fully covered by the PRISM EOA. Thad/e hypercubes
are used because they are easily accessed byhtrg biee functions.

Hypercube g

PRISM
hypercube

Figure 2.8: A two dimensional representation of the chemicahposition
space with the hypercubes, adaptive hypercubegmiéiad conditiong.
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After each division, new leaves are adtiedhe binary tree that
organizes the data for the PRISM hypercube. EadisMRhypercube has
its own index or leaf, when it is divided it becasr®node. Each node has a
cutting axis and a cutting value. For any givetiahicondition gthat enters
this hypercube, a binary search tree function eglus determine the leaf or
hypercube index of the PRISM hypercube that costain

Hypercubes are easily accessed througgadisearch tree, and the
PRISM hypercube within a hypercube are accessedjwsibinary search
tree. Initial conditions within a PRISM hypercubee atored in a manner

that facilitates easy and faster accessibility.hHatial condition-slope data

has a leaf associated with it. ¢f is the first initial condition that enters a

PRISM hypercube then it is assigned a leaf.glfis the second initial

condition to be stored in this PRISM hypercubenthihe initial leaf is

replaced by a node with two daughter leaves. Thnguplane of the node

that dividesgand gis given by:

Vip=y (2.12)

Expressions for the cutting scalar and cuttingmeate shown in Equations

(2.6) and (2.7). Suppose a new initial conditigrenters this PRISM

hypercube, ifv'g < ythen,g lies very close tag. If v'g >ythen g lies
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close tay. In either case a new node can be created withittang plane

defined in terms ofgand eithergor ¢. This is how initial conditions are

stored in the binary tree that organizes the datéhe PRISM hypercube.
Where the number of stored initial coimdis for a given PRISM

hypercube equalsN,, its second order polynomial coefficients are

constructed. The stored initial conditions andrti@DE solutions are used.

TheN, stored initial conditions and ODE solutions angresented in matrix
B and Y respectively. Principal Component Analysis [22]eisiployed to
transform B into B and every redundancy iB is removed. A second

order matrix Bis created fromB. The product ofB and Zgives the

following over-determined system of equation:

BZ=Y (2.13)

Pre-multiplying both sides of Equation (2.13) BJ gives the following

equation

BZ=Y (2.14)

Equation (2.14) is solved using Lower Upper decositpn algorithm and
back substitution [22].

Suppose the SRM asks APT for the ODE tgoluat an initial

conditiongg. The reduced initial conditioag is derived fronqg. In order to
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perform this task, APT starts by determining inaéxthe hypercube that

contains ¢ using a linear search tree. Within this hypercube,index of

the PRISM (adaptive) hypercube that contaghis determined using binary
search tree. APT later verifies whether this PRIBjercube has second
order polynomial coefficients. If it has secondargolynomial coefficients

and gg is within its allowed ora defined section, then, second order

polynomials are retrieved and evaluatedgatising Equation (2.15). This is

known as PRISM evaluation. The length of the alldwef a PRISM
hypercube is the product ofr and the standard deviation of the stored

initial conditions.

” mo m ~ _ . (2.15)
@, =, +Z &Py UHZZ a3y (U0, (€
=

=l kzj

=1 2,...,n

PCA [21] was used in the determination of the sdcorder polynomial
coefficients. PCA eliminates the influence of redant variables. If there
are no second order polynomial coefficients, APEoks whether this

PRISM hypercube has stored initial conditions. Anaoy search is
performed to determine the closest stored initaaldition ¢ . The stored
initial conditions,identical EOA and ISAT EOA for a PRISM hypercube
are shown in Figure 2.9. APT test whetlggrs within the ISAT EOA oy .

If this test holds, a new test is performed to fyeif ¢ is within the
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identical EOA of ¢ . The query initial condition is taken as the stioirgtial
condition if ¢ is within theidentical EOA of ¢ . This is known agentical

evaluation. If the previous test was false, the Oiiution at ¢ is

approximated using Equation (2.16). This is knowhSAT evaluation.

@ ="+ A(Q)(9, - ¢) (2.16)

In case there is no stored initial condition irstRRISM hypercube o is

outside the ISAT EOA ofg, the ODE solution afj is calculation using
ODE integration. The errotf() in the first order polynomial approximation

to the ODE solution @ is calculated if¢j is outside the ISAT EOA oy .

If { <&, then the ISAT EOA aty is increased in size to contagn This is

known as growth. The query initial condition is stdred in this case. If the

error is greater than the ISAT error tolerance ¢goris the first initial

condition in the PRISM hypercube, the mapping gratiand ISAT EOA
size are calculated. The current PRISM hyperculévided repeatedly into
two equal halves until it is smaller than the chted PRISM hypercube
size. During each division, new leaves are adddtddinary tree structure
that organizes the data for the PRISM hypercub®ally if the number of
stored initial conditions equalN,, then the stored initial conditions and

their ODE solutions are used to construct secodédrgrolynomials for the
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PRISM hypercube. The second order polynomial ccefiis are stored in

the data structure for the PRISM hypercube andib& solution computed

by ODE integration is returned to the SRM. Thishewn in Figure 2.10.

ISAT EQA
; g PRISM
‘ Allowed hypercube
al
AR
{.'_:':.a: Y

(i

! c
Identical EOA

Figure 2.9: A PRISM hypercube with stored initial conditiorss shown.
Each initial condition is encircled with adentical EOA and an ISAT
EOA. The PRISM hypercube is divided into two seawsioan allowed

section and disallowed section.
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Figure2.10: An APT flow chart showing the components of thethod

2.3.1 Reduced library APT mode

APT uses

zeroeth,

first and second orgeiynomials as

approximations to the ODE solution. The second ropEynomials are

constructed from stored

initial conditions rathdrart selected

initial

conditions determined by central composite desi@entral composite

design [12] was used for the construction of secorder polynomial
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coefficients in the original PRISM formulation [8}.ensures the spread of
initial conditions within a hypercube, initial catidns are located mostly at
the edges and some outside each face. The spreadtialf conditions
increases the accuracy of the polynomials.

When APT is called within the stochasgactor model, a situation
can occur when all the initial conditions in a PRISypercube have the
same pressure (no spread along the pressure @kis).decreases the
accuracy of the second order polynomial approxiomatiTo circumvent for
this problem, a reduced library APT model was psgab In this case at
most 15 initial conditions are stored per time dtmpeach of the first five
cycles. After the fifth cycle, a new initial conidih can be added if the
cumulative sum of stored initial conditions aftke tfifth cycle is less than
15 per time step. This approach has three benEirtly, it gives a reduced
size APT library. Secondly, it improves the spreddinitial conditions
within the hypercube particularly along the presswaxis and hence
improvement in the accuracy of the second ordeynmwhial coefficients.
Thirdly, it avoids the redundant time demanding ODtegration
calculations for the construction of the mappingdients.

In the next section, the SRM for HCCI imegs described. This is the

testing tool for APT in this thesis.
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2.4 Stochagtic Reactor M odel for HCCI engines.

HCCI engines inhale a uniform gas mixtumetheir combustion
chambers and ignition occurs through compressidmesé& engines are
considered as future alternatives to Diesel andkSgaition engines. Their
merits include are low soot and NOx emissions agt fuel efficiency at
part load conditions. HCCI engines mostly operaith Yean fuel mixtures
and self-ignition occurs at the same time at séverations inside the
combustion chamber. The lean fuel/air mixture batng lower temperature
yielding low heat loss, high fuel economy, less Nl soot are produced.
Both High pressure injection and throttling are reguired. HCCI engines
yield better engine performance at lower cost. Hewe there are
challenges associated with their successful utibma The combustion
process in HCCI engines is hard to control. Adadisl problems associated
with  HCCI engine combustion are the large emissiafisunburned
hydrocarbons and carbon monoxide due to the lowpéeature and lean
combustion process. They can encounter combustistahility near
stoichiometric mixtures giving rise to high pressfiuctuations which may
damage them.

In the SRM the gas mixture in the engigénder is modeled as a
single zone stochastic reactor. It considers ssaach as temperature,
chemical species mass fraction, density, progremsable as random
variables with a certain probability distributiohe PDF transport

equations for these scalars are derived using ttestecal homogeneity
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assumption. The progress variable has been inclaseedndom variable in
this thesis. Also quantities such as total masfjme, mean density and
pressure are considered as global quantities. Tdtelgquantities do not
vary spatially within the combustion chamber. Tiemical species mass
fractions Y;, temperatureT and progress variable, vary within the

combustion chamber and these random variables eamxpressed as

@) = (), % (9,.... Y, (9, T(9, C9). For variable density flows the SRM is

represented in terms of the Mass Density FunctiddDK). The

corresponding MDF is represented yg,,9,,....4, ., t). The Equation

n+2

(2.17) represents the time evolution of the MDF.

OR@:D), 2
at 9o,

0
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The right hand side of Equation (2.17) gives thfieafof mixing on the
MDF. The mixing is performed with the Curl mixingoghel. In this model
the mixing takes place in randomly selected partmirs. It is relatively
simple to use and has good performance. The t€menote the change of
the MDF due to chemical reactions and change inrmmel The ODEs for

sSpecies reaction rates and temperature are soktednanistically using a
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Backward Differentiation Formula (BDF) method ofder 5 or Adaptive

Polynomial Tabulation.

Q =%<q i=12,..,n (2.18)
p
1 av,13[, RTM
Q™ pmcv dt ' G i:l|:(h M )ch} (2.19)
M.
Qns+2 :_Iwns+2
P (2.20)

The third term on the left hand side of Equatiorl{2 is the convective

heat loss term.

n

A
U=s—%(T-T,)
mc,

(2.21)

To introduce the fluctuations, the convective Heas term is replaced by

the finite difference scheme (Equations (2.22) gné3)).

1
={Un.F6.1) .22

(U@ =M IF@ 0= 18], UB o< C
h
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The procedure for incorporating the convective heatsfer step follows
the ideas presented in Ref [14-15]. The formulatiensuch that the
stochastic model for convective heat loss in thmitliapproaches the
deterministic Woschni correlation.

An equi-weighted Monte-Carlo particle hmed [13-16] with second
order time splitting algorithm is employed to solEquation (2.17)
numerically. This method involves the approximatigrthe initial MDF by
an ensemble of stochastic particles and the pastede moved according to
the evolution of the MDF. Thus, depending on theerimal Exhaust Gas
Recirculation (EGR) mass ratio at Inlet Valve ClesylVC) and the
composition of the fresh air-fuel mixture, the SRislculates the average
initial mass fraction of the chemical species.

All the other stochastic particles in #gr@semble are initialized with
the fresh gas composition and temperature at IViCthis thesis internal

EGR was considered, some particles were introdaoathining EGR only.
The timet, corresponds to the time at [IVC antis the deterministic global
time step used for the operator splitting. The tmarching, convective heat
loss, mixing and chemical reaction events are perd on the particle
ensemble. The final time for this loop is at Exhayalve Opening (EVO)

[14-15]. A pressure correction algorithm is inclddeter each time step to
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equalize the pressure of all the stochastic pe#icllhis is because the
thermodynamic properties of the particles changer afach event causing
their pressure to change. The pressure correctgmrithm is explained in
[16].

In the next chapter the calculations WRM-HCCI engine model
are presented for a large chemical mechanism imglmore than 100
chemical species. The chemistry is solved eithéh WPT or the ODE

integration solver.
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Chapter 3 Combustion Engine Calculations
3.1 N-heptane/toluenefueled SRM-HCCI calculations

In this section the results obtained frdaRM-HCCI engine
calculations that employed APT to perform its cheahireaction step is
presented. A n-heptane/toluene mechanism with hédnical species and
1281 elementary reactions was used for the calonktlt was developed
by Mauss and co-workers [3, 19-20] and validatedKlajghatgi and co-
workers [17, 18] using shock tube experiments. ERxperiments were
performed with a single cylinder engine based onASIA D12 as
mentioned in [17]. The fuel injection took placebattom dead centre with
a port fuel injection system. Boost pressure wagspked by an external
compressor and it could reach a maximum of 6 bafeedback control
system ensured that the intake temperature wasnwtAC of its chosen

temperature. No external EGR was used.

3.1.1 Demonstration of the SRM-HCCI engine model

In this section the SRM-HCCI engine madaetompared with engine
experiments. These engine experiments were pertbfardifferent blends
of n-heptane and toluene. Four operating points fitee work of Kalghatgi
et al [17-18] were considered. The engine settamgsshown in Table 1.
The cases selected are shown in Tables 2. Casg Qame 2 were run under

the same engine settings but the fuel in Case 1larmn65% of toluene
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while that of Case 2 contains 75% of toluene. Theegmental

measurements showed an earlier auto-ignition f@aeChas compared to
Case 2. This is because the aromatic hydrocarboene is known to have
a high octane number and it causes delay to auniteg. Case 4 was run
with a lower inlet temperature and with a relatwéigh boost pressure.

This case showed the earliest auto-ignition.

Table 1: Engine geometrical settings

Parameter Value

Bore 0.127 m

Stroke 0.154 m

Rod 0.255m

Displaced Volume 1.95¢ 103 m®
Compression ratio 16.7

Inlet Valve Closure -139 crank angle degree
Exhaust Valve Opening 121 crank angle degree

Table 2: Fuel and engine operating conditions

Cases n-heptaneToluene Engine Intake Intake Mixture
speed temperature pressure Strength
(pm)  (°C) (bar) (1)

1 35 % 65 % 900 120 1.0 35

2 25 % 75 % 900 120 1.0 35

3 25 % 75 % 1200 120 1.0 3.0

4 32 % 68 % 900 40 2.0 4.0
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Figure 3.1: Pressure histories for Case 1. The experimentasorement is
represented as a green circle, the ODE integratiove is represented as
blue line and the APT curve is represented as laedbied line.
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Figure 3.2: Pressure histories for Case 2. The experimentasorement is
represented as a green circle, the ODE integratiove is represented as
blue line and the APT curve is represented as laedbied line.
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Figure 3.3: Pressure histories for Case 3. The experimentasorement is
represented as a green circle, the ODE integratiove is represented as
blue line and the APT curve is represented as laedbied line.
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Figure 3.4: Pressure histories for Case 4. The experimentasorement is
represented as a green circle, the ODE integratiove is represented as
blue line and the APT curve is represented as laedbi®ed line.
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As shown in Figures 3.1-3.4, the expentaly measured pressure
histories are plotted on the same scale with thbsgned from SRM-HCCI
(APT and ODE integration) engine calculations. bcle case APT and
ODE integration accurately captures the experintigntaeasured pressure
traces. It shows that these tests are under engjenant conditions and the
method can also be applied for more complex engahaulations. In Case 4
the SRM slightly over-predicts the experiment. Tiigue to the limitations
of the Curl mixing model and the zero dimensionaiee models used in
this thesis. For Case 2 and Case 3 the main &raitavent occurred after
top dead centre and the heat release from the immbucompetes with
heat loss due to the cylinder expansion. Therefemgll changes in the
ignition temperature can cause local quenching leéndcal reactions
because the chemical reactions rate terms are tatupe dependent. Error
can easily be introduced in the APT predictionsabse the sensitive

tendencies of these cases.
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Figure 3.5: Temperature trajectories for 100 particles illustigr local
inhomogeneities. SRM used ODE integration to cakeulthe chemical

kinetics.
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Figure 3.6: The variation of standard deviation of temperatuite runtime
in crank angle degrees. SRM used ODE integrationcalzulate the

chemical kinetics.
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The SRM considers a fairly homogeneouargd at IVC. Only
particles containing internal EGR introduce theoimogeneity. During
calculation, a particle is randomly selected atheimstant to perform the
stochastic ‘jump’ step in temperature with resgecthe wall temperature.
This stochastic step depends on an exponentialyilalited waiting time.
This gives rise to realistic heat losses over arotiad number of particles.
As shown in Figure 3.5, there is a spread in tim&ian timing of about 5
CAD and some few particles with very large deviasioThe variation of
the standard deviation with runtime in crank andégrees is shown in
Figure 3.6. The peak standard deviation is abo0t Rland it occurs at
about 8 CAD during the main excitation of the blend

In the next sections, two types of SRNt@lations are presented. In
one case, The SRM-HCCI engine is run with the saamlom seed
(Repeated Single Cycle calculations) for all theley and ten engine cycles
are considered for this case. In the second cheeSRM-HCCI engine is
run with different random seed (Free Stochasticl€galculations). Thirty
engine cycles are considered for FSC calculatiorss taey show cyclic
variations. These appear similar to cyclic variagiof real engines. The
SRM can predict the engines relative sensitivity @yclic variations.
However their amplitudes are strongly dependinghemnumerical accuracy
of the SRM, that is, the number of particles or timee step size of the

operator splitting method.
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3.1.1.1 Demonstration with Repeated Single Cycle calculations

It is illustrated in this section thatingg APT HCCI engine auto-
ignition is predicted with the same accuracy asdinect ODE integration.
These results are obtained for different n-heptahsne blends and engine

operating conditions.

Pressure [M Pa]
e

-60 -40 -20 0 20 40
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Figure 3.7: Pressure histories for Fuel D OP3 in RSC calmat The

mean pressure profiles of the ODE and APT calauiatiare shown in blue

line and red dashed line respectively. The greembsy denotes the
experimental measurements.
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Figure 3.8: Pressure histories for Fuel D OP3 in RSC calaat The 10
individual cycles with chemistry calculated by usi®DE integration and
the APT models are shown in blue lines and redslirespectively. The
green square symbol denotes experimental measutemen

In Figures 3.7 and 3.8, the experimenmtatylinder pressure is
compared to the simulated SRM-HCCI engine model T{Adhd ODE
integration) for Case 1. The chemistry is calculatey either ODE
integration or the APT look up. In Figures 3.7, thean pressure profile
calculated using ODE integration is in good agregmeith the mean
pressure obtained using the APT model. In FigurBstBe pressure of the
individual cycles obtained from the ODE integraticalculations are in
good agreement with those obtained from the APTcuations. The
experimentally measured pressure profile is faltyftaptured by the mean
ODE integration and mean APT pressure curves ad thel ODE

integration and APT pressure profiles of the respecycles as shown in
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Figures 3.7 and 3.8. No cyclic variation is obsdras shown in Figure 3.8
because the SRM is locked. It should be noted firathe first cycle the
EGR composition is read from an external file aoddubsequent cycles it

is specified as evaluated from the SRM code.

3.1.1.2 Demonstration with Free Stochastic Cycle calculations

In Figures 3.9-3.16 the measured and coeapin-cylinder pressure
for the four engine cases are shown. The mainiagnévent for Case 1 and
Case 4 occurs before the Top Dead Centre. Ignitoours during
compression and differences in ignition temperatwik result in only
small differences in ignition timing. Therefore sigecases are less sensitive
to cyclic variations. As shown in Figure 3.9 andjfe 3.15 the region
around the TDC is zoomed in order to emphasizectetic variations
present. In these two cases there is very goodeagnat between the
measured pressure and the calculated (APT and @fegration) pressure
curves. This is also shown for the mean presdoreSase 1 and Case 4 in
Figures 3.10 and 3.16 respectively. In both cadel! $alculations using
APT and ODE integrations are in very good agreem&he pressure
profiles for 30 individual cycles for calculatiotisat used APT and ODE
integration are in very good agreement. Howevegreghis a noticeable
deviation between these models and experimentthedaop dead centre for

Case 4 as shown in Figures 3.15 and 3.16. Thisatieniis caused by
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assumptions in the zero dimensional SRM and limomst of the Curl
mixing model. For Cases 2 and 3 as illustratedrigures 3.11-3.14 the
main ignition event occurs after the TDC. In thesses combustion is
completed late in the expansion stroke. The pressse resulting from the
chemical reactions is competing with the presswauction from the
expanding cylinder volume. Small changes in thetigm temperature will
result in remarkable changes in ignition timing.u$hhese cases are very
sensitive and show stronger cyclic variations m¢hgine. This in turn puts
a high demand on the accuracy of the APT modelsiA®wvn in Figures
3.11 and 3.13, the pressure histories for the 8vimual engine cycles
demonstrate significant cyclic variations close¢he Top Dead Centre. The
mean pressure profiles for SRM calculations usinBTAand ODE
integration are in good agreement as shown in Eg@12 and 3.14 for
Cases 2 and 3 respectively which demonstratesctheacy of the progress

variable and APT.
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Figure 3.9: Pressure histories for Fuel D OP3 (Case 1) feeBtochastic
calculations. The 30 individual cycles with the ch&try calculated using
ODE integration and APT are shown in blue and dashed lines
respectively. The green symbol represents the erpatal measurements
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Figure 3.10: Pressure histories for Fuel D OP3 (Case 1) feeBtochastic
calculations. The mean pressure profiles for théViSflculations using
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ODE solver and APT models are shown with a blue #ind red dashed line
respectively. The green symbol represents the erpatal measurements.
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Figure 3.11: Pressure histories for Fuel C OP3 (Case 2) fee [Stochastic
calculations. The 30 individual cycles with the ch&try calculated using
ODE integration and APT are shown in blue and dashed lines
respectively. The green symbol represents the erpatal measurements.
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Figure 3.12: Pressure histories for Fuel C OP3 (Case 1) fee Btochastic
calculations. The mean pressure profiles for SRMutations using the
ODE integration and APT models are shown with aebline and red
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dashed line respectively. The green symbol reptestie experimental
measurements.
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Figure 3.13:. Pressure histories for Fuel C OP4 (Case 3) in Rhee

Stochastic calculations. The 30 individual cyclathwhemistry calculated
using ODE integration and APT are shown in blue dadhed red lines
respectively. The green symbol represents the erpatal measurements.
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Figure 3.14: Pressure histories for Fuel C OP4 (Case 3) fee [Stochastic
calculations. The mean pressure profiles for SRMutations using ODE
and APT models are shown with blue and red dashed ftespectively. The
green symbol represents the experimental measutemen
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Figure 3.15: Pressure histories for Fuel E OP1 (Case 4) in Rhee

Stochastic calculations. The 30 individual cyclathwhemistry calculated
using ODE integration and APT are shown in blue dadhed red lines
respectively. The green symbol represents the erpatal measurements.
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Figure 3.16: Pressure histories for Fuel E OP1 (Case 4) fee Btochastic
calculations. The mean pressure profiles of the GID& APT models are

shown with blue and red dashed lines respectivEhe green symbol
represents the experimental measurements.
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3.1.2 Comparison of APT with ODE integration (RSC & FSC)

It will be demonstrated in this sectibatt APT captures HCCI engine
auto-ignition with the same accuracy as the di@DE integration as far

the main chemical species are concerned.

3.1.2.1 Comparisonsfor RSC calculations

The purpose of this section is to essiblhat the APT model is
essentially the same as the ODE integration modéie accuracy of the
cool flame (formation of formaldehyde) and mainiiigm (consumption of
fuel) events as well as the blue flame (consumptibformaldehyde) are
examined. All the four operating points are consdeand their mean heat
release rate for ten engine cycles are shown inré€s3.17-3.21.

In each case the cool flame, blue flamd the main excitation
markers are as accurately captured using APT ds @IDE integration
model. The pronounced blue flame peak for FuelF& QFigure 3.21) are
well captured by the ODE integration model and ABdk up. The high
accuracy of APT in capturing the cool flame whikng a single progress
variable (including enthalpy and pressure) at eathhe four operating
points is an important finding. It demonstratesttthe choice of progress
variable (defined in terms of enthalpy of formatiewvaluated at 298 K) is a
good one. It also suggests that there is a low wmeal manifold in the

composition space for the low- temperature autdigmn process. It should
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be pointed out that Intrinsic Low Dimensional Maif (ILDM) yielded

limited success for capturing the cool flame [4].
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Figure 3.17: Calculated mean heat release rate [J/CAD] vensogme in
crank angle degree for Fuel D OP3 (Case 1) for R&Culations. Engine
calculations using the ODE integration and APT n®dee represented
with blue and a red dashed line respectively.
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Figure 3.18: Calculated mean heat release rate [J/CAD] vengasme in
crank angle degree for Fuel C OP3 (Case 2) in € Balculations. Engine
calculations using the ODE integration and APT n®dee represented
with blue and a red dashed line respectively.
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Figure 3.19: Calculated mean heat release rate [J/CAD] vemsasme in
crank angle degree for Fuel C OP4 (Case 3) in ®@ Balculations. Engine
calculations using the ODE integration and APT n®dee represented
with blue and a red dashed line respectively.
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Figure 3.20: Calculated mean heat release rate [J/CAD] vengngme in
crank angle degree for Fuel E OP1 (Case 4) in @ Balculations. Engine
calculations using the ODE integration and APT n®dae represented
with blue and a red dashed line respectively.

53



3.1.2.2 Comparisonsfor FSC calculations

The Figures 3.22-3.25 show the mean redaase rate [J/CAD] over
30 cycles for ODE integration and APT computatidnsthese figures, the
mean heat release shows the two stage ignitioracteaistic of these fuels.
In each case the agreement between the ODE intagrahd the APT
models is excellent. In Figures 3.23-3.24, the nieat release peak for
APT calculations deviates slightly from ODE integva predictions. This
tendency is negligible in Figure 3.22 and 3.25.isTik because the cases
with significant cyclic variations (Figures 3.2323) require higher
accuracy from APT than those with negligible cyohariations (Figures

3.22 and 3.25).
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Figure 3.22: Calculated histories of the heat release rat&@@ D OP3 for
the free stochastic calculations. Engine calcutatiausing the ODE

integration and APT models are represented witk Bhd a red dashed line
respectively.
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Figure 3.23: Calculated histories of the heat release for EL&P3 (Case
2) for Free Stochastic calculations. Engine calttoihs using the ODE

integration and APT models are represented witk bBhd a red dashed line
respectively.
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Figure 3.24: Calculated histories of the heat release rateFfeel C OP4

(Case 3) for the free stochastic calculations. E@gialculations using the
ODE integration and APT models are represented Wwitle and a red
dashed line respectively.
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Figure 3.25: Calculated histories of the heat release for ELEP4 (Case

4) for the free stochastic calculations. Enginewalions using the ODE

integration and APT models are represented witk Bhd a red dashed line
respectively.

3.1.3 Parametric study of APT

In the previous section it was shown tA®T captures the main
excitation event for the four engine case withgame accuracy as the ODE
integration model. In this section the influence TAParameters such as
ISAT error tolerance on the accuracy and local aegieuse of APT is
investigated. For the accuracy tests some typiocal tame (formation of
formaldehyde), blue flame (consumption of formaltdd) and main
excitation (consumption of intermediates to L£&hd HO) markers inn-

heptane/toluene combustion are considered.
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3.1.3.1 Theinfluenceof ISAT error toleranceon APT

The influence of ISAT error tolerancetbe accuracy of APT is also
investigated. The sensitive third operating po®age 3) was considered. In
Case 3 the main excitation event occurs after thye Dead Centre. In this
case combustion ends late in the expansion phdmepiiessure rise from
the chemical reactions competes with the pressuoe daused by the
expansion of the cylinder volume. Thus, a smallngeain the ignition
temperature can give rise to significant changegrniion timing. This case
Is very sensitive and it requires a high accurdcirr .

In Figures 3.26-3.27 the ODE integratiand APT profiles for
formaldehyde (ChD) and the lumped heptyl-ketone (l#GsO, L
represents the word lumped) are shown. The spée@sdi;s0 and CHO
are very good cool flame markers. The spike-shajpede of L-GH150 is
accurately captured by the APT look-up table asvshim Figure 3.16. The
APT curve with ISAT error tolerance equals 0.00pegrs almost on the
same line with the ODE integration curve despitedinall magnitude of L-
C/H150 mass fractions. As the value éfis increased from 0.002 to 0.01,
there are slight deviations of the APT curve fradme tODE integration
predictions. In this case L;8:50 is produced slightly late with a higher
peak mass fraction. The ridge-like structure offaldehyde time history is
reproduced by APT. Like L-fH;s0, the error in CKD when APT is used
increases with the magnitude of the ISAT errorreotee. The production of

CH,0 connotes the cool flame region and its consumptidicates the blue
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flame region. The ODE integration and APT profifes L-C;H1s0 and
CH,0O are in very good agreement. The APT and ODHyiate®n curves
for additional important species such as CO,,CB0O, and OH are
illustrated in Figures 3.28-3.31. The species,@0d OH are produced
during the main auto-ignition event while H@nd CO are consumed
during this phase. APT faithfully captures the ODEegration curves for
CO, CQ, HO, and OH. In each species the error in APT increaststhe

ISAT error tolerance.
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Figure 3.26: Calculated ChHO mass fractions versus crank angle degree for
Case 3. The ODE integration model is represented bge. APT_0.002
and APT_0.01 represent APT calculations withequals 0.002 and 0.01
respectively.
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Figure 3.27: Calculated L-GH,50 mass fractions versus crank angle degree
for Case 3. The ODE integration model is represkhtea line. APT_0.002

and APT_0.01 represent APT calculations withequals 0.002 and 0.01
respectively.
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Figure 3.28: Calculated CO mass fractions versus in CAD foreCas
The ODE integration model is represented by a |ART_0.002 and
APT_0.01 represent APT calculations with equals 0.002 and 0.01
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respectively.
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Figure 3.29: Calculated C@ mass fractions versus in crank angle degree
for Case 3. The ODE integration model is represthtea line. APT_0.002
and APT_0.01 represent APT calculations wéithequals 0.002 and 0.01

respectively.
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Figure 3.30: Calculated OH mass fractions versus crank angigegefor
Case 3. The ODE integration model is represented bge. APT_0.002
and APT_0.01 represent APT calculations wihequals 0.002 and 0.01
respectively.
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Figure 3.31: Calculated H@ mass fractions versus crank angle degree for
Case 3. The ODE integration model is represented bge. APT_0.002

and APT_0.01 represent APT calculations wihequals 0.002 and 0.01
respectively.

It has been illustrated that using a lgiqogress variable, one can
accurately capture the time histories of the majat minor species as well
as pollutants. APT successfully captures the codlldue flame and as well
as the main excitation markers without any lossaaturacy. In this
approach no assumption was made about the detagetdanism. Only the

progress variable was specified.

3.1.3.2 Theinfluence of APT parameterson local region reuse

The computational speed-up of APT depemdthe frequency of the

different local polynomial iflentical ISAT and PRISM) calls. With this
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information for a given operating point APT usersdl Wwe able to decide

which values ofx and ¢ suits their application. The APT user should have

in mind the level of error he/she can tolerate tbe benefit of
computational speed-up. The third operating p@atse 3) is selected for a
single a single cycle HCCI engine calculation.

The EOA paramet@ was set to 120. All other APT variables

remained the same. For example the number ofcfestirequired to
construct second order polynomials. The parameisrvaried from 1.2 to
9.2 whileg is varied from 0.002 to 0.012. The SRM simuldt@8 particles
in each case. In Figure 3.32 for eaghthe ratio of ISAT calls increases
with &. This is because the larger the value tfe bigger ISAT EOA, more
initial conditions will encounter ISAT EOAs. Thisvgs rise to more ISAT
calls. Although the highest number of ISAT callsreveecorded for very
small values otx. This is because for very smallmeans the disallowed
region of the PRISM hypercube is larger than thewsdd region, as such
more ISAT EOA reuse in the disallowed region. Tihisreases the overall

frequency of ISAT calls as shown in Figure 3.32
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Figure 3.32: The variation of ISAT calls with ISAT error tokemce and the
parametero for engine Case 3. The magnitude in the ISAT cals
increases with the intensity of the blue color.

The doom structure in Figure 3.33 shdvesratio of PRISM calls for
different valuesx ande. No PRISM calls are observed for small values of
were used d close to zero), because the allowed section ofPRESM
hypercube is infinitesimal. Ag increases from small values, for each value
of ¢, the number of PRISM calls increases very fash witThis reaches a
maximum at abou& = 7.0. Beyond this value = 7.0, the ratio of PRISM

calls almost flattens out. It could be expected tha highest number of

PRISM calls is found for the biggest values:ainde.
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Figure 3.33: The variation of PRISM calls with ISAT error todece and
the parametea for engine Case 3. The magnitude in the PRISMs catis
increases with the intensity of the blue color.

The plot ratio ofdentical calls versusx ande is shown in Figure
3.34. The ratio of identical calls does not depsindngly ona. For larges,
the size of the ISAT EOA increases as well as it af the identical EOA.
Therefore, there are moigentical calls for large values of As shown in
Figure 3.35, the frequency of growth calls decreasse: increases. There
are also more growth calls for smaller values ef I®AT error tolerance as
shown in Figure 3.35. Large valuesooimply larger allowed section of the
PRISM hypercube. Second order polynomial approXxonareuses are
more likely for hypercubes with second order polyna coefficients.
Small values ot give small ISAT EOAs, thus more initial conditiovill

enter the neighborhood of the ISAT EOAs and thegueacy of growth

calls will increase.
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Figure 3.34: The variation ofdentical calls with ISAT error tolerance and
the parametex for engine Case 3. The magnitude in idhentical calls axis
increases with the intensity of the blue color.
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Figure 3.35: The variation of growth calls with ISAT error ébnce and
the parametes for engine Case 3. The magnitude in the growtls @lis
increases with the intensity of the blue color.
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3.1.4 Control of tabulation errorsin APT

Additional tests were performed with t8&M-HCCI engine to
analyze the APT tabulation errors. Sources of srape the approximations
through first and second order polynomials, and mhedeling of the
combustion process with a single progress variable third operating
point (Case 3) was used for the tests becauss seiisitivity to tabulation
errors. All calculations were performed with 100tjgdes. In each APT
polynomial approximation, the direct ODE integraticode is invoked also

to calculate the local error in APT for each tineps

J (3.1)

Where ¢4 and ¢;2 are the ODE solutions computed with the APT and

t+At t+At
(p|,APT (pi,ODE

the ODE integration model respectively aNd is the number of chemistry
queries for the given time step. This way the lo@tor in the
approximation can be calculated, and compared ¢ogttien ISAT error

tolerance, which was set to 0.002 amdwas set to 7.6. It should be noted

that o is proportional to the size of the allowed sectminthe PRISM

hypercube. Errors that are higher than the giv&Ti®lerance are caused
by the usage of a single progress variable. As shovFigure 3.36, at least
99.4 % of ISAT calls have errors less than the I1S&for tolerance. In

Figure 3.37 it is shown that at least 98.2 % of $MRIcalls have errors less
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than the ISAT error tolerance. The largest PRISMrdas 9 times the ISAT
error tolerance while the largest ISAT error is tifbes the ISAT error
tolerance as illustrated in Figures 3.36 and 3.37.
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Figure 3.36: Test of local ISAT error control plotted agaitishe in crank
angle degree: the average error calculated; thetveoror made to date; the
percentage of ISAT calls that causes a tolerarmation, error greater than

the ISAT error tolerance. The APT parameters usexwe = 0.002 anda
=7.6.

67



ssmaaw average

0.020 - - 1.8
- = = p0rst
—yiolations
0.015 - E
s &
2 £
o c
£ 0.010 - =]
w =
- L
2 o
w =
[T
0.005 - o
=
- ==
~)
0.000 A T T T
-40 -30 -20 -10 0

Crank angle degree

Figure 3.37: Test of local PRISM error control plotted agaitiste in crank
angle degree: the average error calculated; thetveoror made to date; the
percentage of PRISM calls that causes a toleraiodation, error greater
than the ISAT error tolerance. The APT parametseduvere:s= 0.002
anda = 7.6.

3.1.5 Computational speed up factor

3.1.5.1 Speed up factor versus APT parameters

The computational performance of APTnsgesstigated for Case 2.
The computational speed-up is investigated forediit values of ISAT
error tolerance £) while o is kept constanta(= 4) for SRM calculations
with 100 particles. These calculations were per&mfor only one engine
cycle. As shown in Figure 3.38, the computatioragesl up is directly
proportional to ISAT error tolerance. The speedragior curve is close to
straight line with positive gradient. When the [BArror tolerance is larges

large, it means that size of the ISAT EOA is larfee size of the ISAT
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EOA is directly proportional to the size of the B and identical EOA.
Therefore, APT will encounter more local regionseuThis gives rise to
the computational speed-up. In these calculafionevery initial condition
stored, 3 extra ODE integration calculations arpiired for the calculation
of the mapping gradient. The cost of constructiegosd order polynomial
coefficients from real initial conditions is rekaly small compared to the
cost of calculating the mapping gradients (seed 8pl Wheru is increased
while ISAT error tolerance is held constarg< 0.002), the size of the
allowed section each PRISM hypercube is increabedeby increasing the

frequency of PRISM calls and hence the computatispaed up as shown

in Figure 3.39.
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Figure 3.38: The variation of computational speedup with etoterance:
(o = 4) for the first cycle for Case 2.
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Figure 3.39: The variation of computational speedup withe = 0.002) for
the first cycle for Case 2.

In Figures 3.38 and 3.39, when the etoderances and o were
varied, the computational speed-up did not exceéar Zalculations with
100 particles. This is because based on this nuofgarticles the number
of chemistry calls cannot yield enough APT libregyse.

Table 3: Cost of various operations (normalizethtocost of one ODE
solution) in APT

Operation Normalized Cost
1 ODE solver call 1.0

1 identical evaluation (plus searching time) 0.00025

1 ISAT evaluation (plus searching time) 0.00037

1 PRISM evaluation (plus searching time) 0.0013

1 PRISM construction 0.021

1 mapping gradient (ISAT) construction 3.0

70



3.1.5.2 Speed up factor for RSC calculations

In order to assess the computational opexdince of APT, the
chemistry computational time is calculated for h@iae cycles when 100
particles are simulated for the four test casese Time spent in the
chemistry subroutines is recorded using the intifORTRAN function
SYSTEM_CLOCK. In each case, the control calculaiasing the ODE
integration are also performed and the calculaiioe was recorded.

In Figures 3.40-3.43, the chemistry cotaponal speed up factor is
shown for the four different cases. In each of plas, there is almost no
computational speed up factor for the first cydlee computational speed
up of 2 is obtained for the second cycle and iteased to about 10 for the
third. After the fifth cycle, the APT computationapeed up reaches 3
orders of magnitude and it continues in this scafet to the tenth engine
cycle. For example, for Fuel D OP3, the APT and ODEegration
computational costs for the first cycle are 184@.2and 15485 s
respectively. The APT and ODE computational costtlie fifth cycle are
1.15 s and 1548.5 s. The computational speed wgrfir the fifth cycle is
1346.5. This gives a computational speed up faesor3 orders of
magnitude. After the fifth cycle the APT computatib time speed up
factor is maintained to the last engine cycle wigty small fluctuations
introduced by the loading of the computer. The OI[rEegration
computational time for all the cycles is about teame with small

fluctuations introduced by the loading of the comepu
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Figure 3.40: Speed up factor for Fuel D OP3 (Case 1) for R&Cutations.
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3.1.5.3 Speed up factor for FSC calculations

In Figures 3.44-3.47 the computationaetifor 30 individual engine
cycles are shown. For the first cycle, the APT cotaponal expenditure is
about the same as that of the direct ODE integratiberefore no
computational speed up is recorded. This is becdusag the first cycle
the initial APT table is being constructed. ThiBléacomprises the mapping
gradients, initial condition information and secomdder polynomial
coefficients for each PRISM hypercube. The ratiched average cost of
mapping gradient calculation and one ODE integnatall is 3. In this
simulation the polynomial calls could barely recaine cost of mapping
gradient and second degree polynomial constructionthe subsequent
cycles, the probability of mixture initial conditis to encounter PRISM
hypercubes, ISAT andlentical EOA with similar composition increases.
Therefore more polynomial reuses are counted anddmputational speed
up factor increases accordingly. In Figures 3.4B3the APT
computational speed up factor increased as engiolescincreased in a
fluctuating pattern. This tendency is because efdtnong cyclic variations
in these test cases which require high accura@df. In Figures 3.44 and
3.47 the APT computational speed up factor incibas® engine cycles
increased with negligible fluctuations. This ischese these test cases
possess less cyclic variations. Computational sppsdexceeding 12 were
obtained. In this work, memory requirement for eaplerating points was

not investigated.
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3.1.6 Reduced library APT model calculations

3.1.6.1 Nth cycle comparisons

The reduced library APT model is usedhis section to study the
most important reactions and species present ineptahe/toluene
mechanism. A skeletal n-heptane/toluene mechanmsh was developed
using chemistry guided reduction technique was [58[d The accuracy of
species that participate in the most sensitiveti@a in this mechanism is
studied. These include O, H, OHHsCH, and GHsz and additional
species. The species O, H and OH participateseinmtain chain branching
reactions. The speciestsCH, is important for resistance to auto-ignition
and aromatic species formation respectively. Theeigs GHs involved in
benzene oxidation was also studied [19].

The potential of APT in capturing thesenstive reactions and
species in multi-cycle HCCI engine simulations tisdged. In this case the
modified algorithm of APT was used with a limitedimber of ODE
integration calls per time step. At most 15 staretial were stored per time
step for the first five cycles. After the fifth dgs, the cumulative sum of
initial conditions stored for all the cycles pemé should not exceed 15.
For simplicity the 25th cycle was selected, becatisecorded the highest
computational speed up factor (approximately 16. shown in Figures
3.48-3.51, the species (H, OH, O and) @hat participate in the most
sensitive reactions (having the strongest influemicegnition timing [19])
were accurately captured by APT.
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The APT profiles for &1sCH, and GHsCH; and GHs are in
excellent agreement with those of ODE integratisnshown in Figures
3.52-3.54. The unsaturated radicaHgand the species (HCCO,ld, and
C.Hy) present in the baseline sub-mechanism are plattddgures 3.55-
3.59. The APT profiles for each of the speciesewar very good
agreement with the ODE integration profiles. It whathat the choice of
progress variable is a good one and using a linmtedber of stored initial

conditions per time step improves the efficiencyhef algorithm.
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Figure 3.48: Calculated H mass fractions for the 25th cycleswe runtime
in crank angle degree for Case 3.
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Figure 3.49: Calculated O mass fractions for the 25th cycleswg runtime
in crank angle degree for Case 3.
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Figure 3.50: Calculated OH mass fractions for the 25th cycégsus
runtime in crank angle degree for Case 3.
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Figure 3.51: Calculated @ mass fraction for the 25th cycle versus runtime
in crank angle degree for Case 3.
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Figure 3.52: Calculated gHsCH, mass fractions for the 25th cycle versus
runtime in crank angle degree for Case 3.
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Figure 3.53: Calculated @Hs mass fractions for the 25th cycle versus
runtime in crank angle degree for Case 3. The OmEgration model is
represented by a line and the APT model is denoyeaddashed line.
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Figure 3.54: Calculated €HsCHs; mass fractions for the 25th cycle versus
runtime in crank angle degree for Case 3. The OmE&gration model is
represented by a line and the APT model is denoyealdashed line.
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Figure 3.55: Calculated @H, for the 25th cycle versus runtime in crank
angle degree for Case 3.

1.0E-03 A

S.0E-04 ~

C-H,; massfraction

0.0E+00
-30 -20 -10 0 10 20
Crankangle degree

Figure 3.56: Calculated @H4 mass fractions for the 25th cycle versus
runtime in crank angle degree for Case 3.
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Figure 3.57: Calculated HCCO mass fractions for the 25th cyaesus
runtime in crank angle degree for Case 3.
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Figure 3.58: Calculated @H; mass fractions for the 25th cycle versus
runtime in crank angle degree for Case 3.
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3.2.6.2 Comparisonsfor the mean profiles

In this section, the ODE and APT mearfij@® for temperature, heat
release, and some important species {&GHCO and C@) are compared.
These mean values have been computed from 30 SR® Ei@ine cycles.
As shown in Figure 3.59-3.60 the temperature arat helease profiles
demonstrate two peaks representing the cool flamdetlze main excitation
step. The heat release profile has a small elbdawdsn the cool flame and
the main excitation. This is the blue flame regiorit connotes the
consumption of CkD. There are very small deviations between ODE
integration and APT models for the mean temperguoéles. The mean
ODE integration heat release falls on the samedmé¢he APT model for
the cool flame and blue flame regions, but theeestight deviations around

the main excitation regions.
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Figure 3.59: Calculated histories of the mean temperatureClase 3. The
means were calculated from 30 cycles.
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Figure 3.60: Calculated histories of the mean heat releagefaatCase 3.
The means were calculated from 30 cycles.
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Figure 3.61: Calculated histories of the mean f{Hfor Case 3. The means
were calculated from 30 cycles.
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Figure 3.62: Calculated histories of the mean CO for Case & Means
were calculated from 30 cycles.
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Figure 3.63: Calculated histories of the mean £f0or Case 3. The means
were calculated from 30 cycles.

For the intermediate species (CO and@Hhese deviations around
the main excitation region are more visible. Fa thean species (CO, GO
and CHO) histories shown in Figures 3.61-3.63, the agergnbetween

SRM calculations with ODE integration and APT modelery good.

3.2.6.3 Tabulation errorsfor thereduced library APT model

In this section the error associated WAET is presented. For each
ISAT and PRISM call, the ODE integration solvercalled and the local
error is calculated using the Equation (3.1). Titers in ISAT and PRISM
approximations for the 2nd, 6th and 25th enginelesy@re shown in

Figures 3.64 and 3.65 respectively. The errorcaleulated as the average
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over all queries to date for the given time stdpe Violation is calculated as
the percentage of queries to date for which thalleoror exceeds the ISAT
error tolerance for the given time step.

The magnitude of the ISAT error increatsgy with runtime in
crank angle degrees. This is due to the propagafieound up errors. The
ISAT errors do not always increase as the calangprogresses from one
cycle to the next. The ISAT error will depend oe thegree of deviation of
the compositions of the new cycle as compared tsethstored in the
library. As shown in Figure 3.64 fewer operatoritdipg time steps were
involved in the calculation of the ISAT errors 0ycles 6 and 25, because
PRISM reuse dominated in most of the cycles beyQydle 5. It is shown
in Figure 3.65 that Cycle 25 with the highest spegdfactor has the
smallest PRISM error. In these three cycles shaweir PRISM errors
increase with runtime because of accumulation ehdoup errors.

In Figure 3.67, the percentage of ISADlations decreases with
runtime in crank angle degree, while that of PRISNM Figure 3.68)
increases with runtime in crank angle degree. Tkt@ sycle displayed the
least frequency of PRISM calls but it had the hgghpercentage of
violations. The violations in PRISM depend strongly the APT library
details. If the APT library was constructed withngmositions that differ
greatly from those of the trajectories of Cycletlle magnitude of the

PRISM violations for cycle 6 will be larger.
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Figure 3.65: Test of local ISAT error control. Plotted agaitiste in crank
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cycle 2; red circle represents cycle 6 and crossg®sents cycle 25 (1=
0.0025 andy = 6).
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Figure 3.67: Plotted against time in crank angle degree: #regntage of
ISAT calls that causes a tolerance violation; ldismond represents cycle

2; red circle represents cycle 6 and crosses repiesycle 25 £= 0.0025
anda = 6).
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Figure 3.68: Plotted against time in crank angle degree: #regntage of
ISAT calls that causes a tolerance violation; diathrepresents cycle 2;
red circle represents cycle 6 and crosses repgesgale 25 €= 0.0025 and

a = 6).

3.1.6.4 Computational speed up with reduced library APT model

In this section the computational speeud associated with the
reduced library APT model is presented. As shownFigure 3.69, a
computational speed up factor of 16 was obtainedSleM calculations
with cyclic variations for Case 3. In contrast i@ ttomputational speed up
factor illustrated in Figure 3.46, this modificatioof APT resulted in

improvement in the computational speed up grelhtar & factor of 2.
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Fig. 3.69: The variation of computational speed up with eegtycle Free
Stochastic calculations (FSC). FSC 1 representcdhmilations with this
new version of APT. FSC-2 represents the calculatwith original APT
code. RSC represents the Repeated Single Cyclalaimdns.
The storage of a limited number of idit@onditions per time

improves the computational gain factor of APT aga&XDE integration

calculations for mapping gradient constructionareided.
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Chapter 4 Conclusion and future outlook

In this thesis APT has been presentedthartbughly described. It
parameterizes the solution of the chemical rateaggu system with
zeroeth, first order and second order algebraicesgions. The algebraic
polynomials are computationally inexpensive to eatd as compared to
direct ODE integration. To facilitate the searchofgnitial conditions, the
chemical composition space is partitioned into dgusze hypercubes. The
searching and parameterization is performed in dewh only three
variables. These include: standard enthalpy foonagivaluated at 298 K,
pressure and total enthalpy. In real time eachetoybe is divided into
adaptive hypercubes. The hypercube and adaptivertypes are accessed
via linear and binary trees. The initial conditiamsed for the construction
of second order polynomials are stored in the adagtypercubes. Two
ellipsoids are drawn around each stored initialdttbon. The inner and
outer ellipsoids are the regions for zeroeth orded first polynomial
approximations to the ODE solutions respectively.

When used with n-heptane/toluene fueledMSHICCI engine
simuations, APT yielded significant computationpked-up without any
significant loss in accuracy. For multi-cycle cditions with the same
random seed, computational speed up exceeding\Ba88mbtained for the
fourth operating point. Therefore, in this sitoatiAPT demonstrated
higher computational speed up factor than thatiobtawith ISAT (speed
up factor of 1000 [7]) and PRISM (speed up factod® [8]). The cool
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flame, blue flame and main excitation events weeueately captured for
all the four operating points. A computational egppeip factor of 12 was
obtained for multi-cycle SRM calculations with @ifént random seed. The
cool flame, blue flame and main excitation evenéseraccurately captured
for all the four operating points. The second ahildt operating points
demonstrated high sensitivity; their ignition eventcurred after Top Dead
Centre and these events were also captured by ARdse cases showed
larger variations in ignition delay times from oryele to the next and APT
successfully captured the cyclic variations withaignificant loss in
accuracy.

It is demonstrated that number of secdadree polynomial reuse
depends strongly on the size of the allowed sectbrthe adaptive
hypercubes. The first order polynomial reuse depeticbngly on the ISAT
error tolerance. About 99 % of the first order pagnial reuse has errors
less than the ISAT error tolerance. The maximunoreim the first order
polynomial approximation is greater than that fecend order polynomials.

As compared to PRISM, rather than usirghtire set of chemical
species to perform searching and parameterizafiBil, replaces the entire
set of (148 chemical species as used in this thesis a progress variable.
Therefore, a drastic reduction in the memory resruent and improved
computational speed up and faster searching timesial conditions are
stored only outside the EOA of stored initial cdimfis. This enhances

spread of stored initial condition as they enter BRISM hypercube. The
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spread of initial conditions is also improved b tgrowth of the ISAT
EOA. The degree of spreading of the stored init@hditions is directly
proportional to the accuracy of the second orddynmonial coefficients.
However, with this algorithm of using real storedtial conditions it is not
possible to obtain the degree of spreading ofahitonditions provided
central composite design that was used in therai@RISM formulation.

In APT second order polynomials are metated for every hypercube
when a mixture initial condition enters it for tfiest time as in PRISM. As
the reacting trajectory progresses through a PRISidercube in APT,
zeroeth and first order polynomial are used to @gpration the ODE
solutions for initial conditions within an ISAT EOAhis process continues
and more local region reuses are registered impgothe computational
efficiency of code until enough initial conditioage stored for second order
polynomial construction. Therefore in APT it is npbssible to have a
PRISM hypercube with limited or no reuse as in BRIS

As compared to the ISAT method, APT a Imited to first order
polynomial approximations but it performs zerodttst and second order
polynomials as the need arises. The polynomiakttoation takes place
only when the need arises. Searching time is velgtismaller in APT as
compared to ISAT. APT algorithm circumvents for dohinary trees by
building separate binary trees on the data straafieach hypercube. This
makes the search for the closest initial conditma given initial condition

a simple and local task.
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Contrary to APT, PRISM constructs theoset order polynomial
expressions for a given hypercube by calculatirgg @DE solution via
direct ODE integration at specified locations i tiypercube determined
by central composite design. The extra computaticost compromises the
computational efficiency of PRISM. Each second opEynomial must be
used at least 250 times before its computationst iorecouped. In APT
the cost of constructing the second order polyntsmsaonly about 2 % of
the cost of one ODE integration call. This is besgaAPT uses real initial
conditions that have been stored from previousutations. PRISM lacks
the control of tabulation errors. The sizes of #uaptive hypercubes are
calculated from the ISAT Ellipsoid of Accuracy irPA. The ISAT EOAs
are calculated from the mapping gradient.

In the SRM model for HCCI engines, thegress variable and total
enthalpy are considered as random variables whenessure is not. All
particles per time step have the same pressureefdne there is limited
spread in the pressure axis. As an attempt toraveat for this limitation,
in this thesis a reduced library APT model was tged and tested. At
each time step at most 15 initial conditions awest for the first five
engine cycles. After the fifth engine cycle, init@nditions are added if the
cumulative number of initial conditions stored aftbe fifth cycle is less
than 15 for the given time step. The benefits a$ @pproach include:
firstly, it gives requires smaller memory and arpioved spread of initial

condition especially in the pressure directiorgivies more accurate second
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order polynomials and eliminates the redundant OI[bfEegration
calculations for the construction of the mappingdignts

It was shown that with these adjustmem®®T is capable of
capturing the main species that participate inrtteen reactions (baseline
chemistry, benzene and toluene) of n-heptane/tell@mbustion. In the
multi-cycle calculations, APT is capable of captgrithe cool flame and
main excitation markers without any significant dos accuracy. The
computation gain factor took values between 4 afdfdr the SRM
calculations using this reduced library APT model.

However, despite the improvements of Afdsented in this work as
compared to PRISM and APT, the initial conditionghim a PRISM
hypercube are constrained by the unity of the siimass fractions of each
its initial condition. Not every position in the F®M hypercube has a
feasible value for the species mass fractions. éfber an approximation
can easily go off the response surface construatddeaction trajectory.
The possibility of increasing the accuracy of teemsd order polynomials
coefficient by adding a couple of points close e&émte of the PRISM
hypercube cannot be accomplished for the same nme#@gso to include
initial conditions from the eight neighboring hypebe outside each of its
faces might be challenging, because some PRISMrbybes near edges
may not have 8 neighbours. For those with 8 neamegghbors, the

neighboring hypercubes may not have stored in dtioigal conditions.
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For each PRISM hypercube the initial ctiodi slope data store
include: N, initial conditions (3 variables each)l, ODE solutions rfs+1
variables each)N, sensitivities of thens chemical species with respect to
progress variable, total enthalpy and pressurgg@ch), andN, sensitivities
of progress variable, total enthalpy and pressttie r@spect to their initial
conditions (9 variable each). Memory for each PRIByercube in APT
could be optimized if initial condition-slope data deleted immediately
after the construction of second order polynomiakfficients. This
deletion process has the ability to reduce the RRigpercube memory by
a factor greater than 50. However, in this testhwitirrent APT code,
deletion of this initial condition slope data afteonstruction of second
order polynomials cannot be accomplished. If defetivas implemented
with this n-heptane/toluene mechanism, the memoryttie APT storage
table should have reduced by a factor greater&an

The accuracy of the second order polynbrogefficients can be
improved by including mapping gradients informatwhen the coefficients
are constructed. Another benefit to this approactieiver second order
polynomial coefficients, thus, reduced memory regmient. This will entail
the introduction of additional assumptions, thattie mean of the stored
initial conditions will be replaced by its closagighbour. This will be
demonstrated in our future work.

The test for multi-cycle SRM-HCCI engic&culations were limited

to 100 computational particles on the premise ofuced computational
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requirement which favors model development, altiougal PDF
applications may involves several thousands of agatnal particles.
However, this is the first time that real time sstoorder polynomial
expressions have been used for representing chgmiat engine
simulations and it has been implemented for a cermpthemical
mechanism with more 100 chemical species.

A mechanism of n-heptane/toluene with I1gjg&cies and 1281
elementary reactions was used in this work. Thegetaris larger
hydrocarbon mechanisms used in diesel combustioh as n-decane. In
this case, APT will be combined with a detailedustn method (QSSA
[1]) and an elegant dimension reduction tool, Irewar Constrained
Equilibrium Pre-image Curve (ICE-PIC) method [6]nitially the
mechanism will be reduced by QSSA, then, the redlmecechanism will be
send to the APT/ICE-PIC coupling. This will also themonstrated in our

future work.
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Nomenclature

Symbol

Meaning

aj
ai jk
A(®)

Wz)i?

=

J 0 L0 O m W W

N @
©
m

Second order polynomial coefficients
Second order polynomial coefficients

Mapping gradient ap, at a timed

Initial condition of mapping gradient

Cross sectional area

Second order matrix created from stored initial
conditions

Matrix of stored initial conditions

PCA reduced matrix of stored initial conditions

Transpose oB

Product of B" and B

Progress variable

Specific heat capacity at constant
volume[Joules per Kg per Kelvin]
Proportionality constant

Mass density function

Total enthalpy
Fluctuation in temperature
Convective heat transfer coefficient

Enthalpy of formation evaluated at 298 K
Jacobian matrix

Identity matrix

Number of variables in a factorial design
Kelvin unit of temperature

Fractional part of the factorial design
Pressure in pascal

Number of stored records in an ISAT look up
table

Number of stored initial conditions required to
create second order polynomial coefficients
Number of chemical species

Change in mass density function due chemical
reaction and change of volume

Chemical source term
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t Time in seconds

Tw Wall temperature

to Time at the end of combustion

to Time in seconds

U Convective heat loss term

\% Vector of cutting plane

Yi Species mass fractions

Y Matrix of stored ODE solutions

Y Product of B" andY

v Transpose of

Greek letters meaning

£ ISAT error tolerance

& Error

A Mixture strength

B Curl model constant

B Real constant,

B, Real constant,

of identical EOA size

o PRISM EOA size

7 Initial condition at timet

¢ Sample space representation of a random

variable

g Reduced query initial condition
g ODE solution from APT at
po ODE solution from direct integration at

@ A query initial condition

7} Stored initial condition

4 Scalar of cutting plane

@ Initial condition at timeyg

@ Arbitrary initial condition

g ODE Solution ofg after time integration

o ISAT EOA size

At Time step size in seconds
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Abbreviations

ALDM
APT
BDF
CAD
CFD
CSP
EGR
EOA
EVO
FPI
HCCI
ICE-PIC
ILDM
ISAT
IvC
LU
MDF
ODE
PaSPFR
PCA
PDF
PFR
PSR
RCCE
QSSA
Sl
SRM
TDC

Attractive Low Dimensional Manifold
Adaptive Polynomial Tabulation
Backward Difference Formula

Crank Angle Degree

Computational Fluid Dynamics
Computational Singular Perturbation
Exhaust Gas Recirculation

Ellipsoid of Accuracy

Exhaust Valve opening

Flame Prolongation of ILDM

Homogeneous Charge Compression Ignition

Invariant Constraint Equilibrium Edge Preaige Curve

Intrinsic Low Dimensional Manifold

In situ Adaptive Tabulation

Inlet Valve Closure

Lower Upper

Mass Density Function

Ordinary Differential Equation
Partially Stirred Plug Flow Reactor

Principal Component Analysis

Probability Density Function

Plug Flow Reactor

Perfectly Stirred Reactor
Rate-Controlled Constraint Equilibrium

Quasi Steady State Approximation

Spark Ignition

Stochastic Reactor Model

Top Dead Center
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