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Summary

The present work presents the aeroelastic analyses of mistuned blisk forced response employ-
ing a surrogate lumped mass model with aerodynamic influence coefficients. Prior to these,
the state of the art in mistuning analysis is summarised and the theoretical background
of the structural as well as the aerodynamical model employed in this work is illustrated.
Consequently, the validation of the aeroelastic methods is presented at the example of the
compressor like Standard Configuration 10, a standardised test case of an aerofoil vibrat-
ing in a cascade, and the aerodynamical model is validated against bidirectionally coupled
fluid structure interaction simulations of a 2D compressor rotor model. Finally, the aeroe-
lastic behaviour of a mistuned blisk is analysed featuring measured mistuning patterns and
extensive probabilistic analyses of mistuned blisk forced response.

Zusammenfassung

Die vorliegende Arbeit beschäftigt sich mit der Analyse erzwungener Schwingungen von
verstimmten Verdichterlaufrädern unter Verwendung eines diskreten Ersatzmodells und
aerodynamischen Einflusskoeffizienten. Zunächst werden der Stand der Technik bezogen
auf die Untersuchung verstimmter Systeme zusammengefasst und die theoretischen Hin-
tergründe des verwendeten Struktur- sowie aerodynamischen Modells dargestellt. Im An-
schluss daran werden die aeroelastischen Methoden anhand der Standard Konfiguration
10, einem standardisierten Testfall schwingender Schaufeln in einer Kaskade, überprüft und
das aerodynamische Modell mit Hilfe bidirektional gekoppelter Fluid-Struktur-Interaktions-
Simulationen eines 2D Modells eines Verdichterrotors validiert. Schließlich wird das aeroe-
lastische Verhalten einer verstimmten Verdichter-Blisk untersucht, wobei neben der Anal-
yse experimentell ermittelter Verstimmungsverteilungen auch ausführliche, probabilistische
Simulationen durchgeführt wurden.
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Chapter 1

Introduction

1.1 Motivation

The constantly growing global air traffic poses huge challenges to current and future aircraft
and jet engine developments. A predicted growth of the annual traffic of about 4.9% together
with an increase of the global aircraft fleet from 18800 planes in 2008 to 35600 planes till
2028 [14] in conjunction with the ambitious objectives of the ACARE Vision 2020 [1] requires
considerable progress in the developement of modern technology. According to the Vision
2020 the aims are a reduction of the NOx emissions by 80% and a reduction of the emitted
CO2 by 50% with an engine contribution concerning the specific fuel consumption of 15
to 20%. Simultaneously the time to market of aircrafts and their jet engines is desired
to be shortened by half. Consequently this means that engine concepts have to become
more efficient. One focus can be put on the compressor of a jet engine, as an increase of its
efficiency subsequently leads to a reduction of the power needed to drive the compressor and
in turn of the power that needs to be supplied of the turbine and hence of the specific fuel
consumption. The reduction of the specific fuel consumption involves an immense potential
of saving resources which can be seen, apart from the climate protection, as an additional
stimulus for the development processes.

Concerning the high pressure compressor (HPC) of a jet engine, these developments led to
numerous technologic innovations. For example, a significant effort is made with passive and
active methods to be able to control the aerodynamics of a modern high pressure compres-
sor, to reduce losses and to increase the aerodynamic efficiency. Three dimensional blade
geometries with sweep and lean have already become standard in modern jet engines, [42].
Furthermore, intensive research is done to make active methods such as boundary layer
suction or transition control applicable, see Gad-el-Hak [37] and [38] for details about this
topic.

Concerning the structural mechanics the challenge is to guarantee the structural integrity
and endurance for all kinds of components with the parts getting thinner and lighter and

1



2 1 INTRODUCTION

being made of modern materials. In this context the design of the rotor stages has remarkably
changed. Even in civil applications modern rotors are more and more designed as blisks1
(Blade Integrated Disks.). On the contrary to the differential design, here the blades are
no longer connected with the disk through slots but are an integral feature of it. Despite
the advantages like lower weight, higher pressure ratios, less part numbers or minimised
secondary flow, ensuring the structural integrity of blisks poses big challenges to engineers.

In comparison with the differential design, the blisk design lacks a fundamental mechanism
of energy dissipation. As the blade vibrates, friction at the contact faces of blade root and
disk slot dissipates vibration energy which damps the blade. Since there is no such contact
with blisks, the only structural damping that remains is the material one which is some
magnitudes of order smaller.

In addition, manufacturing tolerances and material inhomogeneities along with blade de-
terioration lead to so-called mistuning. Mistuning reveals itself by varying blade natural
frequencies around the rotor’s circumference. During engine operation forced and self ex-
cited high frequency blade vibrations may occur. On the contrary to a perfectly tuned system
where all the blades exhibit the same vibration amplitudes, mistuned systems may respond
in strong localised mode shapes. That is to say, only some of the blades in the assembly
respond to the excitation or the response can even be restricted to a single blade in the worst
case. In combination with the low mechanical damping in blisk structures, the amplitudes
of those vibrations may well exceed the sustainable limit or reduce the high cycle fatigue
(HCF) life.

Logically, such situations are undesirable and a lot of work is done to mitigate the effects of
mistuning. The demand of practical working engineers for a thorough understanding of the
influences coming from mistuning are the major stimulus for the research done on mistuning
to ensure safe and robust engine designs.

1.2 State of the Art

The nature and consequences of mistuning have been in the focus of research for more than
40 years now. One of the pioneers in the field of mistuning have been Whitehead [119] and
Ewins [28] who initiated a long tradition of research. The quest for answers to the questions
what the reasons for mistuning are, which effects result from it and how to deal with the
impact of mistuning on engine operation have given rise to numerous publications.

As a matter of fact, the answers to these questions can only be as good as the tools used
to find them. Consequently, three major disciplines have emerged from the vast field of
mistuning analysis, namely

1For example the stages 1 to 4 of EPI’s TP400 HPC, stages 2 to 6 of Rolls-Royce’s BR725 HPC or 2
stages of PowerJet’s SaM146 HPC
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• the development of measurement techniques to offer the opportunity of quantifying
mistuning in real turbomachinery structures,

• the development and enhancement of structural models to evaluate the effects on the
vibration behaviour and

• the formation of aerodynamic models to allow for the consideration of the significant
aerodynamic influences on mistuning.

Unquestionably, none of these disciplines can be treated separately, as in some sort, data
exchange forms the basis for a holistic analysis of the mistuning problem. Within each
discipline a lot of work has been done during the past decades which makes it hard to give
a complete summary.

A detailed literature debate was given by Nikolic in 2006 [86]. The focus of this review
is mainly on the structural modeling with some aspects of mistuning measurement. Other
publications that deal with the vibration characteristics of turbomachinery bladings are the
work from Srinivasan in 1997 [108], Slater et al. in 1999 [106] and Castanier and Pierre
in 2006 [19]. The aeroelastic methods used in mistuning analyses and in the analyses of
blade vibrations in general are the topic of a number of summaries as well. As the most
important ones have to be named the work of Verdon in 1993 [114], the review of Reddy et
al. in 1993 [97], Foersching’s overview about aeroelastic methods in turbomachinery cascades
from 1994 [36] and the review of Marshall et al. from 1996 [77].

In the following, the state of the art methods are summarised briefly, without seeking for
completeness, to give an insight in the variety of problems that have been addressed so far.

Reduced Order Models

Since finite-element (FE) models of bladed disks feature great numbers of degrees of freedom
(DOF) one objective has always been to reduce the effective number of DOF to allow
for faster and more efficient analyses of mistuned bladed disks. A popular method is to
model bladed disks with the help of lumped mass models as done by Wagner in 1967 for
example [116]. The different models employing lumped masses which have evolved since
then are summarised in Chapter 4 in more detail.

More sophisticated models are the so called reduced order models (ROM) which base on FE
models whose numbers of DOF are reduced remarkably. One of the first to address this topic
was Hurty in 1965 [57] who used a component mode based approach where components of
a structure (e.g. disk and blades) are considered separately. For each of these components
the modes are calculated independently and the behaviour of the global structure is recon-
structed by compatibility constraints at the interconnections. Several techniques of this so
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called component mode based synthesis (CMS) exist today, so for example the method de-
veloped by Craig and Bampton [21] or Castanier et al. [20]. The different techniques mainly
differ in the number of modes required to obtain satisfactory compliance with finite-element
results and therefore the degree of reduction and the benefit in computation. A thorough
overview about CMS models has been given by Bladh et al. in 2001 [12] with some applica-
tions of the different techniques to free and forced response analyses of tuned and mistuned
bladed disks [13]. Further extensions have been made by Seinturier et al. in 2002 [103] and
in 2004 [104] addressing the problem of a CMS model with CFD. The work of Seinturier et
al. in 2004 comprises the analyses of tuned and mistuned forced response of a high pressure
compressor bladed disk including aerodynamic damping estimations from aeroelastic com-
putations. However, the aerodynamic damping employed was constant for all blades of the
tuned and mistuned system.

Another type of reduced order model is the so called SNM model (subset of nominal modes)
introduced by Yang and Griffin in 2001 [124] which takes advantage of the fact that ev-
ery mistuned mode can be obtained by linear superposition of a certain number of nomi-
nal/tuned modes. On the contrary to CMS models the SNM model treats disk and blade as
a single structure. The methodology bases on the work of Yang and Griffin from 1997 [123]
in which the close frequency spacing of the system’s natural modes of the tuned system is
used to make up the mistuned modes. That is why, the SNM model gives best results when
one family of modes is well separated from the others and all tuned modes are summed up
to obtain the mistuned modes.

The SNM model has been further extended by Feiner and Griffin in 2002 [31] taking advan-
tage of the simplification which arises when the SNM model considerations are restricted to
a single family of modes with closely spaced natural frequencies and for which the strain en-
ergy is primarily in the blades. Since this new model focuses on the fundamental parameters
controlling mistuning it is termed fundamental mistuning model (FMM). A lot of attention
has been paid to the FMM which lead to further adaption and improvement. In 2006 Ayers
et al. [4] extended the FMM to enable transient simulations of bladed disk vibrations in the
time domain. Further modifications involved the derivation of an inverse approach for the
determination of mistuning and the inclusion of aerodynamic forces, both are addressed in
the following paragraphs. A further reduction of the FMM method has been presented by
Martel et al. in 2008 [78] termed asymptotic mistuning model (AMM), making the model
applicable to families of modes whose natural frequencies are not closely spaced for all nodal
diameters by regarding clustered and isolated modes separately.

Another methodology has been presented by Petrov et al. in 2002 [96] which bases on an
exact relationship between the tuned and mistuned response of bladed disks. In other words
the mistuned response is expressed through modification of the tuned response depending
on the frequency response function (FRF) of the tuned system and a matrix representing the
blade mistuning. Since the FRF matrix of the tuned system is derived using tuned mode
shapes of cyclic symmetric FE models, the accuracy of the method only depends on the
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number of tuned modes involved in the FRF matrix calculation.

Aerodynamic Modeling

The aerodynamics in turbomachines are one of the major influences on the responses of mis-
tuned bladed disks. In the previous paragraph the development process of effective structural
models in the absence of aerodynamic forces has been stressed. However, the evolution of
simplified models has not only been restricted to structural systems but has also been an
issue of aerodynamics aiming at efficient methodologies allowing for faster aeroelastic com-
putations and simulation of mistuned forced responses considering aerodynamic coupling
between the blades.

Although full scale, non-linear aeroelastic CFD computations are desirable and have already
become very efficient, see Sayma et al. [99] and [112] for example, and computing power
has increased dramatically over the past 20 years, the methods available today are still very
time consuming limiting their usage to special interests and prohibiting their application in
every day engine development processes. Consequently, enormous effort has been made to
reduce the costs of full scale, non-linear computations for the determination of aeroelastic
eigenvalues and forced response computations. Early analyses dealt with that problem by
using incompressible and/or inviscid computations. However, the aerodynamics in todays
turbomachinery are characterised by considerable, compressible and viscous flow effects.
Therefore extensive research has been conducted to develop efficient CFD methods and to
search for techniques allowing for a reduction of computational domains.

One of the first to address these problems were Erdos et al. in 1977 [27]. Their proposed
method allows to calculate forced response of blade rows, whose pitches in the rotor and
stator row are unequal, with only a few blade passages by storing the information at the
periodic boundaries needed to overcome the phase lag and prescribing it on the opposite
boundary time shifted. These so called phase lagged boundary conditions can also be used
to determine the aerodynamic damping of any possible interblade phase angle of a blade
row with a single blade passage. However, the biggest disadvantage of this technique is
the memory consumption for the data storage. Consequently Giles has improved the idea
of phase lagged boundary conditions in 1991 [41] employing a space-time transformation
which needs no additional data storage and requires only about 15% more effort than the
basic computational algorithm. Another very effective technique is the shape-correction
method developed by He in 1992 [50]. The method assumes the flow variables at the periodic
boundaries to be decomposable into a sum of a time averaged part and a sum of disturbances.
Therefore only the coefficients obtained from Fourier decomposition need to be stored which
are then used to update the flow variables at the periodic boundaries at each time step. This
method has been successfully applied by Li and He to aerodynamic damping computations of
vibrating blades using a single passage [74] and for rotor stator interaction computations [75].
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A rather new approach has just recently been presented by Mata et al. [79] who developed
a method for fast forced response computations extending the method of Erdos et al. to
multi blade row computations and employing sliding planes for the data exchange between
the blade rows.

The method introduced by Hanamura et al. in 1980 [48], called aerodynamic influence
coefficients (AIC) technique, can be used to make aerodynamic forces available for the de-
termination of aeroelastic eigenvalues or for structural models for flutter and forced response
computations. The method considers the vibration induced aerodynamic forces on one blade
coming from the other blades of the assembly separately, superposing them to the resulting
aerodynamic influence seen by the blade under consideration. Details about the method are
given in Chapter 3. The influence coefficient technique can be efficiently used in lumped
mass models as realised by Kahl in 2002 [61] for example.

Similar approaches have been used representing aerodynamic damping by dashpots and
aerodynamic stiffening and softening by springs. Such modelling has been used by Lin and
Mignolet [76], Kenyon et al. [65] or Beirow [7] in conjunction with lumped mass models.

An aerodynamic reduced order model has been proposed by Willcox and Peraire [122] basing
on the two-dimensional Euler equations which can be coupled with a structural model to
obtain an aeroelastic model. The results of aeroelastic eigenvalues and forced response com-
putations have been compared to those of classical influence coefficients technique which
showed significant differences. However, the computations are restricted to time domain
computations and the transonic test case that has been used is actually beyond the field
of application of influence coefficients. Details about the comparability of results obtained
with influence coefficients and bidirectionally coupled fluid structure interaction (FSI) com-
putations are given in Chapter 6 of the present work.

Concerning the consideration of aerodynamic forces within the reduced order models sum-
marised in the previous paragraph, different approaches have evolved. The CMS model has
been extended with an aerodynamic model by He et al. [52] basing on quasi 3D, inviscid,
potential flow equations allowing for an algebraic calculation of the modal blade forces.
In 2004 Kielb et al. [66] incorporated aerodynamic forces obtained with the tuned mode
shapes as a function of the interblade phase angle formulating the equation of motion of
a mistuned bladed disk in travelling wave mode coordinates. In a similar manner Martel
et al. [78] considered the aerodynamic forces in their AMM, calculating the aerodynamic
force coefficients with a linearised Navier-Stokes solver employing phase lagged boundary
conditions. Petrov also introduced aerodynamic coupling in his ROM [93] by calculating
the FRF matrix with aerodynamic effects included from the modal forces experienced by a
blade vibrating in travelling wave modes without costly matrix inversion but rather through
employing aeroelastic eigenvalues and blade mode shapes.
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Measurement and Model Updating

The different models presented in the preceding paragraphs can be used for any type of
mistuning pattern. However, if one particular test piece is going to be analysed the determi-
nation of the actual existing mistuning pattern is desirable. For that purpose, blades from
bladed disks are generally clamped individually on a supporting device and their natural
frequencies are measured, see Seinturier et al. [103] for example. However, since the blades
mounted on the disk may show significantly different frequencies and due to the method not
being applicable to blisks, techniques have been developed to allow for a holistic determina-
tion of mistuning patterns. A lot of different methods are distributed in the literature which
are summarised in the survey given by Castanier and Pierre [19]. Some of these methods
are derived from the reduced order models presented in the foregoing paragraphs.

One of these is the FMM-ID presented by Feiner and Griffin in 2004 [32] basing on an
inversion of the FMM equations. Two different methods have been presented, one more
basic approach uses the tuned natural frequencies from finite element (FE) computations and
the mistuned mode shapes determined from experimental modal analyses. A second, more
enhanced version, employs only the mistuned modes and frequencies for the determination
of all relevant FMM parameters including those needed to model the tuned system.

An effective method has recently been presented by Beirow [7] using additional intentional
mistuning to decouple the blade of interest from the rest of the assembly. The intentional
mistuning is realised via additional, small masses attached to the blades, shifting their nat-
ural frequencies outside the interesting frequency range. After the blade natural frequencies
have been determined, the entire measurement campaign is repeated numerically with an
iterative adjustment of the blades’ mechanical properties adapting the frequency response
function to the measured one.

1.3 Results of Mistuning Research

The impact of mistuning on the aeroelastic stability and the forced response of bladed
disks has been scrutinised with a lot of different models with and without consideration
of the aerodynamic effects. Concerning aeroelastic stability analyses the consensus is that
mistuning is beneficial with respect to flutter susceptibility. In 1982 Kielb and Kaza [62]
demonstrated the stabilising effect of mistuning on self excited vibrations which has been
approved by numerous researches, see Kahl [61] for example. Apart from analytical results
the positive effect of mistuning has also been demonstrated experimentally. In 2000 Nowin-
ski and Panovsky [88] were able to increase the aeroelastic stability of a LPT blade cascade
by introducing alternate mistuning. However, the beneficial effect may be inhibited by struc-
tural coupling as shown by Kielb et al. in 2004 [66]. Their analyses showed that mistuning
with a standard deviation of σSTD = 1% has a large stabilising effect while it changes the
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tuned eigenvalues only slightly when structural coupling is considered. Moreover, they anal-
ysed the impact of the standard deviation on the flutter stability which could be shown to
increase with growing standard deviation with the effect being more pronounced without
structural coupling.

Another effect of mistuning is the so called mode localisation where the strain energy is lo-
cated in only a few blades occurring for free and forced vibrations of mistuned bladed disks.
In 1988 Wei and Pierre analysed mode localisation of free [117] and forced [118] vibrations
employing a lumped mass model. They found that for comparatively small mistuning of
realistic dimension mode localisation is more likely to occur for systems with weak struc-
tural coupling and that structures with closely spaced eigenvalues are more susceptible to
mode localisation in case of free vibrations. Concerning forced vibrations, they concluded
that blade amplitude increase due to mode localisation is rather a problem of moderately
coupled systems while in case of no structural coupling the blades behave like single degree
of freedom (SDOF) oscillators exhibiting almost tuned responses. However, if structural
coupling is further increased and strong interblade coupling is reached the confinement of
vibration energy to single blades is prohibited leading to responses close to the tuned one. In
order to verify these observations Kruse and Pierre conducted experiments in 1997 [71], [72]
comparing the results of free and forced vibrations with FE and ROM computations.

The aforementioned increase of blade amplitudes in case of mistuned forced response is
concerned with the major question how big the amplitudes may actually get. This question
has been first addressed by Whitehead in 1966 [119] who found the limit of amplification
that can occur to be 1

2(1 +
√
N) for which no structural coupling, no mechanical damping

and only low, constant aerodynamic damping for all travelling waves is required. However
he also stated that this limit is reached only under unusual circumstances when one blade is
mistuned and its vibration can couple with the vibrations of all other blades in the assembly
which may occur when the vibration couples with an acoustic resonance in the gas flow or
a mechanical resonance in the disc. He also stated that blades should be manufactured as
identical as possible and that if mistuning is unavoidable then the blades should be divided
into two groups with different frequencies. This type of mistuning is commonly referred to as
alternate mistuning for which, according to Whitehead, the limit of maximum amplification
is 1

2(1 +
√

2) which means an increase of roughly 20 per cent in blade amplitude.

In 1976 Whitehead added some aspects to his analysis concerning the maximum amplifica-
tion of mistuned bladed disks [120]. In the absence of aerodynamic forces he only considered
mechanical coupling. He concluded that the detuning of a single blade may lead to a maxi-
mum amplification of 1

2(1+
√

N
2 ) in cases of engine order excitation different from EO = 0 or

EO = N/2. For the rest of the excitation orders, the earlier factor should apply. However, in
1998 Whitehead [121] amended this finding showing that the maximum amplification with
equal damping of forward and backward travelling waves may exceed the lower factor and
corrected it to the earlier one. In summary, the analyses of Whitehead yielded a maximum
attainable amplification in case of mistuned forced response of 1

2(1 +
√
N) under the early
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mentioned conditions.

The question of maximum forced response amplification has also been addressed by Kenyon
et al. in 2003 [65] who studied the maximum forced response of a lumped mass model
with constant blade damping and variable damping as well. Their results agreed with those
from Whitehead in 1976 in case of constant blade damping while it disagreed when variable
damping was introduced showing that the variable one may lead to either lower or higher
amplification factors than those given by Whitehead in 1976.

In 2010 Petrov [94] also studied the maximum forced response amplification with the reduced
order model considering variable aerodynamic damping presented in [93]. His analyses also
comprised an optimisation process for the determination of the worst mistuning pattern for
which the maximum amplification was computed to exceed the limit given by Whitehead
in 1966. Another interesting finding of his work is the possibility of maximum mistuned
blade responses to drop below the tuned response which has also been observed by Kahl in
2002 [61] in case of alternate mistuning with rather large frequency deviation of 5%.

Lastly the effect coming from the rotational speed of a bladed disk rotor also influences
the mistuning analyses.The centrifugal forces which are inevitably present at operation may
well influence mistuning of bladed rotor disks which is especially important when mistuning
measured in a laboratory at rest shall be used in a reduced order model for the comparison
with engine tests. In 2002 Moyroud et al. [84] showed that the stiffening effect coming from
the rotation of a fan stage tends to average out the frequency perturbations of the 2nd
blade mode shape. The same observations have been made by Feiner in 2003 [30] showing
alleviation of frequency deviations.

1.4 Scope of the Work

The previous activities at the chair of "Structural Mechanics and Vehicle Vibration Technol-
ogy" (SMF) so far constitute the basis of the present work. In the preceding work Klauke [68]
addressed the topic of mistuning measurement and numerical simulation using standard FE-
software and the reduced order model developed by Petrov [96]. All his analyses have been
carried out in the absence of aerodynamic influences. The following work of Beirow [7]
dealt with additional aspects of mistuning measurement and the development of a lumped
mass model, the equivalent blisk model (EBM), to enable fundamental analysis of mis-
tuned bladed disks. In order to take care of the aerodynamic effects in mistuning analyses
Schrape et al. [102] studied the capability of using commercial CFD software in aeroelastic
investigations. These results provided input data for Beirow to conduct an enhanced analy-
sis of mistuned blisk vibrations with an extended EBM employing equivalent aerodynamic
elements [7].

The aim of the following work is to incorporate a different treatment of the aerodynamic
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influences into the EBM. With the use of aerodynamic influence coefficients, the aerody-
namic forces are considered in blade individual coordinates rather than being calculated in
dependency of the interblade phase angle2 as previously done with the equivalent aerody-
namic elements. Additionally, a frequency dependency is integrated to take account of the
variable aerodynamic influences of mistuned bladed disks vibrating in gas flow.

Hence standard aeroelastic analysis procedures are used in combination with commercial
CFD software and the Rolls-Royce in-house aeroelasticity code Au3D. The results of those
computations are validated against reference data of a compressor like standard configura-
tion with 2D and 3D simulations. Consequently, the integration of the aerodynamic influence
coefficients into the EBM is validated with bidirectional aeroelastic simulations of a tuned
and a mistuned compressor geometry.

The computations of the forced response of a mistuned blisk comprise real mistuning pat-
terns and four different mode shapes to extend the understanding of the vibration behaviour
beyond the fundamental modes. Furthermore comparative results are presented employing
constant aerodynamic damping showing significantly different vibration behaviour. Addi-
tionally, mechanical parameters such as the degree of mechanical coupling are varied to
put the mechanical characteristics in contrast to the aerodynamic influences which may
be the major perpetrators in the mitigation of blade vibration amplification of mistuned
bladed disks. All these computations for real mistuning patterns are compared to extensive
probability simulations taking account of the sensitivity of mistuning analyses.

One of the major objectives is to show that results obtained with lumped mass models cover
the essential effects of finite-element reduced order models which makes them a valuable tool
for fundamental mistuning analyses.

Consecutively the work is substructured as follows

• The second chapter gives an overview about the description of mistuning and it con-
tains a discussion about the influences on mistuned blisk vibrations,

• the following chapter number 3 addresses the theory of aerodynamic influence coeffi-
cients together with the details of aeroelastic eigenvalue calculation,

• Chapter 4 gives the fundamentals of the EBM and elucidates the scaling of aerody-
namic influences as needed when integrated into the EBM,

• the validation of the aeroelastic methods is presented in Chapter 5, presenting results
of inviscid and viscous, 2D and 3D simulations of the Standard Configuration 10,

• the last two chapters deal with flutter and forced response analyses of two stages of
the E3E’s high pressure compressor, including the simulation of a 2D model of tuned
and mistuned stage 6 rotor and the 3D computations of stage 1 rotor.

2Details about the equivalent aerodynamic elements are presented in Chapter 4.



Chapter 2

Blisk Vibration Behaviour

The vibration behaviour of tuned blisks in the absence of aerodynamics, or any non-linear
effects like blade root friction, is well understood today. Nevertheless, as soon as the symme-
try of the mode shapes is split up due to mistuning or the influences of aerodynamic forces
are desired to be considered, things become more challenging. The following chapter is going
to present the basics of tuned axial-blisk vibrations, the effects arising from mistuning and
the influences of aerodynamics on mistuned blade vibrations.

2.1 Rotor Vibrations

For a description of the vibration behaviour of a tuned blisk a distinction between disk, blade
and coupled vibrations is an appropriate approach as already presented by Imregun [58],
Irretier [59] and Klauke [68]. In the following, a brief description of the various vibration
types and influences is given.

Considering the vibrations of blisks, neither pure blade nor pure disk vibrations occur but
the mode shapes can be rather characterised by the amount of which blades and disk take
part in the vibration of the assembly. A common quantity used to distinguish between blade
dominated and disk dominated modes is the strain energy. According to Klauke et al. [69],
in case of disk dominated modes the blades feature less than 65% of the total strain energy1,
for coupled modes the blades’ perecentage increases to values between 65% and 90% and
for values greater than 90% the blisk vibrations can be regarded as blade dominated. That
is to say that to some extent coupled blisk vibrations are the normal case with blisks, it is
only the amount of mechanical coupling which defines the dominating component.

1The values given here are appropriate for axial compressor blisks as considered by Klauke et al. [69].

11
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Disk Dominated Vibrations (percentage of blade strain energy < 65%)

When disk dominated modes are regarded the blisk can be described as a quasi-axisymmetric
component. Since the bigger part of the strain energy is in the disk, the blades can be
considered as point masses fixed at the outer rim following the deflection of the disk mode
shape. According to Ewins [29] such ’disk-like’ structures have mode shapes which can be
described by

φ(θ) = cos(nd θ + αnd) (2.1)

commonly termed nd-nodal diameter modes where a nodal diameter is a line of zero dis-
placement on the diameter of the disk.

Blade Dominated Vibrations (percentage of blade strain energy > 90% )

The description of pure blade vibrations focuses on the inspection of isolated blade vibration.
According to Cumpsty [25] the analysis of blade vibrations in the early years involved
a consideration of axial blades as beam-like structures from which the characterisation of
blade mode shapes is adopted. The mode shapes presented in Figure 2.1 are denoted as flap,
flexural or bending mode (a), torsion mode (b) and edgewise mode (c). A lot of influences
exist which determine the actual mode shape such as the mounting situation, shrouds, blade
twist and many more. According to Srinivasan [108] the latter one for example is responsible
for adding torsional components to bending components which is the reason that highly three
dimensional blades exhibit no pure bending or torsion modes but rather more complicated
ones.

Concerning the frequency of the blade vibrations considerable effort is done to avoid that
blade natural frequencies coincide with frequencies of excitations coming from the flow, the
so called forced response which is highlighted in Section 2.3.2 of this chapter. When talking
about the natural frequencies of free blade vibrations various effects like the sort of ma-
terial, damping, aerodynamics, centrifugal forces, blade aspect ratio etc. have to be taken
into consideration. In general, the material damping of blisks is negligible and due to turbo-
machinery blades commonly featuring high mass densities the impact of the aerodynamic
forces is low if the blade mass ratio2 is sufficiently high so that most analyses are carried out
employing the in-vacuo natural frequencies and mode shapes of the blades. On the contrary,
the centrifugal forces coming from rotation impact on the blade natural frequencies shifting
them to higher values. This may also change the order in which blade modes appear or bring
different blade modes closer in terms of their natural frequencies which may lead to coupled
blade vibrations.

2Details about the blade mass ratio are given in Section 2.3.
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546 9 Aeroelastik Flattern und erzwungene Schaufelschwingungen

Bild 9.2.5 Fächer- und Schirmschwingung bei einem Rotor mit Schwingungsdämpfern an den
Schaufeln

Bild 9.2.6 Maximale Auslenkungen des Schaufelblatts bei Biegung, Torsion und Hochkant, je-
weils 1. Ordnung, am Beispiel der Laufschaufel der 1. Stufe eines HD-Verdichters, nach [7]

enthalten. Ist z. B. die natürliche Frequenz der Biegeschwingung einer Schaufel fB,0,
dann ergibt sich die Frequenz fB unter dem Einfluss der Drehfrequenz fR = N/60
aus

f 2B = f 2B,0+ cB f 2R . (9.2.8)

Dieser Einfluss ist weiter unten in Bild 9.4.5, dem bekannten Campbell-Dia-
gramm, im Zusammenhang mit der Resonanzanalyse dargestellt. Die Berechnung
des Koeffizienten cB anhand geometrischer Daten kann z. B. [18] entnommen wer-
den. Demgegenüber ist bei Torsionsschwingungen nur ein sehr geringer Einfluss
der Drehfrequenz zu beobachten. Ferner ist jede Schwingungsfrequenz – ob Bie-
gung oder Torsion etc. – von der Materialtemperatur abhängig. Dabei ist unter sonst
gleichen Bedingungen entsprechend

f 2 ∼ E/ρ . (9.2.9)

(a) (b) (c)

Figure 2.1: Fundamental blade mode shapes with displacement contours shown for (a) first
flap, (b) first torsion and (c) first edgewise modes, taken from Grieb [44]

However, as described earlier in this section the blades of a tuned blisk are not isolated but
coupled through the disk. Hence, the entire system must be considered for the description of
the vibratory modes. The blisk, being a cyclic-symmetric structure, features similar mode
shapes as a disk but on the contrary to the disk, the number of nodal lines is limited.
These modes are also known as cyclic symmetry modes (CSM) which are differentiated by
the number of nodal diameters3. The maximum CSM, or the maximum number of nodal
diameters, of a blisk depends on the number of blades which can be described by

0 ≤nd ≤ N

2 if N is even or (2.2)

0 ≤nd ≤ N − 1
2 if N is odd. (2.3)

The natural frequencies of these mode shapes occur, except for nd=0 and nd=N/2, in pairs,
the so called double modes. These double modes feature identical natural frequencies and
differ only in the angular orientation of the nodal lines. Hence the mode shapes are commonly
referred to as cosine and sine-like modes. When modes of a system are combined, the result
is also a mode shape of the system which leads to a description of the blade displacement
in the form of

φ(θ) =
{
φ̂ ej(ωt+nd·θ)

}
Re

= φ̂ {cos(nd · θ) cos(ωt)− sin(nd · θ) sin(ωt)} (2.4)

3Within this work CSM and nd are both used as equivalent descriptions of the vibrational behaviour.
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with φ(θ) being the circumferential blade displacement as function of the angular position
θ. The result is a cosine mode shape with nd nodal diameters travelling around the circum-
ference. In other words, each blade of the assembly has its own phase and will reach its
maximum at a different instant in time compared to the adjacent blades. In case of nd=0
(in-phase motion of adjacent blades) or nd=N/2 ( out-of-phase motion of adjacent blades)
the resulting mode shape is real which means that all blades reach their maxima at the same
time. Analogously, all blades go through zero displacement simultaneously which is the rea-
son that there are two moments in a vibration cycle when the entire blisk is completely
undeformed.

Coupled Vibrations (65% < percentage of blade strain energy < 90%)

In the context of coupled blade vibrations a general distinction between the frequency veering
of blade modes and frequency crossing of blade and disk modes can be made. In case of
frequency veering the natural frequencies of different families of modes may be closely spaced
for a limited number of CSM, see Figure 2.2, which may lead to coupled blade vibrations in
both modes. When frequency crossing is considered both components, blades and disks, may
considerably contribute to the overall deflection of a blisk. Such vibrations are characterised
by the blade vibrating in a particular mode shape with significant rigid body displacement
due to the deflection of the disk. Such coupled vibrations can occur when natural frequencies
of blades and disk are closely spaced as shown in Figure 2.2.
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Figure 2.2: Frequency versus CSM of HPC front stage with veering and crossing regions,
with courtesy of Klauke et al. [69]
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2.2 Mistuning

When mistuning is present, meaning the non-uniform distribution of the blades mechanical
properties due to manufacturing tolerances, material inhomogeneities, wear during operation
etc., the two identical natural frequencies of the system split up into two closely spaced
but different frequencies. As a result, the cyclic symmetry of the system gets lost and the
nodal lines will be fixed on the blisk instead of travelling around the circumference. This
means, additional diametral content is added to the modes which reveals itself by additional
coefficients in the Fourier decomposition of the circumferential displacement as exemplarily
shown in Figure 2.3 for a tuned and a mistuned mode. The perturbed mode shapes of a
mistuned system also known as modified cyclic symmetry modes (MCSM) are identified by
the maximum coefficient of the Fourier decomposition representing the dominating diametral
component, also shown in Figure 2.3. In case of forced vibrations, where normally only those
CSM respond which correlate to the shape of the excitation, (also known as the engine order)
all modes containing a diametral component corresponding to the one of the excitation
respond and complicated vibratory responses result. In other words the MCSM combine
to give the resultant deflection of the blisk at the excitation frequency which is commonly
referred to as the operating deflection shape (ODS).
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In case of forced vibrations either two resonances can be observed or the system may well
appear as a tuned one depending on the amount of damping. Ewins [29] stated that if the
frequency split quantified as percentage of the mean frequency is greater than the modal
damping, then two distinct resonances should be observable otherwise the system will be
effectively tuned. When the mistuning is great enough multiple resonances can occur in
the frequency response function. The mode shapes corresponding to these resonances may
exhibit considerably different behaviour.

Localisation Parameter

Compared to the tuned case where the strain energy is uniformly distributed over all blades
the exact opposite is the vibration of a single mistuned blade in which all the strain energy
localises which is the worst case and may lead to reduced blade life. This so called mode
localisation has been the subject matter of several researches e.g. Wei and Pierre [117],[118]
or Judge et al. [60]. In order to quantify the strength of the localisation Kahl [61] and
Klauke [68] suggested the so called localisation parameters. Within this work the latter
has been used which is described here shortly, for details the reader is referred to the
work of Klauke. The localisation parameter relates the maximum blade displacement of a
mode shape to the root mean square (RMS) of all blade displacements and correlates this
displacement ratio χ = ûi,max/RMS with the value of a tuned system and the maximum
achievable value of a mistuned system with only one blade vibrating.

The value of the tuned system depends on the number of blades and can be given as

χtuned = x̂i,max

RMStuned
=
√

2 (2.5)

which is valid for 1 ≤ CSM ≤ CSMmax if N is odd and for 1 ≤ CSM < CSMmax if N is
even. For the rest of the modes (CSM = 0 and CSM = CSMmax if N is even) the ratio is
determined to

χtuned = x̂i,max

RMStuned
= 1. (2.6)

In the extreme case that only a single blade vibrates the RMS only depends on the displace-
ment of this blade, hence the displacement ratio gives

χmistuned,max = x̂i,max

RMSmistuned,min
=
√
N (2.7)

which apparently only depends on the number of blades. These displacement ratios are used
to define the localisation parameter ψ(M)CSM for a particular CSM or MCSM by
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ψ(M)CSM = 100%
χmistuned,min − χtuned

(
χ(M)CSM − χtuned

)
. (2.8)

The localisation parameter is defined in such a way that a tuned CSM has a localisation
parameter of ψ = 0% while the extreme case of only one blade vibrating yields a localisation
parameter of ψ = 100%.

Amplification Factor

Another measure of the impact of mistuning on the response of mistuned bladed disks is
the amplification factor which correlates the maximum blade displacement of an ODS to
the displacement amplitude of the tuned response, it is defined as

ν = x̂mistuned,max
x̂tuned

. (2.9)

In case of forced responses of mistuned bladed disks, displacement amplifications of more
than 100% (ν = 2) can be achieved. The determination of the maximum achievable am-
plification factor has been the subject matter of a number of studies for which the most
significant results have been summarised in Section 1.3.

Mistuning Modeling

In reality, mistuning is a result of several effects such as manufacturing tolerances, mate-
rial inhomogeneities etc. The implications of these effects are changes in a blade’s mass
distribution and/or stiffness. The best possibility for the quantification of mistuning is mea-
suring the geometry and using the data to build up high resolution FE-models. However,
the disadvantages are the great effort of the measurement campaign and the entailing large
number of finite elements. Analyses including extensively numerical computations are not
feasible with such models although they give the best physical approximation to real hard-
ware to date. Nevertheless, for studying the global effects of mistuning, mass and stiffness
of a blade can also be directly varied which is the common practice in mistuning analysis
today. Different approaches have evolved comprising single point masses to detune blades,
changing the material density or perturbation of the mass and stiffness matrix respectively.
Within this work the stiffness of the blades is changed by adapting the Young’s Modulus
of the blades in FE-models and by adjusting the blade stiffness parameters of the lumped
mass model. Detailed description of the latter one is given in Chapter 4. Concerning the
adaption process of the FE-models to measured mistuning patterns employed in this work,
detailed information can be found in the work of Klauke [68], Beirow [7] and Beirow and
Kuehhorn [8]. For sake of completeness, the entire method is summarised briefly.
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Once a mistuning pattern has been obtained from blade by blade measurements, the ex-
perimental procedure is repeated numerically. During the simulations the Young’s Modulus
and the blade damping of each blade are adapted iteratively to match the measured blade
frequency and the amplitude of the frequency response function. With the frequency fni of
the i-th blade obtained from a previous iteration step n, the adapted Young’s Modulus En+1

i

is calculated by

En+1
i = En

i

(
fi,measured

fni

)2

(2.10)

with En
i representing the Young’s Modulus of the previous iteration and fi,measured being the

measured blade frequency. Similarly, the blade damping is adjusted linearly through

ζn+1
i = ζni

(
x̂i,measured

x̂ni

)
. (2.11)

Using such an updated model, Hoenisch [55] simulated the forced response of a radial turbine
rotor with one blade being excited and recording the response of all blades of the assembly.
The comparison with laboratory measurements showed satisfactory correlation.

Mistuning at Rotation

Due to the influences of centrifugal forces, coming from rotation, the blade natural fre-
quencies and hence the mistuning pattern will be different from the measured ones. When
mistuning is modeled via stiffness variations, the rotational influence and the consecutive
frequency change can be determined by an SDOF approximation. The following section
presents a method how to derive a mistuning pattern of a rotor undergoing rotation from
a mistuning pattern measured at rest. These equations are only valid for mistuning being
modeled by changes of the blade stiffness, the blade mass remains constant. The method
presented here is similar to the one given by Feiner [30] who achieved reasonable results
with his approach.
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Figure 2.4: SDOF blade model

The idea of the following method is to determine the impact of rotation from the differences
of the natural frequencies of the maximum CSM of a tuned FE model of a compressor blisk.
The basis are the natural angular frequencies of the maximum CSM of the tuned rotor



2.2 Mistuning 19

at rest ωCSMmax(0) and at rotation ωCSMmax(Ω) from FE computations. Assuming a single
degree of freedom model as shown in Figure 2.4, the natural frequency at rotation can be
written as

ωCSMmax(Ω) =
√
k(0) + ∆k(Ω)

m
. (2.12)

Here, ∆k(Ω) is the increase of the blade stiffness due to rotation. We may rewrite Equation
2.12 as

∆k(Ω) = ω2
CSMmax(Ω) ·m− k(0). (2.13)

The result is an equation for the additional stiffness coming from the centrifugal forces which
can be further simplified by replacing the blade stiffness at rest with k(0) = ω2

CSMmax(0) ·m
which leads to

∆k(Ω) = (ω2
CSMmax(Ω)− ω2

CSMmax(0))︸ ︷︷ ︸
∆ω2(Ω)

·m. (2.14)

We can now consider a single mistuned blade i whose natural angular frequency is defined
analogously to Equation 2.12 as

ωi(Ω) =
√
ki(0) + ∆k(Ω)

m
. (2.15)

Substituting the additional stiffness due to rotation ∆k(Ω) with Equation 2.14 we finally
obtain an equation for the determination of the natural angular frequency of the i-th blade
of a mistuned rotor undergoing rotation with

ωi(Ω) =
√
ω2
i (0) + ω2

CSMmax(Ω)− ω2
CSMmax(0). (2.16)

The above equation bases on the natural angular frequency of a mistuned blade at rest
ωi(0) which is known from blade-by-blade measurements. Exemplarily, Figure 2.5 presents
the comparison of FE-results in terms of relative frequency deviation defined through

∆ωi,mistuned = ωi,mistuned − ωtuned

ωtuned
(2.17)

of a mistuned blisk at rest and undergoing rotation with the results obtained from Equation
2.16. The mistuned blisk is the same front stage HPC blisk which is analysed in Chapter 6
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and the blade mode displayed is the first flap mode (mode 1). The frequencies shown in
the chart represent blade alone frequencies (ωi(0) and ωi(Ω)). For the example of a first
flap mode, the results correlate very well. Furthermore, a considerable mitigation of the
frequency deviations is observed for this first flap mode when centrifugal loading due to
rotation is considered. The results of the application of this approximation to the rest of
the considered blade modes is presented in Appendix B.
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Figure 2.5: Comparison of mistuning patterns at rest and at rotation - E3E R1 / mode 1

2.3 Aeroelasticity in Compressors

The topic of aeroelasticity is a subsection of fluid structure interaction (FSI) which focuses
on the interaction of aerodynamic, elastic and inertial forces. The scope of this section is not
an extensive presentation of aeroelasticity in large but rather a brief introduction of selected
topics touching the present work. However, there are a lot of comprehensive publications
in the open literature such as the books of Foersching [35] and Dowell [24] or the article of
He [51] and many others which give an insight into the basics of aeroelasticity.

In principle the causes of aeroelastic blade vibrations can be divided into self-excited (blade
flutter) and forced vibrations which are going to be highlighted shortly.

2.3.1 Blade Flutter

Flutter is a self-excited aeroelastic instability arising due to aerodynamic or mechanical
disturbances. The reasons for flutter to occur may be due to aerodynamic instabilities such as
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vortex shedding, flow separation, shock movement etc. or the result of mechanical vibrations.
Concerning the aerodynamic instabilities, periodically varying aerodynamic forces coming
from the aforementioned aerodynamic phenomena may induce mechanical vibrations in the
natural frequencies of the blades at small amplitudes. In turn, these small amplitudes may
lead to worsening of the aerodynamic effects and hence to an increase of the unsteady
aerodynamic forces. Depending on the phasing of these forces with regard to the mechanical
vibration and the amount of mechanical damping an amplification of the blade vibration
amplitudes may be initiated leading to blade loading far from sustainable endurance levels.

The prediction of flutter in numerical simulations requires the determination of the aeroe-
lastic parameters, meaning the aerodynamic damping ζa and the aeroelastic frequency ωa.
Naturally these aeroelastic parameters are depending on the aerodynamic conditions, the
geometry of the blades, the blade mode shape and the CSM which is considered. In this
respect, according to He [51] one of the most important parameters for aeroelastic problems
is the reduced frequency

ω∗ = ω · c
|u1|

. (2.18)

Here ω is the structural angular frequency, c is the chord length and |u1| is the magnitude
of the inlet velocity. According to Vogt [115] the reduced frequency can be interpreted as
the relation of the time a fluid particle needs to be convected along one chord length to
the time scale of the unsteadiness. In practice it has been observed that the susceptibility
to blade flutter increases with decreasing reduced frequency. In other words, every blade
cascade features a specific value of reduced frequency below which it will run into flutter
problems. In order to find the flutter boundary the inlet flow velocity can be increased for
a given structural angular frequency or the vibration frequency can be reduced at constant
flow conditions, as has been done by Hennings [53] or Belz and Hennings [10]. However, the
values of critical reduced frequency reported in the literature have to be handled with care
since they are of purely empirical nature.

Concerning the determination of the aeroelastic parameters, three principle methods are
available:

1. Bidirectionally Coupled Simulations
The numerical solution of the equations of motion of a bladed assembly with simulta-
neous consideration of the aerodynamic forces computed by CFD in the time domain
is termed bidirectionally coupled FSI simulation. Concerning the coupling algorithms
a differentiation can be made between the weak or explicit coupling where the data
exchange is performed only once per time step, and the strong or implicit coupling
where the data exchange is performed iteratively until an equilibrium state is achieved
in each time step. However, the computations can be performed for each mode shape of
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the assembly separately giving the blades appropriate initial boundary conditions and
the aeroelastic parameters can be directly determined from the free blade response in
the flow. The aerodynamic damping can be obtained from the logarithmic decrement
Λ of the blade displacement

Λ = 1
ncycles

ln
x(t)

x(t+ ncyclesT ) = 2πζa√
1− ζ2

a

. (2.19)

For moderate values of aerodynamic damping (ζa < 0.3) the above equation may be
linearised to obtain the aerodynamic damping

ζa ≈
Λ
2π . (2.20)

Furthermore, the aeroelastic frequency can be determined by curve fitting methods
for example. Another possibility is to give all blades initial boundary conditions which
excite all modes equally. As a result, only the unstable modes will remain in the simu-
lation allowing for a determination of the unstable modes, see Carstens and Belz [17]
for an example.
Bidirectionally coupled FSI simulations advantage a complete consideration of all non-
linearities in the flow field while its main disadvantage is the immense demand for com-
putational resources. This brief introduction can not cover all details about bidirec-
tionally coupled FSI simulations, for further information refer to Kemme [63], Schrape
et al. [102] or Belz [11].

2. Energy Method
The energy method presented by Carta [18] features a simplification of the bidirectional
coupling method. If the mass ratio

µ = 2mblade

ρhc2 (2.21)

which relates the blade mass to a representative fluid volume that is influenced by
the blade oscillation, is high enough, the impact of the aerodynamics on the natural
frequencies and blade mode shape can be neglected. Hence, in simulations the coupling
of the fluid forces with the motion of the blades can be disregarded. The result is an
unidirectional coupling which only considers the influence of the blade displacement on
the unsteady aerodynamics. Consequently, for a given blade displacement amplitude
the logarithmic decrement can be determined from

Λ = − Wa,cycle

2Ekin,max
. (2.22)
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Here Wa,cycle is the work done by the fluid forces on the blade surface during one
vibration cycle and Ekin,max is the maximum kinetic energy of the blade. The appen-
dant aerodynamic damping can be calculated from Equation 2.20. By definition, a
positive value of the aerodynamic work results in negative damping therefore flutter
and increasing blade amplitudes while negative work yields damped blade vibrations.

3. Determination of Aeroelastic Eigenvalues
The prediction of flutter with aeroelastic eigenvalues involves a suitable determination
of aerodynamic force coefficients and the solution of the aeroelastic eigenvalue problem.
Detailed information about this topic is given in Chapter 3.

Impact of Mistuning

As already described in Section 2.2 when mistuning is introduced, the cyclic symmetry of
the system gets lost and the eigenvalues of the double modes split up. Concerning the flutter
behaviour of bladed disks and blisks, mistuning is agreed to increase the aeroelastic stability
by increasing the least aerodynamic damping values as could be shown by Srinivasan [109],
Campobasso and Giles [16], Kahl [61] and others. With probabilistic analyses Kielb et al. [67]
were able to show a consequent increase of the damping of the least stable mode with
enlarging standard deviation of frequency mistuning. Furthermore, Kahl investigated the
so called alternate mistuning where all odd numbered blades feature identical frequencies
different from the ones exhibited by all even blades which brought the biggest gain in
aeroelastic stability.

2.3.2 Forced Response

On the contrary to the self-induced vibrations connected with the flutter phenomenon, forced
vibrations can occur due to potential interaction with downstream blade rows or wakes of
upstream blades. Especially the wakes may force the blades of the downstream blade row into
vibrations with significant amplitudes potentially leading to HCF fatigue if the frequency
of the excitation coincides with a natural frequency of a blade mode. Additionally, the
wakes coming from blade rows further upstream may combine to yield excitation orders
different from the actual blade numbers. In order to check potential areas of excitation the
so called Spokes- or Campbell Diagram is usually constructed for a considered blade row as
exemplarily shown in Figure 2.64. The lines radiating out from the origin are the so called
engine orders (EO) of the excitation, meaning the number of blades in the upstream blade
rows or combinations of potential excitations. To these potential excitation mechanisms also

4The influences of temperature and rotation on the blade frequencies as well as the dependency on CSM
are neglected.
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belong the so called low engine order excitations (LEO). These are excitations of orders up to
3 which may arise from compressor inlet distortions, gust winds etc. As already mentioned,
forced response occurs if the angular frequency of the excitation coincides with a natural
frequency of a blade which is the case if

ωblade = ΩEO = EO ·NH (2.23)

with ΩEO being the angular frequency of the excitation.

Furthermore, the blade assembly will not only respond in the frequency of the excitation
but also in the CSM corresponding to the spatial pattern of the excitation. As intimated
in the preceding section, the aerodynamic damping depends on the CSM which results
in different blade amplitudes depending on the engine order of the excitation even if the
forcing amplitude is the same. Since the maximum number of CSM depends on the number
of blades an excitation with EO > CSMmax seems not feasible. However, in case of engine
orders greater than the maximum CSM the excitation will be aliased and the system will
respond in a lower CSM travelling in the opposite direction. The entire problem can be best
demonstrated with the help of a little example.
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Figure 2.6: Campbell diagram with potential engine order excitations - E3E rotor 1 stage

Consider a rotor withNrotor blades and an upstream stator row with variable number of vanes
Nstator which acts as the source of excitation, hence EO = Nstator. The maximum CSM can
be calculated from Equations 2.2 and 2.3. Under the assumption that the frequency of the
forcing coincides with a natural frequency of the blade the excited CSM can be summarised
for even and odd blade numbers as given in table 2.1.
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Table 2.1: Effect of engine order aliasing
even blade number - Nrotor,1=16 odd blade number - Nrotor,2=17

32 31 30 29 28 27 26 25 FTW 34 33 32 31 30 29 28 27 26
17 18 19 20 21 22 23 24 BTW 18 19 20 21 22 23 24 25

16 15 14 13 12 11 10 9 FTW 17 16 15 14 13 12 11 10 9
0 1 2 3 4 5 6 7 8 BTW 0 1 2 3 4 5 6 7 8

As example Nstator,1 = EO1 = 7 and Nstator,2 = EO2 = 9 are chosen and two different rotor
blade numbers are considered, Nrotor,1 = 16 and Nrotor,2 = 17. In case of Nstator,1 = EO1 = 7,
which is smaller than CSMmax for both blade numbers, the bladed disk will respond in a 7
nodal diameter shape travelling in the opposite direction to the direction of rotation. When
Nstator,2 = EO2 = 9 is regarded the response will be in a 7 nodal diameter shape travelling
into the direction of rotation in case of even blade numbers, while the system will exhibit a
8 nodal diameter pattern in case of odd blade numbers. The aliasing effect is different for
odd and even blade numbers which is due to the single standing mode in case of even blade
numbers.

Impact of Mistuning

It has previously been explained in Section 2.2 that mistuning introduces additional diame-
tral content to the CSM. As a consequence not only one MCSM will respond to a particular
engine order excitation but all those MCSM will be excited which have modal content cor-
responding to the EO of the excitation. The loss of symmetry also leads to different phase
angles between adjacent blades and hence different amounts of aerodynamic damping. As
a result, the maximum blade response due to external forcing observed in a mistuned case
may be significantly higher than in the tuned case which can be quantified with the ampli-
fication factor, Equation 2.9. However when aerodynamic forces are considered, significant
mitigation of blade displacement amplification and localisation can be observed, see Kaza
and Kielb [62] or Petrov [93] for example.

At this, the manner in which the aerodynamic forces are considered determines the quality
of the results. In practical applications or due to lack of appropriate methods it has been and
still is a common practice to use the tuned values of aerodynamic damping in combination
with safety factors for the assessment of mistuned bladed disk and blisk vibrations. This
practice is not only unable to capture some essential effects of mistuned blade vibrations in
gas flows but it is also over-conservative obstructing enhanced compressor design. A more
precise consideration has shown that the aerodynamic forces have the potential to mitigate
the maximum blade response well below the tuned one. On the other hand, amplification
factors significantly higher than those obtained with constant aerodynamic damping can
also occur. In this respect Kahl [61] has been the first who gained an attenuation below
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the tuned response which he achieved with alternate mistuning and comparatively large
frequency deviations. Just recently Petrov [92] has obtained similar results with random
mistuning patterns employing a reduced order model. For a detailed discussion of the effects
on free and forced vibrations arising from mistuning see also Section 1.3.



Chapter 3

Aeroelastic Methods

The following chapter presents a method for the solution of aeroelastic problems in turbo-
machinery applications. For a complete description of the aeroelastic problem a structural
dynamic model, a kinematic description of the blade motion and an aerodynamic model
representing the fluid forces are needed. As a result, an aeroelastic equation of motion is
obtained which allows for the determination of the aeroelastic eigenvalues. Furthermore the
aerodynamic model presented in this chapter founds the basis for the inclusion of aerody-
namic forces in the equivalent blisk model presented in Chapter 4.

3.1 Dynamic Model of Blade Vibrations

The starting point is the most general equation of motion for the i-th blade of a bladed
disk which is mechanically uncoupled from the rest of the blades. At this point an infinitely
stiff disk has been assumed which restricts the considerations to the blade vibrations only,
neglecting potential contributions from disk vibrations.

M iẍi(t) + Kixi(t) = F A
i (t) = F V

i (t) + F F
i (t). (3.1)

Because of the low material damping of blisks and its low impact on the blade vibrations
the damping term in Equation 3.1 has already been dropped. The forces on the right-hand
side of the equation are the aerodynamic forces F A

i (t) due to blade vibration F V
i (t) and

those coming from the forcing F F
i (t) which may have various origins. Naturally, the inter-

action of these forces may be non-linear but under the supposition of small vibration am-
plitudes a linear superposition is sufficient which is a common simplification also employed
by Schmitt [100], Kemme [63], Duta [26] and many others. The segregated consideration of
the fluid forces allows to address the different aeroelastic problems individually. By setting

27
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F F
i (t) = 0 flutter analyses can be conducted involving the determination of the aeroelastic

parameters and stability margins. On the contrary when F V
i (t) is set to zero forced response

analyses in the absence of aerodynamics can be performed. Furthermore, both effects can
be studied simultaneously enabling investigations of the aerodynamics’ influence on forced
blade vibrations.

The solution of Equation 3.1 is assumed to be of complex exponential type and can be
written as

xi(t) = x̂i · eλit (3.2)

with λi = −δi+ jωi being the eigenvalue of the i-th blade. By setting the fluid forces to zero
and since the mechanical damping has already been dropped (δi = 0), the homogeneous
eigenvalue problem can be set up as

{
Ki + λ2

iM i

}
x̂i = 0. (3.3)

The solution of Equation 3.3 yields the N in-vacuo eigenvalues λi,n = jωi,n and mode shapes
Φi,n of an isolated blade in the absence of aerodynamic forces. With the help of this mode
shape, Equation 3.1 can be transformed to modal space with the modal coordinate q

i,n
(t)

of the mode shape under investigation through

xi,n(t) = Φi,n · qi,n(t) (3.4)

yielding

M iΦi,nq̈i,n(t) + KiΦi,nqi,n(t) = F A
i (t) = F V

i (t) + F F
i (t). (3.5)

This modal model of a blade possesses the so called orthogonality properties which can be
stated as follows

ΦT
i,nM iΦi,k =


mg,n for n = k

0 for n 6= k

and ΦT
i,nKiΦi,k =


kg,n for n = k

0 for n 6= k

(3.6)

in which mg,n is the modal mass and kg,n the modal stiffness of the n-th mode shape
respectively. These modal values are not universal since they depend on the scaling of the
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mode shapes. However it is found that the ratio of modal stiffness and mass is unique, it
equals ω2

i,n = kg,n/mg,n. A further simplification of the modal model can be achieved by
mass normalisation of the mode shape by

Ψi,n = Φi,n√
mg,n

. (3.7)

As a result of the mass normalisation process the orthogonality properties become

ΨT
i,nM iΨi,n = I and ΨT

i,nKiΨi,n = ω2
i,n (3.8)

with I being the identity matrix.

The equations of motion of the single blades with the natural angular undamped frequencies
ωi,n with the corresponding mode shapes Ψi,n can now be combined in a single modal
equation



q̈0,n(t)
...

q̈
i,n

(t)
...

q̈
N−1,n(t)


+



ω2
0,n 0 . . . 0
0 . . . ......

ω2
i,n

. . . 0
0 . . . 0 ω2

N−1,n





q0,n(t)
...

q
i,n

(t)
...

q
N−1,n(t)


=



ΨT
0,n
...

ΨT
i,n
...

ΨT
N−1,n





F A
0 (t)
...

F A
i (t)
...

F A
N−1(t)

︸ ︷︷ ︸
f
n

=
{
f
i,n

}
(3.9)

in which f
n
(t) is the vector of the modal aerodynamic forces. The result is a modal equation

of individual blade motion with the right hand side representing influences of aerodynamic
forces which is valid for tuned (ωi = ωtuned) and mistuned systems. However in this form, the
aerodynamic forces are still unknown and the blades are mechanically and aerodynamically
uncoupled.

3.2 Aerodynamic Model for Aerodynamically Coupled
Blade Vibrations

For the presentation of the aerodynamic model only the aerodynamic forces due to vibra-
tion of the blades are of interest and the excitation forces are set to zero, F F

i (t) = 0. If the
remaining aerodynamic forces due to vibration of the blades are taken to be known then the
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modal displacements of Equation 3.9 are still uncoupled. However, the modal aerodynamic
force f

i
(t) = ΨT

i F V
i (t) of the i-th blade vibrating in a particular mode shape1 is not only

depending on the vibration of the particular blade itself but also on the vibration of the
neighbouring ones which is summarised in the most general form in Equation 3.10. In fact,
there are various influences on the fluid forces. Apart from the parameters of the blade
movement like displacement q

i
(t), velocity q̇

i
(t) and acceleration q̈

i
(t) and geometric influ-

ences also the flow conditions effect the modal forces. The values of mach number, reduced
frequency and speed of sound clearly have an influence on the propagation of disturbances
coming from the blade vibration and hence on the modal forces. All these effects are taken
account of by the variable βi(t). According to Crawley [22] only the relative distance be-
tween the blade under consideration and the neighbouring blades is of interest. Exemplarily
Equation 3.10 represents the modal force acting on the i-th blade of the blade assembly as
the sum of the influence of the vibrating blade exerting on itself f

i=0(t) and the influences
coming from the direct suction side f

N−1(t) and pressure side neighbour f 1(t) respectively.

f
i=0(t) = f 0(q0(t), q̇0(t), q̈0(t), β0(t)) (3.10)

+ f 1(q1(t), q̇1(t), q̈1(t), β1(t))
+ f

N−1(q
N−1(t), q̇

N−1(t), q̈
N−1(t), βN−1(t))

+ . . .

The idea of linearly combining the influences from neighbouring, vibrating blades is called
aerodynamic influence coefficient (AIC) technique and has been introduced by Hanamura
et al. in 1980 [48].

The physical interpretation of the influence coefficients is shown in Figure 3.1. The vibration
of a single blade, the reference blade i = 0, induces changes in the flow field which lead to
unsteady fluid forces on the reference blade itself (L̂0) as well as on the blades adjacent to
the suction side L̂+n and to the pressure side L̂N−n of the reference blade. The motion of
the reference blade can be of arbitrary type which is indicated by Ψ. On the supposition
that the unsteady fluid forces are depending linearly on the blade amplitude, not only
single mode shapes can be considered but also the superposition of several different ones.
Therefore, so called inter-mode influence coefficients have to be determined as done by
Kahl [61] for example. The focus of this work is on the analysis of a single family of modes
with neighbouring modes being clearly separated from each other. In the case that all blades
vibrate at a time, the influences displayed in Figure 3.1 superpose on each blade i of the
assembly to the relevant modal force f

i
(t). As a result the right-hand side of Equation 3.9

can be rewritten as follows
1For reasons of clarity and comprehensibility the derivation of the equations is restricted to a single mode

shape with the index being left out Ψn = Ψ.



3.2 Aerodynamic Model for Aerodynamically Coupled Blade Vibrations 31

N-2

N-1

0

1

2

L̂N−2 L̂N−1

L̂0

L̂1L̂2

Ψ

Figure 3.1: Idea of Aerodynamic Influence Coefficients

{
f
i
(t)
}

=


L̂0 L̂N−1 . . . L̂1
L̂1 L̂0 L̂N−1 . . .

. . . L̂1 L̂0 L̂N−1
L̂N−1 . . . L̂1 L̂0


︸ ︷︷ ︸

L̂



q0(t)
...

q
i
(t)
...

q
N−1(t)


. (3.11)

Here L̂ is a complex, circulant matrix containing the influence coefficients. This matrix is not
symmetric due to different influences on pressure and suction side neighbours. Equation 3.11
gives a vivid description of how the influence coefficients work. Considering the reference
blade i = 0 once again, the vibration of blade i = 1 activates the influence coefficient L̂N−1
which represents the fluid force coming from the closest suction side neighbour (see also
Figure 3.1). One peculiarity which is worth to be mentioned is the consequently stabilising
influence coming from L̂0 shown by Crawley and Hall [23]. In other words, a single vibrating
blade in gas flow will always be damped by the fluid forces induced by its own vibration.

The determination of the influence coefficients can be done in experiments, see Vogt [115]
for example, or in simulations, see e.g. Kahl [61], by letting the reference blade vibrate
while recording the modal forces on the neighbouring blades simultaneously. The equations
concerning the determination of the influence coefficients are presented in Section 3.4.
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Finally Equation 3.9 can be expressed in matrix notation employing the influence coefficients
matrix as given in Equation 3.11

q̈(t) +
[
diag

{
ω2
i

}
− L̂

]
q(t) = 0. (3.12)

This equation is the most general form of the aeroelastic equation of motion of tuned and
mistuned bladed disks vibrating in gas flow. Further simplifications can be introduced for
the computation of tuned blade vibrations which are going to be presented in the following
section.

3.3 Kinematic Formulation for Tuned Systems

The basis for the computation of aerodynamically coupled turbomachinery vibrations is
established with the Equations 3.9 and 3.11. In the following, these equations are transferred
to travelling wave mode coordinates which are the relevant vibrations of tuned rotors as
described in Section 2.1. Starting from the dynamic model according to Equation 3.9 and
using a representation of the aerodynamic influences that is depending on a kinematic
description of the rotor relevant travelling wave mode vibrations, the equation of motions
can be decoupled resulting in equations that allow to treat every single travelling wave
mode separately. On the contrary to the general description of the blade vibrations in
blade individual coordinates as presented in Section 3.2 for mistuned systems, the tuned
system exhibits kinematic relationships between the single blade vibrations of an assembly.
According to Lane’s theorem [73], the vibrations of a blade assembly appearing as travelling
wave modes are characterised by a constant interblade phase angle. Following the notation of
Crawley [22] the interblade phase angle σn2 of the n-th travelling wave mode of an assembly
with N blades is defined by

σn = 2π · n
N

, n = 0, 1, ..., N − 1. (3.13)

In case of n = 0, or n = N/2 in case of even blade numbers, the resulting interblade phase
angles σ0 = 0◦ and σN/2 = 180◦ are those of the corresponding standing waves. With the
help of σn a kinematic relation between the displacement of the i-th blade and the modal
displacement of the n-th mode involved in the vibration of the assembly can be given with

qi(t) =
{
N−1∑
n=0

q̂σne
j(ωt+i·σn)

}
Re
. (3.14)

2Throughout this work the index n is used for the presentation of the general relations while it is dropped
when specific values of σ are given.
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Figure 3.2: Annular cascade of the Standard Configuration 10

Here q̂σn is the amplitude and σn the interblade phase angle of the n-th mode participating in
the vibration. As a consequence of this kinematic relationship and due to counting the blades
in the opposite direction to the direction of rotation (Figure 3.2) positive interblade phase
angles result in forward travelling waves (FTW) and negative ones in backward travelling
waves (BTW) respectively. With the help of the interblade phase angle, Equation 3.12
which represents the aeroelastic equation of motion in blade individual coordinates where
the blades are coupled through influence coefficients can be transformed into travelling
wave mode coordinates qσn(t). First, the blade individual coordinates of the entire bladed
assembly can be written as a function of the travelling wave mode coordinates employing
the kinematic relation 3.14 as

q(t) =
{
q
i
(t)
}

=



Ê0,0 . . . Ê0,N−1
... ...

Êi,0 . . . Êi,N−1
... ...

ÊN−1,0 . . . ÊN−1,N−1


︸ ︷︷ ︸

Ê


q̂σ0
...

q̂σN−1

 ejωt (3.15)

with Ê being a complex matrix containing the exponential terms Êk,l = ej
2πkl
N of Equation 3.14

needed for the transformation from travelling wave mode to blade individual coordinates.
Taking this kinematic relationship, the correlation of the travelling wave mode coordinate
of a particular interblade phase angle σn and the corresponding modal force f

σn
(t) reads
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f
σn

(t) = Ĉσn · qσn(t) (3.16)

with Ĉσn being the complex travelling wave mode coefficient of the n-th mode. The equation
above is analogous to Equation 3.11 which is the general description for tuned and mistuned
systems. The transformation of the travelling wave mode coefficients into blade individual
aerodynamic influence coefficients and vice versa can be done via complex Fourier transfor-
mation

L̂i = 1
N

N−1∑
n=0

Ĉσne
j 2πin
N (3.17)

and

Ĉσn =
N−1∑
i=0

L̂ie
−j 2πin

N . (3.18)

With the kinematic relation of Equation 3.15 and the formulation for modal forces of trav-
elling wave modes 3.16 the equation of motion given by Equation 3.9 can be decoupled
yielding an equation of motion in travelling wave mode coordinates as



q̈
σ0

(t)
...

q̈
σn

(t)
...

q̈
σN−1

(t)


+



ω2
σ0 0 . . . 0
0 . . . ......

ω2
σn

. . . 0
0 . . . 0 ω2

σN−1





q
σ0

(t)
...

q
σn

(t)
...

q
σN−1

(t)


=



f
σ0

(t)
...

f
σn

(t)
...

f
σN−1

(t)


, (3.19)

with



f
σ0

(t)
...

f
σn

(t)
...

f
σN−1

(t)


=



Ĉσ0 0 . . . 0
0 . . . ......

Ĉσn
. . . 0

0 . . . 0 ĈσN−1


︸ ︷︷ ︸

Ĉ



q
σ0

(t)
...

q
σn

(t)
...

q
σN−1

(t)


. (3.20)

Finally the aeroelastic equation of motion in travelling wave mode coordinates can be written
in tensor notation
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q̈
σ
(t) +

[
diag

{
ω2
σn

}
− Ĉ

]
q
σ
(t) = 0. (3.21)

Equation 3.19 is the so called flutter equation with Ĉ being a diagonal matrix that contains
the travelling wave mode coefficients. The equation consists of N decoupled equations for the
N travelling wave modes of a bladed assembly. The representation in travelling wave mode
coordinates is the most suitable as it describes the assembly vibrations of a tuned system
as they actually appear while the formulation in blade individual coordinates allows to take
care of every blade vibration separately. However, for tuned systems both formulations give
identical results.

3.4 Determination of Force and Moment Coefficients

In the previous sections the usage of force coefficients for the formulation of aeroelastic
equations of motion in blade individual (influence coefficients) and travelling wave mode
coordinates (travelling wave mode coefficients) has been presented in detail. The following
paragraphs are going to address the determination of the relevant force coefficients. In this
context, force coefficients can be considered as proportionality factors between the modal
coordinates and the corresponding modal forces. Furthermore, a basic distinction can be
made between simple, rigid blade motion and more general, flexible blade deformation.
However, all coefficients are derived under the assumption of harmonic blade vibration. In
the following paragraphs all force coefficients are denoted by Ĉx with x referring to type of
motion. Naturally, the equations are valid for the determination of the influence coefficients
too for which the modal forces on the particular blade are normalised with the vibration
amplitude of the reference blade.

3.4.1 Coefficients for Rigid Blade Motion

Rigid blade motion is often used in academic research and may be of translational or ro-
tational type. From here on the translational movements are referred to as heaving motion
and the rotational movements as pitching motion respectively.

Heaving Motion

If the direction of heaving is taken to be ey, then the unsteady aerodynamic force due to
heaving motion can be calculated by integration of the complex local unsteady aerodynamic
force over the entire blade surface through
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f(t) =
∮
s

p(s, t) nT (s) ey h ds. (3.22)

Here p(s, t) is the unsteady pressure, n(s, t) the face normal vector and b the blade span.
The unsteady pressure is written as complex value since it harmonically varies with the
blade vibration and reaches its maximum time-shifted. The force coefficient needed for the
aeroelastic equation of motion can be calculated from the complex modal force amplitude
with the corresponding heaving displacement amplitude ŷ through

ĈL =
f̂

ŷ
. (3.23)

In this form the force coefficient conforms to the complex amplitude of the modal force
normalised with the relevant displacement amplitude.

Pitching Motion

When pitching blade motion in one degree of freedom is considered, the aeroelastic equations
of motion can be formulated using the blade’s moment of inertia and the aerodynamic
moment instead. Consequently, moment coefficients are used instead of force coefficients. In
contrast to the heaving motion, the moment arm of a point on the blade surface {r(s) − r0}
is required for the determination of the unsteady aerodynamic moment

M(t) =
∮
s

p(s, t) [{r(s) − r0} × n(s)]T ez h ds (3.24)

which is integrated over the entire blade surface to give the global aerodynamic moment
which is normalised with the pitching amplitude α̂ to yield the moment coefficient

ĈM = M̂

α̂
. (3.25)

3.4.2 Coefficients for General Motion

The aeroelastic analysis of real blade geometries features flexible blade mode shapes as
shown in Figure 2.1. In the previous section the aeroelastic equations of motion have already
been defined using modal transformation. The corresponding modal force coefficients are
calculated from the unsteady modal force given by
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f(t) =
∫
A

p(t) ΨT n dA (3.26)

with Ψ being the mode shape vector and n(t) the normal face vector of a blade surface ele-
ment dA(t). In the equation above the normal face vector and the area of the corresponding
blade surface element are explicitly depending on time which is the result of elastic blade
deformation. Finally the complex modal force coefficient can be calculated by normalisation
of the complex force amplitude with the modal displacement amplitude q̂:

ĈΨ =
f̂

q̂
. (3.27)

3.5 Determination of Aeroelastic Eigenvalues

The basis for the analysis of the aeroelastic stability is founded by equations 3.12 and 3.21.
From these the aeroelastic parameters, meaning the aerodynamic damping and the aeroe-
lastic vibration frequency can be obtained by determination of the aeroelastic eigenvalues.
The calculation procedure is exemplarily described for the flutter equation 3.21 of tuned
systems.

Assuming the solution to be of complex exponential type

q
σn

(t) = q̂σne
λa,σn t (3.28)

with
λa,σn = −δa,σn + jωa,σn (3.29)

the homogenous, complex eigenvalue problem is defined as

[
diag

{
λ2
a,σn + ω2

σn

}
− Ĉ

]
q̂σn = 0. (3.30)

Here, ω2
σn is the structural vibration frequency and λa,σn is the aeroelastic eigenvalue of

the interblade phase angle σn with the corresponding decay rate of the damped or excited
vibration δa,σn and the aeroelastic angular frequency ωa,σn . Since the matrix of travelling
wave mode coefficients Ĉ (Equation 3.19) is a diagonal matrix, the equations are decoupled
and every travelling wave mode can be regarded separately by

λ2
a,σn + ω2

σn − Ĉσn = 0. (3.31)
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As a result the n-th aeroelastic eigenvalue can be easily determined through

λa,σn = ±
√
Ĉσn − ω2

σn . (3.32)

Since only positive angular frequencies have physical relevance only the solution of 3.32 with
positive imaginary part is considered. The aeroelastic parameters can now be determined
from the aeroelastic eigenvalue λa,σn . From the general solution of a damped single degree
of freedom oscillator the correlation between the structural undamped natural frequency ω0

and the damped angular frequency ω as well as the damping which is present in the system
δ is known to be

ω2
0 = δ2 + ω2 (3.33)

which can be adapted for the aeroelastic system yielding

ωσn =
√
δ2
a,σn + ω2

a,σn =
√{

λa,σn

}2

Re
+
{
λa,σn

}2

Im
. (3.34)

Usually the decay rate is much smaller than the aeroelastic frequency (δ2
a,σn << ω2

a,σn).
Hence, the aerodynamic damping as ratio of critical damping ζa,σn can be described as

ζa,σn = δa,σn
ωσn

= −

{
λa,σn

}
Re√{

λa,σn

}2

Re
+
{
λa,σn

}2

Im

≈ −

{
λa,σn

}
Re{

λa,σn

}
Im

(3.35)

while the aeroelastic frequency fa,σn can be directly calculated from the imaginary part of
the aeroelastic eigenvalue by

fa,σn =

{
λa,σn

}
Im

2π . (3.36)

It has to be emphasised that the preceding equations are only valid for tuned systems
where the aeroelastic equation of motion can be decoupled for each interblade phase angle.
The determination of the aeroelastic eigenvalues of mistuned systems involves the solution
of the homogeneous eigenvalue problem derived from the aeroelastic equation of motion
with influence coefficients, Equation 3.12, which can be accomplished with any standard
numerical software.



Chapter 4

Equivalent Blisk Model

The equivalent blisk model (EBM), developed by Beirow in 2009 [7], is a surrogate mechan-
ical model that represents the fundamental features of blisk vibration behaviour. The EBM
must clearly be seen in contrast to reduced order models (ROM)1, such as the CMS mod-
els [20] or the SNM model [124] which base on finite-element models and which give rise to
the possibility of calculating blade displacements quantitatively. Unlike reduced order mod-
els, the EBM is made up of lumped masses, springs and dashpots and allows, when properly
adapted to hardware, qualitative analyses of the basic effects of mistuned blisk vibration.
Due to the fact that the number of DOF is even lower than those of high fidelity reduced
order models, sensitivity studies become feasible with comparatively low effort. Neverthe-
less the analysis is restrained to a single family of modes. In addition to the mechanical
properties of blisks also aerodynamic influences can be incorporated which allows to scru-
tinise the major effects of the aeroelasticity of mistuned blisks. To date, the aerodynamic
influences are considered within the EBM by using interblade springs and dashpots, the so
called equivalent aerodynamic elements. The original process of parameter identification for
these elements is fairly challenging and has been enhanced now.

The scope of this chapter is to give an overview about the wide distribution of lumped mass
models, to present the fundamentals of the EBM and to outline the processes of model setup
and integration of aerodynamic influences.

4.1 Overview about Lumped Mass Models

A short overview about lumped mass models employed in the open literature has already
been given by Beirow [7] and will be repeated here for the sake of completeness.

One of the first to use a lumped mass model was J.T. Wagner [116] who proposed the model
shown in Figure 4.1 in 1967. His model included an elastic foundation of a disk without mass

1A detailed summary of Reduced Order Models can be found in section 1.2.

39
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to take care of the reduction of blade alone frequencies due to the blades being mounted on
a flexible disk.
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Figure 4.1: Lumped mass model with flexible disk (according to Wagner [116] taken from
Beirow [7])
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Figure 4.2: Lumped mass model with interblade connectors (according to Sinha [105] taken
from Beirow [7])

Another approach is displayed in Figure 4.2. Here the mechanical coupling is considered
by interblade spring elements kc while the structural parameters of each blade are adjusted
by springs and dashpots connected to ground. Similar models have been used by Wei and
Pierre [117], Sinha and Chen [105], Mignolet et al. [81] or Kenyon et al. [64]. A similar model
with a slight extension, in terms of interblade dashpots, has been employed by Lin and
Mignolet [76], [80] who studied the influence of damping mistuning on the forced response
of mistuned bladed disks.

The model deployed by Happawana et al. [49], shown in Figure 4.3, is almost the same
with minimal modifications. Instead of linear spring elements, torsion springs are used as
connection to the disk-like basis while the coupling between the discrete blade masses is
realised via linear springs as well. This model has been used for the analysis of the effect
of small deterministic parameter perturbations on the forced response of nearly periodic
systems as a representation of strongly coupled bladed disks.
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Figure 4.3: Lumped mass model with interblade connectors (taken from Beirow [7])

More sophisticated models as presented by Griffin and Hoosac [46] and [45] or Ottarson
and Pierre [111] employ two or three degrees of freedom per sector. The model given by
Griffin and Hoosac [46] uses beam like elements instead of linear springs. In an extended
version Griffin also included springs and dashpots between the blade masses to consider
aerodynamic forces in the analyses [45]. One of the achievements of his approach was that
he was able to compute relative amplitudes which are comparable with those from engine
measurements of a fan stage.

Furthermore Basu and Griffin [6] suggested a model which uses a finite-element model of
an axisymmetric plate represented by shell elements as disk to which the single degrees of
freedom per blade are connected via linear springs. The model also includes aerodynamic
forces and was used to study the influence of the fluid density on mistuning effects.

For the purpose of simulating the aeroelastic behaviour of a rotor manufactured from carbon
fibre reinforced plastics Kahl [61] used an enhanced version of Sinha’s model [105] with
aerodynamic influence coefficients included.

In summary, the use of lumped mass models is a common procedure for the analysis of
mistuned bladed disks which has been mainly restricted to research purposes. Their ability
to give reasonable results has been approved by many researchers. Hence, a lumped mass
model was chosen for the analysis of the fundamental vibration behaviour of a mistuned
blisk with aerodynamic effects included.

4.2 EBM Fundamentals

On the basis of the aforementioned diversity of lumped mass models, an equivalent blisk
model has been developed which comprises two degrees of freedom per blade sector as shown
in Figure 4.4. Here the spring, dashpot and mass with the index sec represent the disk
part of the sector. Additionally, the springs kc are used to adjust the amount of mechanical
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coupling within the disk. And finally the elements with index b are used to adapt the blades’
properties to measured data. The next sections present the methodology of setting up the
equivalent blisk model and the necessary modifications to consider aerodynamic influences.
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Abb. 4.7: Kopplungsdiagramm 
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Abb. 4.8: Äquivalentes Bliskmodell 

 
wobei Orientierungswerte für die Auswahl der Größen db,i und dd aus einer experi-
mentellen Ermittlung von Verstimmungsversteilungen (s. Abschnitt 3.4) sowie einer 
experimentellen Modalanalyse der Scheibe gewonnen werden können. Spätere Er-
weiterungen des Modells hinsichtlich einer Berücksichtigung von Fluid-Struktur-
Wechselwirkungen bauen auf das bis hierhin abgeleitete Modell auf. 
 

 

Figure 4.4: EBM blade sector model

4.2.1 Structural Parameter Identification

The adaption of the EBM parameters to the mechanical properties of a test piece com-
prises two basic steps. These are the assessment of the disk properties and the adaption
of the blade parameters to measured mistuning data. The adaption of the blade parame-
ters simultaneously serves as a correction of the measured blade frequencies to yield proper
blade alone frequencies. Since the focus of this work is on the simulation of the effects of
aeroelasticity on mistuned bladed disks, the measured mistuning patterns rely on the work
of Klauke [68], Beirow [7] and Strehlau [110] who describe the methodology of mistuning
measurement in detail.

In contrast, the composition of the EBM is an essential part and will be repeated here for
reasons of thoroughness. The methodology follows the procedure presented by Beirow [7], its
single steps are illustrated in Figure 4.5 and explained in detail in the following paragraphs.

Step 1

The basis of the derivation of disk and blade parameters is founded by FE analyses. First,
disk and blades are analysed separately to gain their physical masses md and mb,i. Since the
blade masses are regarded to be perfectly identical in the tuned as well as in the mistuned
case, mb,i simplifies to mb. Concerning the disk parameters, an FE analysis of the blisk with
the blades being modeled as rigid bodies is initially conducted. As a result, the natural
frequencies of the disk, as exemplarily presented in Figure 4.6, can be plotted against the
number of nodal diameters or CSM respectively. With the knowledge of the disk mass



4.2 EBM Fundamentals 43

b,i-2k

seck

dk

md

mbN

Step 1

Step 2

Step 4

Step 3

Step 5
md

mb

ck

seck seck seck

mb mb mb

mb mb mb mb

msec
ck ck ckck

seck seck seck seck

b,i-1k b,ik b,i+1k

mb mb mb mb

msec msec msec

ck
msec

ck ck ckck
msec msec msec

seck seck seck seck

ck
msec

ck ck ckck
msec msec msec

seck seck seck seck

secd secd secd secd

b,i-2k b,i-1k b,ik b,i+1k

b,i-2d b,i-1d b,id b,i+1d

mb mb mb mb

 

Figure 4.5: Steps of EBM setup (taken from Beirow [7])

and the natural frequency associated with the minimum CSM, the disk stiffness kd can be
calculated from a simple SDOF relation by

ωd,CSMmin =
√

kd
md +N ·mb

. (4.1)

The determination of the disk stiffness therefore contains the entire mass of the blisk which
is the reason that the blades are included in the FE analysis of the disk.

Step 2

Since the EBM represents an entire blisk as an assembly of N single sectors, the disk stiffness
is split into N springs representing the sector stiffnesses ksec by

ksec = kd
N
. (4.2)

Step 3

In the same manner as in step two, the disk mass is split into N sectors, each having a sector
mass of msec = md/N . Furthermore, the frequency of the maximum CSM of the same family
of modes can be determined from Figure 4.6. In order to take account of the flexibility of
the disk, coupling stiffnesses kc are introduced. With the help of a parameter variation, the
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sector stiffness is varied until the difference in frequency of the maximum CSM of EBM and
FE-model becomes minimal.

Step 4

After the disk parameters have been identified, the blade masses are detached from the disk
and blade stiffnesses kb,i are introduced. Similarly to the identification of the disk stiffness,
the blade stiffnesses can be computed using an SDOF approach through

kb,i = 4π2f 2
b,imeff . (4.3)

Here the frequencies fb,i are the results of a measurement campaign. It has to be noted that
initially these measured frequencies are regarded to be blade alone frequencies. Hence, the
disk is considered to be rigid during the identification of the blade stiffnesses. Consequently,
the blade natural frequencies will not conform to those obtained from the measurement when
the disk is regarded to be flexible. To take account of that effect, an iterative correction of
the blade parameters is carried out after the very last setup step. As a result, the effectively
vibrating blade mass changes. The idea is that not all parts of the blade take part in
the vibration process. Therefore, a certain amount of the blade mass is considered to be
associated with the disk vibration. The remaining mass is the effectively vibrating blade
mass called meff . Details about the correction methodology are presented by Beirow [7]. In
case of a tuned system, all blade stiffnesses are the same and therefore kb,i = kb.

Step 5

The final step comprises the integration of the mechanical damping. Both, the values of disk
damping dd and blade damping db,i are results of modal analysis. In accordance with step
2, the disk damping is split into N individual sector dashpots by

dsec = dd
N
. (4.4)

Again, in case of a tuned system the blade damping values are identical for all blades and
hence db,i = db.

Finally, by applying the momentum equation to the identified EBM, a system of 2N equa-
tions of motion emerges:

Mẍ(t) + Dẋ(t) + Kx(t) = F A(t) = F V (t) + F F (t). (4.5)
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The matrices in equation 4.5 are the diagonal mass matrix

M =



msec 0 . . . 0 0 . . . 0
0 . . . . . . ... ... ...... . . . . . . 0
0 . . . 0 msec 0 . . . 0
0 . . . 0 meff 0 . . . 0

... ...
0 . . . . . . ...
... . . . . . . 0

0 . . . 0 0 . . . 0 meff



, (4.6)

the symmetric damping matrix with d∗
i = dsec + db,i

D =



d∗
1 0 . . . 0 −db,1 0 . . . 0

0 d∗
i

. . . ... 0 −db,i
. . . ...

... . . . . . . 0 ... . . . . . . 0
0 . . . 0 d∗

N 0 . . . 0 −db,N
−db,1 0 . . . 0 db,1 0 . . . 0

0 −db,i
. . . ... 0 db,i

. . . ...
... . . . . . . 0 ... . . . . . . 0
0 . . . 0 −db,N 0 . . . 0 db,N



(4.7)

and the symmetric stiffness matrix with k∗
i = ksec + 2kc + kb,i.

K =



k∗
1 −kc 0 . . . 0 −kc −kb,1 0 0 . . . 0 0
−kc

. . . . . . . . . 0 0 . . . . . . . . . 0
0 . . . k∗

i −kc
. . . ... 0 . . . −kb,i 0 . . . ...

... . . . −kc
. . . . . . 0 ... . . . 0 . . . . . . 0

0 . . . . . . k∗
N−1 −kc 0 . . . . . . −kb,N−1 0

−kc 0 . . . 0 −kc k∗
N 0 0 . . . 0 0 −kb,N

−kb,1 0 0 . . . 0 0 kb,1 0 0 . . . 0 0
0 . . . . . . . . . 0 0 . . . . . . . . . 0
0 . . . −kb,i 0 . . . ... 0 . . . kb,i 0 . . . ...
... . . . 0 . . . . . . 0 ... . . . 0 . . . . . . 0
0 . . . . . . −kb,N−1 0 0 . . . . . . kb,N−1 0
0 0 . . . 0 0 −kb,N 0 0 . . . 0 0 kb,N



(4.8)
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Figure 4.6: Sample diagram of disk natural frequencies versus CSM

4.2.2 Equivalent Aerodynamic Elements

As discussed in section 2.3, the aerodynamics significantly influence the vibrational be-
haviour of blisks. To account for these effects, the EBM is extended with additional springs,
masses and dashpots (the so called equivalent aerodynamic elements) representing the aero-
dynamic forces from a mechanical point of view. Additionally, the usage of aerodynamic
influence coefficients is presented in section 4.2.3.
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Figure 4.7: Schematic model of aerodynamic elements of one sector

The idea of equivalent aerodynamic elements is shown in Figure 4.7. Basically the elements
can be distinguished between interblade phase angle dependent parameters ka,σn , da,σn and
independent ones dbasa , ∆ma. Concerning the interblade phase angle dependent values, ka,σn
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takes account of the aerodynamic stiffening and softening effects and da,σn describes the
aerodynamic damping as viscous damping. Obviously, when the interblade phase angle σn
becomes zero, only the co-vibrating air mass ∆ma remains while the forces due to ka,σn and
da,σn become zero. Apparently, even at σ = 0◦ aerodynamic damping exists. Hence, a dashpot
is introduced with dbasa which provides damping in case of zero interblade phase angle. The
method that has been employed for the parameter identification so far is presented in [7].
Here, a new procedure is described which employs the aeroelastic eigenvalues of the tuned
system as derived in Section 3.5.

The aim of the identification procedure is to obtain values for the equivalent aerodynamic
elements as functions of the interblade phase angle. As a consequence the elements’ param-
eters can be varied depending on the interblade phase angle during the simulations which
is essential for the computation of mistuned blisk vibrations where the phase angles are not
the same between adjacent blades. During the identification procedure a single sector, as
displayed in Figure 4.7, will be considered. For this sector the momentum equation reads

(∆ma+m)ẍi+(dbasa +2da,σn)ẋi−da,σn(ẋi−1 + ẋi+1)+(2ka,σn +k)xi−ka,σn(xi−1 +xi+1)xi = 0
(4.9)

Since the identification is performed on the basis of the tuned aeroelastic eigenvalues, the
individual blade displacements xi−1, xi and xi+1 and the appendant time derivatives due to
assembly vibrations in a particular interblade phase angle σ can be expressed through

xi+k = x̂i sin(ωt+ k · σn)
ẋi+k = x̂i ω cos(ωt+ k · σn). for k = −1, 0, 1 (4.10)

By replacing the blade displacements xi−1 and xi+1 and velocities ẋi−1 and ẋi+1 with the
corresponding terms from Equation 4.10, Equation 4.9 becomes

m∗ẍi + d∗
σnẋi + k∗

σnxi = 0. (4.11)

Here the parameters related to aerodynamic mass, damping and stiffness are

m∗ = ∆ma +mb,

d∗
σn = dbasa + 2da,σn(1− cos(σn)) and
k∗
σn = kb + 2ka,σn(1− cos(σn)).

If, analogously to Section 3.5, the solution is assumed to be of complex exponential type,
the eigenvalues of Equation 4.11 can be calculated to
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λ1,2 = −ζ∗
σnω

∗
0,σn ± i ω

∗
0,σn

√
1− ζ∗2

σn︸ ︷︷ ︸
ω∗
σn

. (4.12)

From the aeroelastic eigenvalues of the tuned system λa,σn , the aerodynamic damping ζa,σn
and the aeroelastic angular frequency ωa,σn are known (see Section 3.5), hence it can be
written

ζ∗
σn =

−
{
λa,σn

}
Re

ω∗
0,σn

= d∗
σn

2m∗ω∗
0,σn

= dbasa + 2da,σn(1− cos(σn))
2
√

(∆ma +mb)(kb + 2ka,σn(1− cos(σn)))
(4.13)

with

ω∗
0,σn =

√{
λa,σn

}2

Re
+
{
λa,σn

}2

Im
(4.14)

and

ω∗
σn =

{
λa,σn

}
Im

=
√
kb + 2ka,σn(1− cos(σn))

∆ma +mb

√
1− ζ∗2

σn . (4.15)

This leaves us with four unknowns (the parameters of the aerodynamic elements) and only
two equations Equations 4.13 and 4.15. Starting with the identification for σ = 0◦ the
terms related to ka,σn and da,σn become zero. Hence, only the unknown dashpot dbasa and the
co-vibrating fluid mass ∆ma remain unknown. Furthermore, the angular frequency that is
used to determine the aerodynamic forces is known, this is the structural natural angular
frequency ω∗

0,σn . Consequently Equation 4.13 can be written as

ζ∗
σ=0◦ =

−
{
λa,σ=0◦

}
Re

ω∗
0,σ=0◦

= d∗
σ=0◦

2m∗ω∗
0,σ=0◦

= dbasa

2
√

(∆ma +mb)kb
(4.16)

and Equation 4.15 becomes

ω∗
σ=0◦ =

{
λa,σ=0◦

}
Im

=
√

kb
∆ma +mb

√
1− ζ∗2

σ=0◦ . (4.17)

Equation 4.17 can also be written as

ω∗2
σ=0◦

(
∆ma

kb
+ 1
ω∗ 2

0,σn

)
= 1− ζ∗2

σ=0◦ . (4.18)

After rearrangement of Equation 4.18, the co-vibrating fluid mass can be determined via
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∆ma = mb

[
ω∗ 2

0,σ=0◦

ω∗ 2
σ=0◦

(1− ζ∗2
σ=0◦)− 1

]
. (4.19)

Consecutively, the dashpot dbasa can be calculated from Equation 4.16

dbasa = 2ζ∗
σ=0◦

√
kb(∆ma +mb). (4.20)

Finally, the remaining unknowns can be directly calculated from the aeroelastic eigenvalues
of the specific interblade phase angles by rearranging Equation 4.15 to yield ka,σn

ka,σn =
ω∗2
σn

(∆ma +mb)
1− ζ∗2

σn

− kb

2(1− cos(σn)) σn 6= 0◦ (4.21)

and Equation 4.13 obtaining da,σn

da,σn =
2ζ∗
σn

√
(∆ma +mb)(kb + ka,σn)− dbasa

2(1− cos(σn)) σn 6= 0◦. (4.22)

In the tuned case, the identified parameters can be directly included into the EBM cor-
responding to the IBPA of the CSM under consideration. Concerning the simulation of
mistuned systems an iterative adaption of these parameters with respect to the interblade
phase angle occurring between adjacent blades has to be performed. In practice, the param-
eters of the aerodynamic elements are initially adjusted according to the interblade phase
angle of the excitation. During the calculation procedure they are continuously adapted to
the instantaneous value of the interblade phase angle between adjacent blades.

4.2.3 Aerodynamic Influence Coefficients

On the contrary to the previously presented method of equivalent aerodynamic elements, the
influence of the aerodynamic forces due to blade motion is considered in form of aerodynamic
influence coefficients as well. The determination of these force coefficients is described in
Section 3.5 in detail. The following section addresses the integration of these coefficients
into the EBM which involves a suitable scaling with respect to the effectively vibrating
blade mass.

Due to differences in the calculation procedure of the AIC and the usage of them within
the EBM, a scaling of the influence coefficients becomes necessary. In Section 3.4.2 the
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determination of the influence coefficients is described in detail. The starting point are
the equations for the determination of force coefficients of general motion. According to
Equations 3.26 and 3.27 the i-th coefficient Li of a blade vibrating in mode Ψ is defined as

L̂
Ψ
i = ΨT F̂

V

i

q̂Ψ
0

for i = 0, 1, . . . , N − 1. (4.23)

Here ΨT is the mass normalised mode shape, F̂
V

i is the vector of complex amplitudes of
the aerodynamic force of the i-th blade due to vibration of the reference blade in mode
Ψ with the modal displacement amplitude q̂Ψ

0 . Therefore, the coefficients determined by
Equation 4.23 are mass normalised as well. Assuming that the normalisation procedure
has been done with the effectively vibrating blade mass meff , the equation above can be
reformulated using the actual mode shape Φ = Ψ · √meff and the appropriate EBM blade
displacement xΦ

0 (t) = xΨ
0 (t)/√meff as

L̂
Ψ
i = 1

meff

· Φ
T F̂

V

i

x̂Φ
0︸ ︷︷ ︸

L̂
Φ
i

. (4.24)

Hence, the aerodynamic forces due to blade vibration of the EBM vibrating in mode Φ can
be expressed as

F V (t) = L̂
Φ
· xΦ(t) = L̂

Ψ
·meff · xΦ(t). (4.25)

Since the aerodynamic influence coefficients only act on the blade DOF, the entries in the
matrix L̂

Φ acting on the DOF of the disk are zero. Hence the influence coefficients matrix
reads

L̂
Φ =



0 0 . . . 0 0 0 . . . 0
0 0 . . . ... 0 0 . . . ...
... . . . . . . 0 ... . . . . . . 0
0 . . . 0 0 0 . . . 0 0
0 0 . . . 0 L̂

Φ
0 L̂

Φ
N−1 . . . L̂

Φ
1

0 0 . . . ... L̂
Φ
1 L̂

Φ
0 L̂

Φ
N−1 . . .

... . . . . . . 0 . . . L̂
Φ
1 L̂

Φ
0 L̂

Φ
N−1

0 . . . 0 0 L̂
Φ
N−1 . . . L̂

Φ
1 L̂

Φ
0



. (4.26)
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The aerodynamic forces due to blade vibration on the right hand side of the EBM equation
of motion in complex notation

MẍΦ(t) + DẋΦ(t) + KxΦ(t) = F V (t) + F F (t) = L̂
Φ
· xΦ(t) + F F (t) (4.27)

can be written in full as

L̂
Φ
· xΦ(t) =

{
L̂

Φ
Re · xΦ

Re(t)− L̂
Φ
Im · xΦ

Im(t)
}

︸ ︷︷ ︸
real part

+j ·
{

L̂
Φ
Re · xΦ

Im(t) + L̂
Φ
Im · xΦ

Re(t)
}

︸ ︷︷ ︸
imaginary part

. (4.28)

As the objective is to break the equations down to real quantities, only the real part of
Equation 4.28 is taken into consideration. It can be further simplified to

{
L̂

Φ
· xΦ(t)

}
Re

= L̂
Φ
Re · xΦ

Re(t)− L̂
Φ
Im · xΦ

Im(t) = L̂
Φ
Re · x̂

Φcos(ωt)︸ ︷︷ ︸
xΦ(t)

−L̂
Φ
Im · x̂

Φsin(ωt)︸ ︷︷ ︸
−ẋΦ(t)
ω

(4.29)

{
L̂

Φ
· xΦ(t)

}
Re

= L̂
Φ
Re · xΦ(t) + L̂

Φ
Im ·

ẋΦ(t)
ω

(4.30)

Substituting the right hand side of Equation 4.27 with Equation 4.30 yields the equation of
motion of the EBM with aerodynamic influence coefficients included in real notation

MẍΦ(t) +
D − L̂

Φ
Im
ω

 ẋΦ(t) +
[
K − L̂

Φ
Re

]
xΦ(t) = F F (t). (4.31)

This equation can readily be used for numerical time integration for flutter and forced
response analyses or can easily be transformed into the frequency domain. Both procedures
are presented in the following sections.

4.3 Time Marching for Flutter and Forced Response
Analysis

This section presents the numerical time integration of the EBM equation of motion in real
notation with aerodynamic influence coefficients included employing the implicit Newmark
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scheme [85]. The scheme developed by Newmark in 1959 is well established in the numerical
time integration of the equations of motion in aeroelastic computations, e.g. Sayma et al. [99]
or Schmitt [100]. Its major advantages, the second-order-accuracy and the unconditional
stability with respect to the time step size, make it the method of choice. Again, the basis
for the time integration is the equation of motion with external excitation forces F F (t),
Equation 4.31. In case of flutter analyses, the excitation forces are simply set to zero. The
complete equation in semi-discrete form reads2

Mẍn+1 +
[
D − L̂Im

ω

]
ẋn+1 +

[
K − L̂Re

]
xn+1 = F F

n+1. (4.32)

In this formulation, the values of acceleration ẍn+1, velocity ẋn+1 and displacement xn+1 are
evaluated at the future time instant tn+1 and are therefore unknown. As a result, assumptions
for velocity and displacement as functions of the acceleration have to be made within the time
interval ∆t. The classical Newmark scheme is formulated in such a way that the following
approaches are used for the unknown velocity ẋn+1 and displacement xn+1 respectively

ẋn+1 = ẋn + [(1− δ)ẍn + δẍn+1] ∆t and (4.33)
xn+1 = xn + ẋn∆t+ [(0.5− β)ẍn + βẍn+1] ∆t2 (4.34)

Here the variables subscripted with n denote the particular values of the last time step3,
which are known at the time ẋn+1 and xn+1 are calculated. Depending on the choice of the
constants β and δ different assumptions for the acceleration can be made. If the constants are
chosen to β = 1/6 and δ = 1/2 a linear acceleration gradient is assumed. In the present work
a constant average acceleration is presumed within one time interval, hence the constants
are chosen to

β = 0.25 and δ = 0.5.

Given that we know the values of ẍn, ẋn and xn we have three unknowns and two equa-
tions, 4.33 and 4.34. Taking the equation of motion 4.32 as third and replacing the unknown
displacement and velocity with Equations 4.33 and 4.34 leads to

2The superscript which denotes a particular mode shape is dropped now.
3At the beginning of the computation, these values are calculated from the initial conditions according

to the considered assembly vibration.
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{
M +

[
D − L̂Im

ω

]
∆t δ +

[
K − L̂Re

]
∆t2β

}
ẍn+1 = F F

n+1 − . . .

. . .

[
D − L̂Im

ω

]
· [ẋn + ∆t(1− δ)ẍn]− . . .

. . .
[
K − L̂Re

]
· [xn + ∆tẋn + ∆t2(0.5− β)ẍn] .

(4.35)

The resultant equation contains only values that are known a priori (mass, stiffness, damping
and influence coefficients matrices) or which are the results of the latest time step (ẍn, ẋn,
xn). Since the nodal diameter of the excitation force can be explicitly specified, the value
of F F

n+1 can be calculated using force amplitudes of unity or those obtained from CFD-
analysis. For a given cyclic symmetry mode which is going to be analysed the excitation
force for one blade i of the assembly can be calculated through

F F
i (t) = meff

n∑
EO=1

F̂EO cos(ΩEOt+ iσCSM + ϕEO), i = 0, 1, . . . , N − 1. (4.36)

Here, F̂EO is the amplitude of a specific engine order EO excitation, ΩEO is the excitation
frequency, σCSM is the interblade phase angle of the assembly due to the considered CSM
and ϕEO characterises the phase difference between the different engine orders. It has to be
mentioned that not all engine orders contribute to the forcing of a specific CSM but only
those are significant that have the same number of nodal lines. The problem of excitation
aliasing has been addressed in Section 2.3.2.

The only unknown that remains is the acceleration at the future time step ẍn+1 which can
be explicitly calculated by solving Equation 4.35. Ultimately, the displacement and velocity
at the future time instant tn+1 can be calculated subsequently with Equations 4.33 and 4.34
respectively.

Plausibility Check of Time Integration

In order to assure the proper functionality of the numerical time integration some plausibility
checks have been performed. For that reason, influence coefficients of the compressor rotor
model presented in Chapter 7 calculated for one frequency of the first blade mode have
been used to compare the EBM time integration results with analytical solutions. For that
purpose, without loss of generality, the disk was regarded to be rigid and a tuned system
without mechanical blade damping has been considered. The imaginary part of the influence
coefficients along with the resultant damping curves is presented in Figure 4.8.
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Figure 4.8: Imaginary part of AIC (a) and resultant damping curves (b)

Two different cases have been considered. The so called damped case represents the influence
coefficients of the nominal rotor, while the zeroth influence coefficient of the flutter case has
been increased by 75% of its original value. Consequently, the eigeninfluence of a vibrat-
ing blade as well as the average damping value of the interblade phase angle dependent
aerodynamic damping are reduced. Finally, this leads to a significant lowering of the entire
damping curve of approximately 2% with respect to the ratio of critical damping and an
unstable region between interblade phase angles of σ = −41◦ and σ = −89◦. This was done
to demonstrate the ability of performing flutter computations with the EBM.

The analytical solutions can be calculated employing the force coefficients in travelling
wave mode coordinates which requires a transformation from blade individual influence
coefficients L̂i to travelling wave mode coefficients Ĉσn according to Equation 3.18. In a tuned
system every blade exhibits the same vibratory motion, the only difference is the phase angle
between adjacent blades. For a given interblade phase angle the corresponding travelling
wave mode coefficient is calculated using the AIC shown in Figure 4.8 together with the
corresponding aerodynamic damping ratio. Analogously to Equation 4.31 an equation of
motion can be formulated for each travelling wave mode with the corresponding interblade
phase angle σn:

mẍ−
Ĉσn,Im

ω
ẋ+

[
k − Ĉσn,Re

]
x = F F . (4.37)

The solution of this equation is straight forward and the results of four different computa-
tions are presented in Figure 4.9. At first the free vibration of the damped case given an
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Figure 4.9: Results for free damped vibration σ = 0◦ (a), forced damped vibration σ = 45◦

(b), forced vibration of the flutter case σ = 45◦ (c) and initial excitation of a single blade
of the flutter case (d)

initial velocity according to an interblade phase angle of σ = 0◦ and the forced vibration
at σ = 45◦ are demonstrated, Figure 4.9 (a) and (b). Both EBM results show excellent
agreement in terms of blade amplitudes as well as with respect to the aeroelastic frequency.
The same conclusion can be drawn for the forced vibration of the flutter case at σ = 45◦

as shown in Figure 4.9 (c). Concerning the last diagram, only one blade (blade 0) has been
given an initial velocity. First, the initially excited blade is damped which is caused by the
negative imaginary part of the influence coefficients, see Figure 4.8. Due to the influence
coefficients L̂−1 and L̂+1 having an exciting influence, the neighbouring blades blade +1 and
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blade -1 are forced and start to vibrate too. As soon as the vibration amplitudes are high
enough, their exciting influence leads to an increasing displacement of blade 0 as well. The
results obtained with the EBM are plausible and the numerical time integration provides
reasonable results too.

4.4 Forced Response in the Frequency Domain

As the numerical time integration is comparatively time consuming, the equation of motion
can be transformed to the frequency domain which reduces the total computational time
and makes parameter studies with a large amount of simulations feasible. Initially, the EBM
equation of motion 4.31 with the excitation force F F (t) on the right hand side is Fourier
transformed yielding

X(jΩ) =
−Ω2M + jΩ

D − L̂
Φ
Im(Ω)
Ω

+
[
K − L̂

Φ
Re(Ω)

]
−1

F F (jΩ) (4.38)

= H(jΩ) F F (jΩ). (4.39)

Here H(jΩ) represents the transfer matrix and F F (jΩ) is the Fourier transform of the
excitation force.

The values of the transfer matrix explicitly depend on the excitation frequency which makes
a computation of the matrix entries at every frequency increment necessary. Moreover, the
influence coefficients are directly depending on the frequency at which they are determined
which is taken into consideration by an interpolation procedure. Therefore the influence coef-
ficients are computed at three designated frequencies and they are then interpolated using a
quadratic interpolation for the frequency of interest. It has to be mentioned that the assump-
tion of quadratic dependency only holds true for a small frequency range. The interpolation
of influence coefficients has been validated with bidirectionally coupled FSI computations
of a 2D compressor rotor model for which the results are presented in Chapter 6.



Chapter 5

Standard Configuration 10

In order to verify the aeroelastic methods and to demonstrate the ability to calculate turbo-
machinery aeroelasticity with Fluent, a standard configuration was chosen as test case. The
simulation of turbomachinery aeroelasticity with Fluent has already been the object of re-
search of Schrape et al. [101], [102]. However, the previous work dealt with two-dimensional
analyses only. Nevertheless these results provide the basis for the following analysis of three-
dimensional turbomachinery aeroelasticity. The main focus of this chapter is on the valida-
tion of the routines used for the determination of force coefficients, aerodynamic influence
coefficients and the aeroelastic eigenvalues.

5.1 Model

The geometry of the standard configuration 10 (SC10) is part of the collection of standard
configuration of the "Workshop of Aeroelasticity" from the group of Prof. Fransson [34].
This collection contains results from experiments and simulations of numerous test cases
for different blade cascades of compressor and turbine configurations. These results can be
used to validate new numerical methods and codes by comparing them to those obtained
by other researchers.

With the aim of performing aeroelastic analyses of a modern high pressure compressor, a
test case was sought that requires the analysis of a complex, three-dimensional, unsteady
flow. This was found in the SC10 with a compressor-like annular blade cascade in subsonic
and transonic flow. The interesting feature of the SC10 is that apart from two-dimensional
results, also results of three-dimensional flow simulations with separation and blockage are
available.

From the SC10 aeroelastic sample cases defined in [34] containing heaving and pitching mo-
tions at subsonic and transonic flow the test cases number 2 and 3 for pitching and number
10 and 11 for heaving have been chosen. Additionally a three-dimensional test case with in-

57
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viscid and viscid simulations is taken into consideration. Due to lack of experimental data,
the validation process is done by performing a code-to-code comparison. The results that
serve as reference for this work are those obtained by Repar et al. [91]. These simulations
feature comparisons between inviscid and viscid two- and three-dimensional simulations ob-
tained with different types of steady and non-reflecting boundary conditions (NRBC). Apart
from Repar et al. also Hall [47], who focused on two-dimensional inviscid computations, and
Montgomery and Verdon [83] intensively analysed the SC101.

5.1.1 Parameters and Flow Conditions

The geometry of the standard configuration 10 has been proposed by Verdon in 1987 [113].
It bases on a NACA 5506 definition with an altered thickness distribution to close the
profile in a wedge shaped trailing edge. The blade satisfies the Kutta condition at the
trailing edge. Additionally, the SC10 has been extended to a three-dimensional test case by
Montgomery and Verdon [83] with the flow of the two-dimensional inviscid case representing
flow conditions at midspan. The three-dimensional annular cascade features 24 straight
blades without tip gap, the geometric parameters are summarised in Table 5.1. During
unsteady simulations of heaving and pitching motions, the blades are assumed to slide over
walls at hub and casing respectively.

Table 5.1: Parameters of the SC10 annular cascade
geometric parameters

profil modified NACA 5506
blade number N [−] 24
chord length c [m] 0.1
stagger angle γ [◦] 45

pitch to chord ratio at midspan t = p/c 1.0
aspect ratio h/c 0.849
radius at hub R1 [m] 3.395

radius at casing R2 [m] 4.244

The flow is subsonic with an inlet mach number ofMa1 = 0.7 and an inlet angle of β1 = 55◦.
In case of the annular cascade the inlet angle is constant at all radii.

For all flow conditions a pitching motion with an amplitude of α̂ = 2.0◦ has been simulated.
Furthermore a heaving motion with an amplitude of ŷ = 0.01c in the direction normal to
blade chord was simulated with the two-dimensional model. For the aeroelastic simulations
a reduced frequency, Equation 2.18, based on full chord length, of ω∗ = 0.5 has been used.
The details for all simulation conditions are summarised in Table 5.2.

1Simulations have also been performed by Huff [56], Hoehn [54], Ayer [3] and Kemme [63].
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Table 5.2: Aerodynamic and aeroelastic parameters
flow condition steady

2D 3D
inlet mach number Ma1 0.7

inlet angle β1 [◦] 55
Reynolds number (Navier-Stokes Sim.) Re 1.25 · 106

flow condition unsteady
2D 3D

reduced frequency ω∗ 0.5
amplitude heaving motion ŷ [m] 0.01c -
pitching axis coordinates xα, yα [m] 0.5c,0.05c
amplitude pitching motion α̂ [ ◦] 2.0

5.1.2 Reference Results

In order to be able to evaluate the results of the simulations, the reference results of Repar
et al. are summarised shortly. Repar et al. solved the time-linearised Euler equations as well
as the time-linearised Navier-Stokes equations applying the Spalart-Allmaras one equation
turbulence model. The simulations presented in this work have been conducted with the
same turbulence model, aiming at a correlation of the results as good as possible. Moreover,
the application of the Spalart-Allmaras turbulence model to turbomachinery simulations
has provided adequate results in a great number of cases. The study conducted by Bardina
et al. [5] confirms the decision, proving that the Spalart-Allamaras model yields reasonable
results for complex flows simultaneously showing excellent performance.

Concerning the time linearisation employed by Repar et al., it was assumed that the un-
steady flow field can be modeled as a superposition of the steady state flow field and small
harmonic linear perturbations, details about the method can be found in [89]. As a premise
for the validity of this assumption, the flow field should not contain strong non-linearities
such as shocks and separation bubbles. Shocks, whose position may vary considerably dur-
ing blade motion, have a major effect on the aerodynamic damping. The proper prediction
of the shock position is a tough task even with non-linear methods, see Grueber [43] for
an investigation of viscous effects on aerodynamic damping for example. Further difficulties
may be posed by separation bubbles. The area where separation occurs may well increase
when blades vibrate and hence increase non-linearity in fluid forces. The assumption of small
vibration amplitudes reduces the non-linear effects and makes a time-linearised treatment
of the flow acceptable.

Concerning the boundary conditions of the unsteady simulations, Repar et al. used Giles’
two-dimensional non-reflecting boundary conditions [40] for the two-dimensional computa-
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tions. For the three-dimensional simulations, one-dimensional and three-dimensional [90]
non-reflecting boundary conditions have been applied.

5.1.3 Details about the Numerical Simulations

The numerical simulations have been conducted with the commercial CFD solver
Fluent 6.3.26.

The inviscid simulations involve the numerical solution of the non-linear Euler equations. On
the contrary, during the viscous computations the Navier-Stokes equations in combination
with the one-equation turbulence model from Spalart-Allmaras [107] with wall functions
are solved. Concerning the solver settings, the implicit density based solver with cell-based
gradient evaluation has been used for all simulations. The determination of the flow variables
at the cell faces has been realised with second order accurate upwind-discretisation schemes.
The convective fluxes at the cell boundaries are approximated using Roe’s flux differencing
scheme.

When it comes to unsteady simulations, first order implicit time integration has been em-
ployed. Although a second order scheme is included in Fluent and its use would be desirable,
it has not been available with deforming meshes in the current version. During simulation
it is ensured that the unsteady residuals estimated in each time step decrease to the level of
the residuals of the steady state simulations. The choice of an appropriate time step size is a
trade-off between numerical accuracy and the time needed for the simulation. In a previous
work Schrape has analysed the influence of the time step size on the results of aerodynamic
damping and aeroelastic frequency of fluid-structure coupled simulations in Fluent [101]. He
estimated the error in aerodynamic damping due to numerical dissipation obtained with 110
time steps per vibration cycle to approximately 2%. Concerning the simulations of SC10
preliminary investigations have shown that a resolution of 150 time steps per vibration cycle
provides sufficiently accurate results. An increase of the number of time steps by factors of
two or four did not alter the results significantly. Consequently, unless otherwise stated, a
resolution of 150 time steps per vibration cycle is used for all upcoming computations.

The CFD meshes employed in the computations are adopted from Schrape [102] and Grue-
ber [43] and have been created with the Fluent appendant meshing software Gambit 2.4.6.
The application of such structured grids to aeroelastic simulations of a NACA profile has
already been validated by Schrape. The boundaries have been designated pressure inlet
and pressure outlet conditions and periodic boundary conditions at the lateral boundaries.
In case of viscous computations the blades have been assigned no-slip condition on the
blade surfaces. Moreover, 1D NRBC have been assigned to the outlet in case of unsteady
computations.
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5.2 2D Model

5.2.1 Inviscid Steady State Simulations

The block structured mesh of a single passage for the inviscid simulations is displayed in
Figure 5.1. The mesh consists of seven blocks with one C-mesh block located directly around
the profile geometry featuring 87x5 nodes in the near-profile C-mesh and 187x43 nodes in
the fluid domain.

In order to quantify the numerical error of this mesh a grid study has been conducted.
Therefore, seven different meshes with successively doubled number of grid points in the
x- and y-direction, which quadruples the total number of grid points, have been simulated.
The mesh with the lowest resolution consists of 1400 elements (50x20 nodes) the one with
the highest resolution of 5.242.880 elements (500x100 nodes). In order to guarantee a proper
grid quality with reference to the aspect ratio of the elements and their minimum angles,
the scalability has been ensured so that the quality features remain almost unchanged.

For all meshes a steady state CFD simulation with an inlet mach number of Ma1 = 0.7
has been performed. The flow is subsonic in the entire fluid domain for this particular inlet
condition. Apart from the residuals, global values have been used to judge the discretisation
error. With respect to the following unsteady computation of the aerodynamic damping the
lift coefficient cL

cL = 1
c (pt,1 − p1)

∮
s

p(s) n(s) ey ds (5.1)

and moment coefficient cM

cM = 1
c2 (pt,1 − p1)

∮
s

p(s) [{r(s) − r0} × n(s)] ez ds (5.2)

have been chosen as their values directly influence the accuracy of the aerodynamic damping.
Because of the successive refinement, the numerical error due to discretisation decreases
constantly and the flow coefficients converge towards grid independent values. Using the
Richardson Extrapolation, see Appendix A for details, the grid independent values of cL
and cM can be extrapolated and the discretisation error can be determined as the deviation
from these values. The global coefficients for aerodynamic lift cL and aerodynamic moment
cM are displayed in Figure 5.2.

As expected, both values converge towards constant values. Finally, the mesh with the
highest resolution has a deviation of only -0.18% in cL and -0.89% cM with respect to the
extrapolated values. Ultimately, the mesh was adapted to the flow situation. The results
of this mesh with 8900 elements are included in Figure 5.2 too. The deviation from the
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extrapolated values are only -1.0% (cL) and -0.40% (cM) which is regarded as sufficient for
the upcoming simulations.

The simulation of the steady state flow with the final mesh results in the isentropic mach
number plot displayed in Figure 5.3. The isentropic mach number can be calculated from
the static pressure distribution on the blade surface according to Equation 5.3.

Mais(x) =

√√√√√( 2
κ− 1

)( pt,1
p(x)

) 1−κ
κ

− 1
 (5.3)

The mass averaged total pressure at the inlet pt,1 has been taken as reference total pressure.
Actually, the stagnation pressure at the leading edge is supposed to equal the total pressure
at the inlet which leads to an isentropic mach number of zero at the leading edge stagnation
point. In practical applications the discretisation mostly does not resolve the stagnation
point properly. Additionally, when using cell-centered finite-volume methods the cell center
closest to the wall has always a finite distance from the wall and the values on the blade
surface are obtained by extrapolation procedures. Altogether this affects the minimum of the
isentropic mach number which is approximately Mais,min = 0.2. Even the reference results
of Repar et al. show a minimum isentropic mach number of Mais,min = 0.17. Overall, a
good correlation between the results of Repar et al. and the present Fluent simulations are
observed.

5.2.2 Inviscid Unsteady Simulations

This section deals with the determination of the aeroelastic eigenvalues of the cascade at
inviscid flow conditions. Therefore, unidirectionally coupled fluid-structure-interaction sim-
ulations have been performed following two different approaches. First, a finite number of
multi-passage simulations have been conducted, followed by a single computation for the
determination of the aerodynamic influence coefficients.

Regarding the first approach, the number of passages considered in a multi-passage compu-
tation depends on the interblade phase angle σn for which the eigenvalues shall be computed.
The number of passages and hence the number of blades required can be calculated by as-
signing the desired interblade phase angle to the first travelling wave mode n = 1 and
rearranging Equation 3.13 to solve for the number of blades N which yields

N = 2π
σn=1

. (5.4)

By applying periodic boundary conditions at the upper and lower boundaries of the multi-
passage setup the number of blades which is present in the computations directly determines
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Figure 5.1: Block structure and mesh for the 2D Euler simulations (187x43 nodes)
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Figure 5.2: Lift coefficient and moment coefficient as function of element numbers,
Ma1 = 0.7

the minimum resolvable interblade phase angle, see also [102] for details. During the simula-
tions, the instantaneous pressure fluctuations are recorded which allows for a determination
of the relevant force coefficients. These coefficients can then be used to calculate the aeroe-
lastic parameters according to Equations 3.32 to 3.36. Amplitude and phase angle of the
calculated force coefficients are regarded to be adequately converged when the change of the
magnitude of the force coefficients of two consecutive vibration cycles has degraded to less
than 0.1%.

With respect to the determination of the aerodynamic influence coefficients, a cascade of 10
blades has been used. It has to be mentioned that the number of passages is not arbitrary
chosen but a trade-off between the total computational time needed and accuracy desired.
That is to say, if the number of passages is too low the perturbations propagating from the
moving reference blade to the rest of the blades in the domain will pass through the periodic
boundaries and superimpose with the true fluctuations on the blade on the other side of
the boundary which leads to a misinterpretation of the influence coefficients. In compressor
applications the influence of the vibrating blade on the direct neighbouring blades is the
greatest while the influence on the rest of the blades in the domain is quite low. Experi-
ence gained on the SC10 simulations showed that computations with 10 passages provided
sufficiently accurate results. In these simulations only one blade (blade no. 5) vibrates and
the unsteady pressure fluctuations are recorded on each blade leading to the aerodynamic
influence coefficients. With the help of the transformation given by Equation 3.18, these
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Figure 5.3: Isentropic mach number for inviscid, subsonic (Ma1 = 0.7) flow conditions

influence coefficients can be transformed to the interblade phase angle dependent travelling
wave mode force coefficients which enables the calculation of the aeroelastic eigenvalue of a
particular travelling wave mode following Equation 3.32.

The results of the abovementioned simulations of heaving motion at subsonic flow condi-
tions are presented in Figures 5.4 and 5.5. The charts display the aerodynamic influence
coefficients and the corresponding curves of the aerodynamic damping parameters. For the
comparison of the different results, the normalised aerodynamic damping parameter has
been chosen which can be calculated from the aerodynamic damping, Equation 3.35, for
heaving motion through

Ξ = 2mω2
σn ζa,σn

h (pt,1 − p1) (5.5)

and for pitching motion

Ξ = 2 J ω2
σn ζa,σn

h c2 (pt,1 − p1) . (5.6)

The diagrams of aerodynamic damping parameter contain the same reference curve com-
puted by Repar et al. with Giles’ 2D non-reflecting boundary conditions. In contrast, the
Fluent results shown have been obtained with 1D NRBC at the outlet and steady pressure
inlet boundary conditions. In addition to the standard mesh which has been described in
the previous section, a second one with extended inlet and outlet duct has been employed
in the computations. At this, the inlet and outlet boundaries are located about 10 chord
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Figure 5.4: Aerodynamic influence coefficients of heaving motion at subsonic flow conditions
(Ma1 = 0.7) on (a) standard mesh and (b) on extended mesh
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lengths away from the airfoil geometry. This has been done to take account of the aeroa-
coustic resonances occurring between −16◦ < σ < 58◦ where acoustic modes are cut-on.
Additionally, the cascade has been extended to 20 blade passages.

First the results obtained with the standard mesh, shown in Figures 5.4 and 5.5 (a), are
discussed. Comparing the different results, an excellent agreement between multi-passage
and influence coefficients simulations can be observed on the standard mesh, justifying
the assumption that the aerodynamic influence can be linearly superposed to yield proper
travelling wave mode force coefficients. On the other hand, the comparison with the results of
Repar et al. shows lack of agreement in the region of acoustic resonance for multi-passage as
well as for influence coefficients simulations. The difference is most obvious at the resonance
at σ = 58◦ where the aerodynamic damping determined with Fluent is about 55% lower
then the reference value of Repar et al. This particular deviation is certainly attributed
to the reflectivity of the steady pressure inlet boundary conditions. Comparing the curves
outside the resonance region Fluent agrees quite well with the reference results. Here all
modes are cut-off and the influence of the boundary conditions’ reflectivity is the lowest.
The extension of the fluid domain is a common practice to reduce the spurious reflections.
By locating the boundaries some chord lengths away from the profile and coarsening the
mesh towards the boundaries, the dissipation of the waves can be increased leading to
less reflections. Moreover, the number of blade passages has been increased from 10 to
20 to check if the influences on the blades further away from the reference blade have
really decreased down to zero. The results obtained with such an extended mesh are shown
in Figures 5.4 and 5.5 (b). Obviously, the Fluent results match better with the reference
values. Especially the difference in aerodynamic damping at σ = 58◦ reduces to about 17%.
Anyhow, it has to be admitted that the agreement also gets worse which is especially the
case for −180◦ < σ < −120◦ and 120◦ < σ < 180◦. However, the eminent agreement of
multi-passage and influence coefficients computations is still obvious even in the region of
the acoustic resonances which is also a result of the greater number of influence coefficients.
From Figure 5.4 (b) it can be seen that the imaginary part of the influence coefficients
further away from the moving blade is still different from zero and hence should not be
neglected. All in all, the comparison is still quite well with the Fluent results giving more
conservative values in the presence of acoustic resonance which is especially interesting for
practical issues.

Additionally, simulations of pitching blade motion with 2◦ amplitude have been conducted
for which the results are displayed in Figure 5.6. In general, the same observations as for
the heaving motion can be made although the agreement of Fluent results obtained with
the extended mesh is better than with the heaving blade motion which is also confirmed
by the improved agreement in the region outside the acoustic resonance. Furthermore, the
comparatively large number of influence coefficients results in a surprisingly excellent match
of influence coefficients and multi-passage results capturing also the peaks in aerodynamic
damping at σ = −16◦ and σ = 58◦. The improved compliance is also supported by Figure 5.7
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Figure 5.6: Aerodynamic damping parameter as function of interblade phase angle for pitch-
ing motion at subsonic flow conditions (Ma1 = 0.7) on (a) standard mesh and (b) on
extended mesh
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showing the imaginary part of the unsteady pressure coefficient. Here the results match best
for the extended mesh which shows excellent agreement with the reference results.

5.2.3 Viscous Steady State Simulations

After the aeroelastic simulations at inviscid flow conditions went well, the inclusion of viscous
effects shall be analysed next, as a preparation for the three-dimensional viscous simulations.
In order to take account of the viscous effects, turbulence is modeled using the one equation
eddy viscosity model from Spalart-Allmaras. Additionally, the molecular viscosity is com-
puted as a function of temperature according to Sutherland’s law. The mesh is the same as
employed in the inviscid simulations with the C-mesh in the near-wall region being adapted
to give proper boundary layer resolution.

Concerning the first cell height and the near-wall mesh resolution, the suggestion in Fluent
is to set up the mesh such that for the dimensionless wall distance values of y+ ≥ 30 emerge
if wall functions are going to be used. If the boundary layer should be resolved in detail
values of y+ ≈ 1 are recommended. In order to get a better understanding of how the near-
wall spacing influences the results, five different variations of C-meshes have been analysed.
The parameters varied are the first cell height, the growth factor and the number of cells
in the C-mesh region. For each mesh the boundary layer profiles are computed for two
representative positions at the suction side of the airfoil at x/c = 0.505 and at x/c = 0.765.
In Figure 5.8 the dimensionless tangential velocity

u+ = utan
uτ

= utan ·
√
ρ

τ
(5.7)

is displayed as a function of dimensionless wall distance

y+ = ∆y uτ
νvisc

(5.8)

where uτ is the shear velocity, ρ is the fluid density, τ the wall shear stress, νvisc the kinematic
viscosity and ∆y the distance of the first cell center from the wall. To allow for a proper
comparison, the theoretical boundary profiles of the viscous sublayer and the logarithmic
region are plotted as well. The results confirm the recommendations made concerning the
near wall resolution. Looking at the computations without wall-functions first (y+ < 1 and
y+ > 1), a very good agreement between both mesh resolutions and the analytical curves
can be found. On the other hand, if wall-functions are employed the first cell height is an
important parameter to obtain proper results. If the resultant y+ values are around values
of 30, notable differences occur leading to deviations of up to 18% with respect to the free
stream velocity for the mesh with y+ < 30. Furthermore, when first cell heights are used
leading to y-plus values slightly higher than 30 (y+ > 30) or well above 100 (y+ > 100)
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the deviations decrease culminating in an excellent agreement of the computations with the
finest and the coarsest near-wall mesh in the logarithmic boundary layer region and the free
stream. Since the computational effort for two-dimensional computations is comparatively
small, the near-wall spacing of y+ > 1 has been used for all upcoming viscous simulations.

A detail of the C-mesh at the leading edge of the airfoil is displayed in Figure 5.9 (a)
together with the isentropic mach number of viscous steady state simulation at subsonic
flow conditions. Again, the agreement between the Fluent results and the reference results
of Repar et al. is quite well which is certainly due to employing the same turbulence model,
hence no significant differences have been expected.

5.2.4 Viscous Unsteady Simulations

In contrast to the inviscid simulations, only the pitching motion was simulated for the
viscous flow condition. The results are presented in Figure 5.10 in contrast to results of
Repar et al. obtained with 1D NRBC, Figure 5.10 (a), and those computed with Giles’ 2D
NRBC, Figure 5.10 (b). First of all, an eminent match of influence coefficients and multi-
passage computations is noted. Concerning the comparison with the reference results, the
agreement with the Fluent computations is sufficient for the results obtained on the standard
mesh. Here, the biggest deviations occur for small positive interblade phase angles which
is probably due to lack of non-reflecting boundary conditions at the inlet. This assumption
is also supported by the results obtained on the extended mesh. Comparing them with the
reference results of Repar et al. the match is much better than with the standard mesh,
especially in the region 0◦ < σ < 50◦. Furthermore the improvement in compliance is the
same as already observed for pitching at inviscid flow conditions.

The results of the aeroelastic computations of 2D standard configuration 10 can be sum-
marised shortly:

• excellent agreement of multi-passage and influence coefficients computations is ob-
served for all computations,

• the match of Fluent computations on standard mesh and reference results with high
fidelity boundary conditions is sufficient due to lack of proper NRBC at the inlet with
the biggest deviations appearing at low interblade phase angles and near resonant
condition,

• the compliance increases when an extended mesh is employed in the computations with
the influence coefficients being capable of reproducing acoustic resonances when the
inlet and outlet boundaries are located further away from the profile and the number
of blade passages and hence of the computed AIC is increased.
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Figure 5.8: Near wall velocity profiles at (a) x/c = 0.505 and (b) x/c = 0.765
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Figure 5.9: Mesh detail of C-mesh (a) and isentropic mach number (b) for viscous, subsonic
flow condition, Ma1 = 0.7
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Figure 5.10: Aerodynamic damping parameter as function of interblade phase angle for
pitching motion at subsonic, viscid flow conditions (Ma1 = 0.7) on (a) standard mesh and
(b) on extended mesh

5.3 3D Model

After the two-dimensional models have been analysed, the three-dimensional annular cas-
cade of the SC10 has been simulated. Therefore, the 2D cross section of the profile previously
employed in the 2D simulations is used to construct the 24 straight (untwisted) blades of
the cascade. The parameters of the resulting annular cascade have been summarised in Ta-
ble 5.1. There is no tip gap modeled and the blade is assumed to slide over hub and casing
during blade motion. Following the proposal of Repar et al., the annular cascade was as-
sumed to be stationary which is in contrast to the computations performed by Kemme [63]
and Montgomery and Verdon [83] who simulated a rotating cascade. Hence, the inlet flow
angle is constant over the entire cascade height.

The objective of the simulations is to verify the methods used before on a three-dimensional
cascade with complex flow features. Although only a simple blade pitching motion is ap-
plied, the calculation of the force as well as the influence coefficients is carried out in two
different ways. On the one hand, the coefficients are determined by simply calculating the
aerodynamic moment according to Equations 3.24 and 3.25. Since these equations only hold
true for simple pitching motion, the relevant coefficients are also determined employing the
most general form of Equations 3.26 and 3.27. This is done with regard to the upcoming
simulations of a real compressor blade with flexible blade mode shapes.
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In the course of the analysis of the annular cascade, the inviscid flow condition is considered
first, providing a basis for the discussion of the influences of the viscous flow features. The
meshes comprise 14 radial layers for the inviscid simulations and 33 radial layers for the
viscous computations employing wall-functions at hub and casing giving an average y-plus
value of y+ ≈ 100. The mesh in a radial section is the same as previously used in the
two-dimensional inviscid and viscous computations, respectively. The number of nodes per
blade passage is 147488 for the inviscid mesh and 394284 for the viscous one.

Since the focus of the simulations is not on the detailed analysis of the influences of boundary
conditions on the attainable results but on the validation of the calculation methods and due
to CPU restrictions, computations with inlet and outlet relatively close to the profile2 have
been carried out only. In case of unsteady simulations, the 1D NRBC available in Fluent
has been used at the outlet.

The following sections present the results of the inviscid and viscous computations at the
same time which allows for a holistic analysis of the different flow effects.

5.3.1 Steady State Simulations

At first the results of steady state computations are presented in Figures 5.11 and 5.12. All
plots show an excellent agreement between the present results and the ones obtained by
Repar et al. In Figure 5.11 the isentropic mach number is shown at two distinct radial cuts.
The 3D inviscid results vary only little on the two radial positions. Furthermore, as it was
intended to, the inviscid results at 50% span compare very well with the 2D computations.

In contrast, both mach number plots of the viscous flow condition show significant differences
compared to the two-dimensional results. The reason for the deviations of the viscous flow
results is the consideration of viscosity influences on the one hand side and a flow separation
at the suction side of the airfoil on the other side. This separation occurs between the hub
and approximately 40% blade span and induces a massive blockage of the passage which
makes a reduction of the static outlet pressure of about 11% necessary to adjust the inlet
mach number to Ma1 = 0.7. The numerical oil streak pattern of the steady state solution
is shown in Figure 5.13. In addition to the visual evaluation of the flow pattern, the friction
coefficient presented in Figure 5.12 indicates flow separation too. At 10% span the flow is
detached over almost 60% of blade chord while it is attached over the entire chord length at
50% span. The quite promising results of the steady state simulations give rise to unsteady
simulations of pitching blade motion presented in the following section.

2The boundaries are located about one chord length away from leading and trailing edge respectively.
This configuration corresponds to the standard mesh used in the two-dimensional simulations.
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Figure 5.11: Isentropic mach number of inviscid and viscid computations at (a) 10% span
and (b) 50% span
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Figure 5.13: Numerical oil streak pattern of 3D steady state, viscous computations

5.3.2 Unsteady Simulations

The unsteady computations have been carried out for the pitching motion only, for inviscid
and viscous flow conditions. With the 2D simulations, it has been shown that the number
of passages involved in the determination of the influence coefficients is essential for the
quality of the results. Therefore the 3D annular cascade has been simulated as full assembly
regarding the maximum number of influences possible. For the inviscid simulations, two
different meshes have been considered. In addition to the standard mesh, an extended mesh
with the inlet being located at about five chord lengths from the airfoil away has been
simulated. Since non-reflecting boundary conditions are used at the outlet, only the inlet is
placed further upstream. The results of the inviscid simulations are presented in Figure 5.14.

Here, the influence of the additional inlet duct is clearly visible. While the results obtained
on the standard mesh show considerable differences especially at low IBPA, which is com-
parable to the results of the 2D computations, the results of the extended mesh compare
a little better with the reference results obtained by Repar et al. Furthermore, Fluent pre-
dicts an acoustic resonance peak at σ = 63◦ which is not present in the reference results
attributed to the usage of 1D NRBC only. Additionally, a comparison between employ-
ing simple coefficients for rigid body pitching motion and coefficients for general motion is
given in the chart. As expected, both approaches give the same results allowing for analyses
of more complex mode shapes. Analogously to the 2D computations, the comparison of
multi-passage simulations and influence coefficients is excellent.

For the viscous, unsteady simulations only the standard mesh with steady boundary con-
ditions at the inlet and 1D NRBC at the outlet has been simulated. Simulations with an
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extended mesh have been spared out due to CPU restrictions. It has been shown with the 2D
computations that the methods are capable of capturing acoustic resonances when proper
boundary conditions are used but since in real turbomachinery applications the "boundaries"
in front of and behind a blade row always combine certain amounts of permeability and re-
flection of pressure fluctuations neither the steady numerical boundary conditions nor the
non-reflecting ones will reproduce real engine conditions. Of course the aim should always
be to gain results to be easily interpretable but since the focus here is not on the analysis of
the influences of the numerical boundary conditions but on the validation of the aeroelastic
methods the comparison is restricted to reference results with 1D NRBC obtained by Repar
et al. only. The results of the standard mesh showed regular agreement for the 3D inviscid
annular cascade with the greatest differences being eliminated when an extended mesh is
used.

Taking a look at the results of the 3D viscous cascade, the match of the values computed on
the standard mesh with the reference results obtained with 1D NRBC is even better than
observed for all previous simulations. It is somewhat surprising that the greatest differences
now occur at σ = 180◦ while the compliance at σ = 0◦ is rather good. This is the inverse
effect compared to the inviscid computations. At σ = 180◦ Repar et al. predict unstable
condition with negative damping while the Fluent results show positive damping well above
zero. Finally the global analysis of the results suggest the assumption that non-linear ef-
fects might be of great importance for the 3D viscous cascade. It can be stated that the
differences in the numerical treatment of Repar et al. employing a linear solver and Fluent
considering the non-linear Navier-Stokes equations plus additional effects of the numerical
boundary conditions add up to the deviations between the results obtained with Fluent and
the reference results. However, due to experience gained from the previous computations
the major effect is probably attributed to the steady boundary conditions at the inlet.

Another issue is the poor agreement of multi-passage and influence coefficients results. For
the integration of the influence coefficients into the EBM, it is necessary that the aero-
dynamics they represent are sufficiently comparable with the multi-passage results. If the
emphasis is on a qualitative representation of interblade phase angle dependent aerody-
namic effects, the influence coefficients as calculated with Fluent should be adequate. But
if the effects are intended to be modeled as determined in multi-passage computations the
influence coefficients can be determined by transformation from the travelling wave mode
coefficients to blade individual influence coefficients as described by Equation 3.17. With
the help of these influence coefficients the entire damping curve can be reconstructed from
the multi-passage results as shown in Figure 5.15.

In summary, the following statements can be made:

• Excellent agreement of multi-passage and influence coefficients computations is ob-
served for inviscid computations,
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• the match of inviscid Fluent computations on the standard mesh with the reference
results obtained with high fidelity boundary conditions is sufficient due to lack of
proper NRBC at the inlet with the biggest deviations appearing at low interblade
phase angles and near resonant conditions,

• the compliance increases when the mesh is extended at the inlet with the influence
coefficients being capable of reproducing acoustic resonances,

• in case of viscous computations, the agreement is better for small interblade phase
angles while considerable differences occur at greater ones,

• on the contrary to all previous computations of the SC10, the results of viscous aero-
dynamic influence coefficients and multi-passage computations show significant dif-
ferences which can be overcome by reconstruction of the influence coefficients from
travelling wave mode coefficients.
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Chapter 6

E3E - Rotor 6

Using two stages of a modern high pressure compressor (HPC), the aeroelastic analysis of
blisk rotors employing the equivalent blisk model is presented exemplarily. For this purpose
a 2D model of an HPC rear stage and a front stage 3D model of the same compressor
have been analysed. The analyses feature bidirectionally coupled fluid structure interaction
simulations (FSI) and experimentally determined mistuning patterns.

The analyses are subdivided into the following parts:

Initially the 2D model of the Engine 3E’s1 (E3E) rotor 6 has been simulated to obtain the
aeroelastic eigenvalues and forced response computations of a random mistuning distribu-
tion have been conducted comparing different treatment of aerodynamic forces in the model.
Within the analyses, EBM computations with equivalent aerodynamic elements as presented
in Section 4.2.2 and aerodynamic influence coefficients as described in sections 3.2 and 4.2.3
have been employed. Additionally, bidirectionally coupled fluid structure interaction simu-
lations with the commercial CFD code Fluent have been performed and the results have
been compared to the one obtained with the EBM. Subsequently, structural and aeroelastic
computations of a 3D model of the E3E’s rotor 1 have been performed. Therefore the modal
parameters of the mistuned system have been derived from experimental results. According
to these results a FE model as well as an EBM model of the rotor 1 have been updated.
Consequently, the tuned system has been derived from the mistuned one with the tuned
natural frequencies being the mean values of the mistuned ones. With the knowledge of the
tuned quantities, the vibration induced fluid forces and hence the aerodynamic damping val-
ues have been determined. Afterwards, forced response analyses were conducted using the
EBM representing the tuned and the mistuned system respectively. During these analyses
the parameters of structural and/or aerodynamic coupling have been varied.

1The E3E - Technology program aims at jet engine improvements concerning topics of economy, efficiency
and environment.
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6.1 The E3E High Pressure Compressor

The aeroelastic analyses have been carried out using the high pressure compressor of the
E3E. Within the E3E engine propulsion technology program the 9 stage HPC has been the
subject of intensive research. The HPC features rotor blisks with modern aerodynamic blade
design features. Figure 6.1 exemplarily displays a conventional blade which is connected with
the disk through slots and a modern rotor in blisk design. The focus of the present work
are the rotors of the first and sixth stage of the HPC. The blisks analysed within this
work correspond to phase I of the E3E program. Details about the E3E program have been
summarised by Klinger et al. [70] for example. The advantages and disadvantages arising
from the blisk design have been addressed in Chapter 1.

The condition of maximum take-off (MTO) has been chosen as operating point for which the
analyses are going to be conducted. According to Grieb [44] the MTO condition is the most
significant one when judging the structural integrity of civil turbofan engine compressors
and hence one of the most interesting ones concerning structural and aeroelastic analyses.

(a) (b)

Figure 6.1: Initial blade with root (a) and improved rotor blisk design (b)

6.2 2D Linear Cascade of Rotor 6

Prior to the extensive analyses of the mistuned rotor 1 blisk, two-dimensional computations
for a meanline approximation of the rotor 6 have been performed. The objective is, to apply
the aeroelastic methods validated in the previous chapter, at a rather academic example, to
a 2D model which is derived from real engine hardware and to validate EBM simulations
with aerodynamic effects included against bidirectionally coupled fluid-structure-interaction
simulations of the tuned and a mistuned cascade. Throughout the entire section, the EBM
model of rotor 6 features an infinitely stiff disc which means that blade vibrations are only
coupled through aerodynamic forces.
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The vibrations of the rotor 6 linear cascade have previously been investigated by Schrape
et al. [102]. The focus of this work was on the determination of the aerodynamic damping
and the aeroelastic frequency of the cascade to provide input for the identification of the
equivalent aerodynamic elements [7], [9]2. The investigated blade motion is a single degree
of freedom heaving motion in the direction normal to the blade chord.

In the work of Schrape et al. the aeroelastic coupling was realised via MpCCI which is a
commercial FSI tool that has been used to couple Abaqus and Fluent. On the contrary
to that, the current work makes use of User-Defined-Functions (UDF) available in Fluent.
Equally to sections 5.2.2 and 5.2.4 one UDF is used to realise a unidirectional coupling where
only the blade displacements are transferred to Fluent to deform the mesh in the fluid domain
while the blade motion remains unaffected by the aerodynamic forces. Additionally, a second
UDF is employed which facilitates a bidirectional coupling between blade motion and the
flow by solving SDOF equations of motion and allows for forced response simulations of the
tuned and mistuned cascade in Fluent. These simulations are then used to validate EBM
results obtained with aerodynamic influence coefficients included.

The 3D model of the rotor 6 blisk is displayed in Figure 6.2 (a). As can be seen from the
cross sections, Figure 6.2 (b), the blade is almost two-dimensional with only low twist from
hub to tip. Consequently, a projection of the midspan cross section to a two-dimensional
plane is used to set up a linear cascade of the rotor 6. The blade height was assumed to be
half the blade span of the 3D model. This is the same approximation that has previously
been used by Nipkau in 2007 [87]. As already mentioned, MTO operating conditions of have
been chosen. A summary of the relevant parameters is given in Table 6.1.
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Figure 6.2: 3D FE model (a) and blade sections (b) of rotor 6

2The former identification process has been replaced by the one given in Section 4.2.2.
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Table 6.1: Operating conditions E3E rotor 6
structural parameters

number of blades rotor 6 N 87
number of blades in the cascade N2D 9

speed of rotation Ωr [rad/s] 1597.71
aerodynamic parameters

mach number at inlet (midspan) Ma1,rel 0.76
velocity angle at inlet (midspan) β1,rel [◦] 49.2

chord length (midspan) c [m] 0.023
Reynolds number (midspan) Re 1.3 · 106

pressure ratio Π 1.292
aeroelastic parameters

reduced frequency (chord at midspan) ω∗ 1.04
blade mass ratio µ 95

amplitude of vibration ŷ 0.01c

The mesh employed in the computations is a semi-structured one with quadrilateral cells in
the near wall boundary layer region while the rest of the domain is meshed using triangular
elements. Analogously to the computations of the SC10, the simulations feature the one-
equation turbulence model of Spalart and Allmaras with wall-functions. The mesh, shown in
Figure 6.3, comprises a total number 4805 nodes in a single passage domain with 10 cell layers
used to resolve the near wall region with an average y-plus of about 60. Again, the numerical
boundary conditions are a pressure inlet with prescribed total pressure, total temperature
and velocity angles, a static pressure outlet condition, no slip wall boundary condition on the
blade surface and periodic boundary conditions at the upper and lower passage boundaries.
Concerning the solver settings, the explicit density based solver with node-based gradient
evaluation has been used for the rotor 6 computations. On the contrary to the simulations
of the SC10 only steady boundary conditions have been used at inlet and outlet. This has
been done in the awareness that pressure waves may not pass the boundary and influence
the results of the aeroelastic computations. Nevertheless, since the same conditions have
been used during all simulations, the computations have been consistently carried out.

The previous work showed a good comparison between the results of two- and three-
dimensional CFD simulations with respect to steady state flow solutions and aeroelastic
simulations. Nonetheless, the focus of this section is on the comparison of bidirectionally
coupled FSI simulations and EBM computations that is why no correlations with three-
dimensional computations are presented here. For details about the correlation with 3D
computations see Schrape et al. [102].
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Grid
FLUENT 6.3 (2d, dbns exp, S-A)

Jun 13, 2010Figure 6.3: 2D section model of rotor 6

6.2.1 Tuned Cascade Results

In order to characterise the aeroelastic behaviour of the tuned cascade, uni- and bidirec-
tionally coupled FSI simulations of heaving motion have been performed to identify the
aeroelastic eigenvalues. The objective of these computations is to identify the interblade
phase angle dependent aeroelastic parameters of the tuned cascade. First, unidirectional
simulations with prescribed blade motion have been analysed. Analogously to the compu-
tations performed on the standard configuration 10, multi-passage computations have been
conducted employing a number of single passages corresponding to the desired interblade
phase angle of a travelling wave mode and the aeroelastic computations have been regarded
as fully converged when the change of magnitude of the force coefficients evaluated for
two consecutive vibration cycles has degraded to less than 0.1%. Throughout the unsteady
simulations a temporal resolution of 150 time steps per vibration cycle has been used.

Naturally, the aeroelastic vibration frequency is not known a priori. Hence the structural
natural frequency of the 1st flap blade mode of the 3D FE model (f=2578Hz) has been used
initially. After the first eigenvalues have been calculated, the simulations are repeated with
the aeroelastic frequency obtained from the imaginary part of the eigenvalues.

Moreover, a cascade configuration consisting of nine blades has been used to calculate the
aerodynamic influence coefficients. Making use of the transformation given by Equation 3.18,
these influence coefficients can be used to determine the interblade phase angle dependent
travelling wave mode force coefficients, Equation 3.18, and hence the aeroelastic eigenvalues
of the particular travelling wave modes. The influence coefficients are computed to integrate
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the aerodynamic influences in the EBM and to enable comparisons with bidirectionally
coupled FSI simulations. The imaginary part of the calculated influence coefficients calcu-
lated at the structural natural frequency (2578Hz) and at frequencies ±10% are displayed
in Figure 6.4. It shows that, as expected, the influences on the direct neighbouring blades
are the greatest while the rest of the blades is only little effected by the vibration of the
reference blade. Hence, for this particular model, nine influence coefficients are enough to
reproduce the aerodynamic influences of all blades vibrating in travelling wave modes.

The results of the aforementioned simulations, presented in Figure 6.5, show no signifi-
cant differences between the various aeroelastic methods. The eigenvalues determined by
unidirectional simulations with structural and aeroelastic frequency are nearly the same.
Exemplarily, the aeroelastic frequency of a vibration at σ = 0◦ is only 5‰ lower than the
structural frequency. The reason for that is that in turbomachinery applications the addi-
tional stiffness coming from the fluid forces is usually much smaller than the mechanical
stiffness of the blade. Especially in rear stages of compressors, the vibration of low aspect
ratio blades with low flexibility is dominated by the blade stiffness.

Furthermore, the eigenvalues computed from the aerodynamic influence coefficients are plot-
ted in Figure 6.5. Here, the results also agree quite well with the unidirectional multi-passage
simulations. Anyway, it must be stated that the differences in aeroelastic frequency are
slightly greater with positive interblade phase angle than for the corresponding negative
ones. While there is almost no difference between the eigenvalues apparent for σ = 0◦ the
discrepancy at σ = 180◦ is clearly visible.

In addition to the linear methods, bidirectionally coupled FSI simulations of blade vibrations
in travelling wave modes, taking account of all non-linearities, have been performed with
the multi-passage approach. Therefore an UDF has been written for Fluent which calculates
the modal forces induced by unsteady pressure fluctuations due to blade movement at each
instant in time as given by Equation 3.22. These modal forces are used on the right hand
side of the blades’ equations of motion which are solved by numerical time integration
employing the Newmark-scheme as explained in Section 4.3 in detail. The displacements
calculated are then used to deform the mesh in the fluid domain. That way an explicit,
sequential coupling algorithm is realised. Since no iteration is performed within one time
step, comparatively small time step sizes are required. Anyway, the temporal resolution of
150 time steps per vibration cycle is sufficient which has already been proven by Schrape
et al. [101]. To initiate the vibrations, the blades are given initial boundary conditions. Due
to the influence of the fluid forces, the blades will either be damped (positive damping)
or excited (negative damping) and the aerodynamic damping can be determined from the
decay rate. The aeroelastic frequency instead is calculated by fitting sinusoidal functions
with non-linear least squares method to the resulting displacement curves.

The objective of the bidirectionally coupled FSI simulations is to compare influence coeffi-
cients results with constant amplitude neglecting the influences from fluid forces with the
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results of a full interaction model taking account of all non-linear effects. Furthermore, a good
agreement of the eigenvalues of these simulation methods is essential for the comparison of
bidirectionally coupled forced response simulations of the tuned and the mistuned cascade
with EBM computations. The results of these computations are presented in Figure 6.6.
Once again a satisfying comparison can be observed. Especially the results of unidirectional
and bidirectional multi-passage computations match very well except for σ = 180◦ where the
greatest differences occur. The good agreement of the two methods, especially concerning the
aeroelastic frequency, confirms the assumption that the blade mass ratio is comparatively
high resulting in a minor relevance of the fluid forces’ impact on the vibration frequency.
The results additionally indicate linear correlation of blade displacement amplitude and
fluid forces which corresponds to the results obtained by Schrape et al. [102] who showed
for the 2D model of rotor 6 that the work done per vibration cycle and the kinetic energy
of the blade go linearly with each other.

Subsequently, the aerodynamic influence coefficients as well as equivalent aerodynamic el-
ements, derived from the aeroelastic eigenvalues, have been used in EBM forced response
computations to compare its results to bidirectionally coupled forced response simulations.
The simulations have been performed in preparation of the mistuned cascade simulations.
For that purpose, an interblade phase angle of σ = 120◦ has been chosen because of it
showing superb agreement of the aeroelastic parameters obtained with influence coefficients
and those from bidirectionally coupled FSI computations. Another advantage is that it only
needs a cascade of three passages for the bidirectional simulations which saves computational
time.

At this point it has to be mentioned again that no disk flexibility is regarded during the
computations of rotor 6. Hence, since no information about real excitation forces is available,
the force amplitude of the excitation can be calculated from simple SDOF relation with
a given displacement amplitude. The displacement amplitude is the same as used in the
aeroelastic eigenvalue analysis, given in Table 6.1. Furthermore no mechanical damping has
been considered.

The results are presented in Figure 6.7 containing the frequency response functions of bidi-
rectionally coupled FSI simulations, EBM computations with aerodynamic influence co-
efficients and equivalent aerodynamic elements. The displacements have been normalised
with the displacement at resonance and the forcing frequency has been normalised with the
structural natural frequency. Both EBM computations show remarkable agreement with
the bidirectionally coupled simulations which is hardly surprising because of the excellent
match of eigenvalues calculated with the bidirectional coupling and influence coefficients for
σ = 120◦, see Figure 6.6. Since the parameters of the equivalent aerodynamic elements have
been determined with the eigenvalues calculated with influence coefficients, the match of
the EBM computations is perfect. From the aeroelastic eigenvalues in Figure 6.6 it could be
expected that the maximum response of the aerodynamically coupled results is shifted to a
frequency greater than the structural natural frequency which reflects in all present results.
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Concerning the aeroelastic simulations performed on the tuned cascade it can be sum-
marised that all uni- and bidirectional methods deliver comparable results with respect to
the aeroelastic parameters of the cascade, confirming the assumption that the fluid forces’
influence on the vibration frequency is of minor importance. Moreover, the agreement of
multi-passage and influence coefficients simulations justifies the supposition that the aero-
dynamic influences can be superposed linearly. Finally, the comparison of bidirectionally
coupled FSI simulations of cascade forced response and EBM computations with aerody-
namic influence coefficients included showed that the EBM is able to capture the main flow
effects of amplitude mitigation and frequency shifting of a particular travelling wave mode.

6.2.2 Mistuned Cascade Results

In addition to the tuned cascade, a mistuned one has been simulated. This has been done for
three reasons. First, analogously to the tuned cascade, the validation of the mistuned EBM
with aerodynamic influence coefficients shall be done by comparing the results to bidirec-
tionally coupled FSI simulations. The second objective is to check whether the performance
of the equivalent aerodynamic elements, compared to the influence coefficients, is as good
as in the tuned case. And last but not least it shall be demonstrated that the EBM is able
to reproduce the same effects as observed by Kahl [61] and Petrov [92]. Kahl employing
a lumped mass model with a single degree of freedom per blade sector and Petrov using
his ROM (see Section 1.2 for details) showed that the maximum displacement amplifica-
tion factor can drop well below the tuned response in case of mistuned bladed disk forced
response analysed with aerodynamic forces included. With the example of the mistuned ro-
tor 6 cascade, with rigid disk, it shall be demonstrated that this effect is mainly due to the
interblade phase angle dependent treatment of aerodynamic damping. Moreover it will be
shown that an attenuation below the tuned response depends on the amount of aerodynamic
damping present in the tuned case and that it strongly depends on the max to min ratio of
the damping curve as well.

For the forced response computations, two different engine order excitations corresponding
to interblade phase angles of σ1 = 120◦ and σ2 = 40◦ have been chosen. Both forced response
analyses are carried out on a cascade of nine blade passages, corresponding to a minimum
educible interblade phase angle of σ = 40◦. At first, a random mistuning pattern with a
standard deviation of σSTD = 0.5% has been created, displayed in Figure 6.8. Next, this
particular pattern has been used in bidirectional FSI simulations and EBM computations.

Concerning the equivalent aerodynamic elements, some additional effort has to be made
during simulation of mistuned systems. The additional masses, dashpots and stiffnesses have
discrete values and are all the same when considering a particular interblade phase angle.
This is somehow equivalent to travelling wave mode coefficients which are also the same
for each blade in tuned blade vibrations. On the contrary, when mistuning is regarded and
influence coefficients are used, the aerodynamic forces superpose on each blade depending on
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the interblade phase angle of the rest of the blades in the cascade. In order to recreate this
behaviour an iterative adaption of the equivalent aerodynamic elements’ parameters has to
be performed. The simulations in the frequency domain are initially started with the tuned
parameters corresponding to the interblade phase angle of the excitation. As a result of
the computation, the phase angles between adjacent blades will be different from the tuned
one. Subsequently the parameters of the aerodynamic elements are adapted according to
these phase angles and the computation is repeated. This iterative adaption is repeated
until the interblade phase angles do not change significantly over a computational step. The
frequency response functions of the blades in the cascade are presented in Figure 6.10, the
displacements have been normalised with the tuned response displacement magnitude.

Since every blade features a different natural frequency in a mistuned system, the frequency
dependency of the aerodynamic forces has been taken into consideration by calculating the
influence coefficients at frequencies ±10%3 of the structural natural frequency too, shown
in Figure 6.4. During the computation, the influence coefficients have been interpolated
according to the frequency of the excitation by quadratic interpolation. The interpolated real
and imaginary parts of the zeroth influence coefficient are exemplarily shown in Figure 6.9.
It has to be mentioned that the quadratic interpolation should be only applied to small
frequency ranges because it can only give qualitative results.

First, for the validation of the mistuned EBM, the interblade phase angle of the excitation is
chosen to σf = 120◦ with an identical excitation force as in the tuned computation presented
in the previous section. The frequency response functions of the different computations are

3The range of ±10% is important for the subsequent computations of mistuning up to σSTD = 10%.
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Figure 6.9: Interpolated zeroth influence coefficient as function of frequency

presented in Figure 6.10. At first sight, the considerable agreement of the bidirectional and
EBM computations is apparent. Regarding the maximum blade displacement amplitude,
the EBM results obtained with influence coefficients feature an average deviation of only
±3.7% with a maximum of −8.3% associated with blade 4. The difference in resonance
frequency on the other hand is approximately±0.07%. Although the differences of the results
obtained with equivalent aerodynamic elements appear to be much greater they only differ
by ±5.5% with respect to the displacement amplitude and approx. ±0.3% regarding the
resonance frequency. In summary, it can be stated that both methods are able to reproduce
the aerodynamic influences due to mistuned blade vibrations giving adequate results with
the aerodynamic influence coefficients tending to be a little closer to the bidirectionally
coupled simulations.

In the following analysis the methods have been compared to one another in terms of
greater mistuning ranges and the ability to reproduce maximum blade responses lower than
the tuned one. Therefore, the mistuning pattern previously involved in the simulations, see
Figure 6.8, has been scaled to yield 500 patterns with standard deviations ranging from
σSTD,min = 0.02% to σSTD,max = 10.0%. A forced response analysis of all these patterns
is conducted for an interblade phase angle of σf = 40◦ whose aerodynamic damping is
close to the minimum of all damping values. Due to CPU restrictions only 3 carefully
selected patterns have been simulated during the bidirectional FSI computations, these are
the pattern resulting in maximum amplification at σSTD,1 = 0.84% and two patterns with
large σSTD,2 = 4.0% and very large mistuning σSTD,3 = 8.0%.

The EBM computations are carried out prior to the bidirectionally coupled FSI simulations
to identify the resonance frequency of the blade showing maximum response. Initially, forced
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Figure 6.10: Frequency response functions of mistuned rotor 6, σf = 120◦

response computations of the tuned system have been performed employing the aeroelastic
frequency as excitation frequency to yield the tuned blade displacement which has been
found to be approx. 4.7% higher with the EBM computations compared to the bidirec-
tionally coupled FSI simulations. This is consistent with the comparison of the eigenvalues
previously shown in Figure 6.6 indicating a slightly lower damping for the bidirectional
simulations. The results of all computations are displayed in Figure 6.11 showing the dis-
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placement amplification factor, see Equation 2.9 for details, versus the standard deviation
of the mistuning patterns. At this, each curve has been normalised with its corresponding
tuned displacement amplitude.
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Figure 6.11: Amplification factor versus standard deviation of 500 scaled mistuning patterns,
σf = 40◦ (a) and σf = 120◦ (b)

It can be seen that the correlation of bidirectionally coupled FSI simulations and EBM
computations conducted with frequency depending influence coefficients is astonishing. In
contrast, when constant influence coefficients are used, computed for a vibration at the
structural natural frequency, the match of both EBM computations is very well up to
σSTD ≈ 3.0%. From that point on, the effect of frequency dependency of the aerodynamic
forces becomes greater and the differences grow larger with increasing standard deviation
when constant influence coefficients are used. Additionally, the results obtained with equiv-
alent aerodynamic elements have been included in the diagram. It can bee seen that all
results compare quite well up to a standard deviation of approximately 0.3% from which on
the aerodynamic elements’ deviations grow up to a maximum difference in the amplification
factor of 0.16. This effect is probably due to the increasing deviation of the mistuned eigen-
values from the tuned ones for which the parameters of the aerodynamic elements have been
identified. Consequently, from the point of maximum deviation the differences decrease with
increasing standard deviation, agreeing with the result of the variable influence coefficients
at σSTD ≈ 2.5% where both methods yield a maximum blade response equal to the tuned
one.
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The interesting thing to see is that the computations yielded, as it has been expected,
amplification factors significantly lower than 1.0, even though a completely rigid disk has
been assumed. An amplitude reduction of up to 30% can be observed for this particular
mistuning pattern. However, it has to be admitted that the present study has been conducted
for a heaving motion with a large max to min ratio of the interblade phase angle dependent
aerodynamic damping curve. Nevertheless since a rigid disk and no structural damping has
been used, the reduction of the maximum blade amplitude below the tuned response can
only be a result of the interblade phase angle dependency of the aerodynamic damping. The
greater the max to min ratio of aerodynamic damping gets, the more likely is a mitigation of
the maximum blade response below the tuned one. In order to study this effect, additional
EBM computations have been performed with variations of the max to min ratio of the
aerodynamic damping which can be achieved through adaption of the influence coefficients.
For this purpose the influence coefficients L+1 and L−1 which have the major effect one the
max to min ratio have been successively reduced in steps of 20%. The resulting damping
plots along with the corresponding graphs of displacement amplification versus standard
deviation are presented in Figure 6.12 (a) and (b) respectively.
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Figure 6.12: Aerodynamic damping (a) and amplification factor (b) obtained with adapted
aerodynamic influence coefficients, σf = 40◦

As expected, the displacement amplification factors which have been below 1.0 before in-
crease with decreasing max to min ratio of the aerodynamic damping. Another important
issue is the phase angle of the excitation which is, in combination with the max to min
ratio, essential for the reduction of the maximum mistuned response below the tuned one.
The excitation employed in the previous computations features an interblade phase angle
near to the one showing minimum aerodynamic damping (σ = 2.4◦). In the forced response
of the tuned cascade every blade features the aerodynamic damping corresponding to the
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phase angle of the excitation. Since in a mistuned system, the interblade phase angles be-
tween adjacent blades are not the same for the entire cascade, every blade is subjected to a
different portion of aerodynamic damping. If the phase angle of the excitation is associated
with minimum aerodynamic damping, or close to it, than the phase angles occurring in the
forced response of the mistuned cascade are inevitably exhibiting higher damping values
than in the tuned cascade. The opposite effect can be observed when the phase angle of the
excitation is close to the maximum of the damping curve. Consequently the amplification
factors of a forced response with σf = 120◦, also shown in Figure 6.11, exceed the tuned
response for all standard deviations. Considering Figure 6.12 (b) again, the amplification
factors that have been greater than 1.0 decrease with decreasing max to min ratio. A clear
dependency of the amplification factor behaviour on the shape of the damping curve be-
comes obvious. This finding is especially interesting for higher blade modes for which the
max to min ratio of the aerodynamic damping commonly becomes smaller and the effect is
supposed to be less pronounced than for the present example. Moreover, an infinitely stiff
disk has been used here, hence studies with mechanical coupling are desirable. As a conse-
quence of the aforementioned explanations, the analyses presented in the following chapter
comprise the simulation of the aeroelastic behaviour of higher blade modes with mechanical
coupling included.

The findings of this chapter can be summarised shortly:

• The computations of the aeroelastic parameters with different uni- and bidirectionally
coupled methods all yield comparable results,

• consequently, the tuned frequency response functions of bidirectionally coupled FSI
simulations and EBM computations with different aerodynamic treatment agree per-
fectly,

• the frequency response functions of a randomly mistuned cascade with 0.5% stan-
dard deviation excited with σf = 120◦ show proper compliance of EBM with influence
coefficients and bidirectionally coupled FSI computations while the equivalent aero-
dynamic elements exhibit greater deviations, especially with respect to the aeroelastic
frequency,

• for greater standard deviations and an excitation with σf = 40◦ an eminent agree-
ment of EBM computations with influence coefficients and bidirectionally coupled
FSI simulations has been observed while the equivalent aerodynamic elements showed
qualitatively satisfactory behaviour with greater differences,

• furthermore, a maximum blade displacement attenuation below the tuned response has
been obtained for an excitation with an IBPA close to the one exhibiting minimum
aerodynamic damping with the effect clearly depending on the max to min ratio of
the aerodynamic damping.



Chapter 7

E3E - Rotor 1

The analyses of the previous section have been concerned with the analysis of linear cascade
blade vibrations. Several assumptions such as a rigid disk, a simple heaving motion and
rigid blades allowed to study the major effects of aerodynamic influences on mistuned blade
vibrations. In a next step a 3D model of the stage 1 rotor of the E3E featuring flexible
disk, flexible blade mode shapes and mistuning patterns determined by experimental modal
analysis, is going to be analysed. The following studies comprise the simulation of the
steady and the unsteady flow for the determination of the aeroelastic eigenvalues and the
aerodynamic influence coefficients as well as EBM computations of the mistuned system
with aerodynamic effects included focusing on the three fundamental modes and one mode
at a higher frequency.

7.1 Steady State Numerical Flow Solution

The analysis of the steady state flow was performed with a single flow passage in Rolls-
Royce’s in-house aeroelasticity code Au3D, see Sayma [99] and Vahdati [112] for details
about the code. On the contrary to the previous simulations Au3D has been used instead
of Fluent because of it being a well validated code which is specialised for the use in turbo-
machinery analysis. Its advantages in unsteady, aeroelastic simulations are the availability
of one-dimensional non-reflecting boundary conditions at inlet and outlet and phase-lagged
boundary conditions. Analogously to the previous simulations, the one-equation turbulence
model of Spalart-Allmaras has been used. The aeroelastic methods previously applied to
Fluent results have been adapted to be used in Au3D by Giersch [39].

The flow boundary conditions are taken as defined in the aerodynamic design process.
The values at the boundaries are specified as radial profiles. The most important design
parameters are summarised in Table 7.1. Since the boundary conditions from design base
on simplified flow models, a single passage multi blade row computation with the directly

95



96 7 E3E - ROTOR 1

Table 7.1: Operating conditions E3E rotor 1
structural parameters

number of blades rotor 1 N 29
speed of rotation Ωr [rad/s] 1597.71

aerodynamic parameters
relative mach number at inlet (midspan) Ma1,rel 0.82
relative velocity angle at inlet (midspan) β1,rel [◦] 54.7

Reynolds number (midspan) Re 1.65 · 106

rotor 1 pressure ratio Π 1.43
aeroelastic parameters

reduced frequency (chord at midspan) ω∗ 0.8 . . . 6
mass ratio µ 250

up- and downstream located stator vanes along with the strut in front of the HPC has been
simulated in addition to single blade row computations with the boundary conditions from
design applied to inlet and outlet of the passage. The first three blade rows of the HPC as
well as the strut are illustrated in Figure 7.1.

Strut

IGV Rotor 1 Stator 1

Figure 7.1: Strut and first three blade rows of the E3E-HPC

The characteristic of the first stage, with inlet guide vane (IGV) and strut in front of it,
is displayed in Figure 7.2. The speedline corresponds to the speed of rotation as given in
Table 7.1, the pressure ratio was controlled by variation of the outlet static pressure. The
operating point is indicated by the black filled symbols while the design point is indicated
by the grey filled symbols. It can be seen from the characteristic that the deviation of the
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Figure 7.2: Engine characteristic of multi blade row at maximum take-off condition

computational results from the design intent is in an acceptable range. Additional explana-
tions for the differences can be found by analysis of the steady state flow solution. Hence the
steady state solution of the single blade row rotor passage is going to be discussed. Since no
experimental data is available the analysis completely bases on the results of the numerical
solutions. Therefore, a single passage with boundary conditions specified as intended from
design has been simulated. As the tip gap of the rotor has a significant influence on the flow
it is taken into consideration. On the contrary to the rotor, the vanes are modeled without
any gaps and fillets. Hence, the focus of the following section is on qualitative judgment of
the flow solution and its influence on the vibration behaviour of the rotor. Subsequently, the
steady state flow of the whole stage, including the IGV and the strut, has been simulated
and compared to the results of the single blade row. In order to be able to adapt the com-
pressor aerodynamics to the operating conditions at part speed conditions IGV and stator
1 are designed as variable stator vanes (VSV), their positions are adjusted in accordance
with the VSV-schedule.

The hybrid rotor mesh is made up of an O-mesh (12x246 nodes) in the vicinity of the blade
and prism elements in the rest of the domain. The radial resolution is realised with 46 mesh
layers with the mesh spacing getting denser in the vicinity of hub and casing to ensure
proper boundary layer resolution. The mesh has been adapted step by step to guarantee
having at least 10 cells in the boundary layer and an average y-plus of approximately 70.
The total number of nodes in the passage is 265.000.

The results of the steady state computations are presented in Figure 7.3 and Figure 7.4.
Here the values of relative velocity angle, relative inlet mach number, static pressure, total



98 7 E3E - ROTOR 1

pressure and specific mass flow are compared between design, single and multi blade row
simulations. Concerning the multi blade row simulations, mixing planes have been used at
the blade row interfaces circumferentially averaging the flow parameters at this boundary. At
first sight, the results of the computations agree satisfactorily with the design specification.

Comparing the single results with each other the first thing that catches the eye is the
influence of the wall boundary layers. Due to the reduction of the effective flow area the
velocity of the mean flow as well as the specific mass flow increase, see Figures 7.3 (d)
and 7.4 (d). The effect becomes even more clear for the results of the multi blade row
computation.

At the inlet, total pressure and absolute velocity angles are prescribed and kept constant
during simulation. This leads to smaller boundary layer thickness in the regions close to hub
and casing thus to less blockage. Since the absolute velocity angle is fixed, the tangential
component of the absolute velocity has to increase to compensate the increase in axial
velocity. As a consequence the relative velocity angle is reduced, Figure 7.3 (a), and the
inlet mach number increases due to the greater axial velocity, Figure 7.3 (b). In case of
the multi blade row computation, the velocity angles at the inlet of the rotor passage are
not prescribed but a result of the upstream inlet guide vane. As a result, they differ from
the design specification. Nevertheless, the relative velocity angle compares well with the
single passage computation which is due to the smaller tangential velocity components
compensating the larger axial velocity components, 7.3 (a).

Additionally, the flow solution at the outlet of the rotor passage is presented in Figure 7.4.
Here the excellent agreement of the specific mass flow of design and multi blade row compu-
tation catches the eye, Figure 7.4 (d), while the single blade row solution shows considerable
differences compared to the design specification. The perfect match of the static pressure
profile of the single blade row solution is attributed to the pressure outlet boundary condi-
tions which fixes the static pressure profile at the outlet.

In Figure 7.5 the pressure coefficient of the steady state solution on the blade and at various
spanwise sections of rotor 1 taken from the multi blade row computation is displayed. Ad-
ditionally, the relative mach number at different radial sections is presented in Figure 7.6.
All the plots indicate a shock on the suction side of the blade whose position varies be-
tween approximately 20% and 60% relative chord and which is getting stronger from hub to
tip. This finding is quite important, since the shock position may considerably vary during
blade vibration of the upcoming unsteady computations which may influence the aeroelastic
parameters and which might pose the limit for the usage of influence coefficients.
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Figure 7.3: Radial distributions of relative velocity angle (a), relative mach number (b),
absolute total pressure (c) and specific mass flow (d) at the inlet of rotor 1
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Figure 7.4: Radial distributions of static pressure (a), absolute mach number (b), absolute
total pressure (c) and specific mass flow (d) at the outlet of rotor 1
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blade row computation)
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7.2 Modal Analysis

The modal analysis of the rotor 1 blisk comprises experimental analysis of the mistuned
rotor 1 blisk as well as FE analyses of the mistuned and tuned numerical model. The
following section presents the numerical analysis of the tuned blisk followed by the results
of experimental modal analysis of the mistuned rotor 1 blisk and the subsequent model
updating process.

7.2.1 Tuned System

Prior to the determination of the aeroelastic parameters, the modal parameters have been
calculated from finite-element computations giving the natural frequencies and mode shapes
of the blade modes of interest. For that purpose, a cyclic-symmetric model of the tuned blisk,
as displayed in Figure 6.1 (b), has been analysed with the commercial FE-code Abaqus. Dur-
ing the analysis the influences of temperature and pressure forces on the modal parameters
have been neglected while centrifugal forces are considered. As a result, a frequency versus
cyclic symmetry mode (CSM) diagram can be constructed as displayed in Figure 7.8. The
frequency lines of the first 6 blade modes are displayed along with scattered disk modes
crossing the blade mode lines. The blade dominated modes have been identified by relat-
ing the strain energy of blade and disk, as presented by Klauke [68], and with the help of
the partial modal assurance criterion (PMAC), see Allemang [2] for details. According to
Klauke, an assembly mode can be regarded as blade dominated mode when the percentage
of strain energy in the blade is greater than 90%. Furthermore, if the blade’s percentage
on the total strain energy is between 65% and 90% the assembly modes are considered as
coupled modes. If the percentage is lower than 65% the assembly modes are dominated
by disk deformation and hence identified as disk dominated modes. The issue of frequency
veering and crossing has been extensively addressed by Klauke et al. [69]. With the help of
the PMAC

PMAC =

(
ΦT

1 Φ2
)2(

ΦT
1 Φ1

) (
ΦT

2 Φ2
) (7.1)

the blade mode shapes of the assembly modes (index 1) can be assigned to the corresponding
blade mode family (index 2). For values of PMAC = 1.0 the compared modes are completely
linearly dependent while values of PMAC ≥ 0.9 indicate great similarity and modes yielding
values of PMAC < 0.9 show only few correlation. A clear distinction between blade- and
disk-dominated modes is not always possible in regions of frequency veering and crossing,
especially when frequencies of a single CSM are very close. In forced response computations
all modes within the frequency range of the excitation will be excited yielding complex blisk
vibration behaviour. For details about the analysis of veering and crossing the reader is
referred to Klauke et al. [69] for example. It shows that, due to mechanical coupling through
the disk, the frequencies of the interesting modes 1 to 3 and mode 6, shown in Figure 7.7,
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clearly depend on the considered CSM. Table 7.2 summarises the frequency variations of the
different modes. It lists the minimum and maximum frequencies of the blade modes under
consideration as well as the frequency associated with the maximum CSM (f14) which is
the one least affected by mechanical coupling effects. The percentages in brackets represent
the deviation to the frequency of the maximum CSM. It is commonly agreed that blade
vibrations tend to couple more over the disk for flap wise blade modes than for torsional
modes which also reflects in the rotor 1 results because the 1st (mode 1) and 2nd flap mode
(mode 2) show greater frequency variations than 1st torsion (mode 3) and the tram line
mode (mode 7). Nevertheless, when mistuning is introduced the tuned CSM split up into
MCSM, as described in Section 2.2 which is the more realistic case. Consequently, the results
of mistuned system analyses are presented in the following section.

Table 7.2: Frequencies of rotor 1
blade mode fmin [Hz] f14 [Hz] fmax [Hz]

1 561.65 (CSM 2,-5.0%) 591.08 671.58 (CSM 0,+13.6%)
2 1379.4 (CSM 3,-6.2%) 1470.4 1574.5 (CSM 0,+7.1%)
3 1797.9 (CSM 4,-0.2%) 1802.3 1824.6 (CSM 0,+1.2%)
6 4372.1 (CSM 3,-1.1%) 4422.0 4422.0 (CSM 14)

(a) (b) (c) (d)
Figure 7.7: Displacement in viewing direction of selected blade modes of rotor 1 - 1st flap
(a), 2nd flap (b), 1st torsion (c) and tram line (d)
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Figure 7.8: Natural frequencies versus CSM

7.2.2 Mistuned System

In order to analyse the aeroelastic behaviour of the mistuned rotor 1 blisk, mistuning pat-
terns of real hardware have been determined by experimental modal analysis. The mistuning
patterns employed in the current work are the outcome of the work of Klauke [68], Beirow [7]
and Strehlau [110]. The methodology employed during measurement is described in detail
by Beirow and Kuehhorn [8]. The approach can be summarised in short as follows. Prior to
the measurement campaign every blade, except the one to be measured, is equipped with
a suitable additional mass introducing an intentional detuning of the entire system. During
measurement the blade under consideration is excited with a modal hammer and the blade
velocity is measured with non-contact laser doppler vibrometry (LDV). From the frequency
response function the resonance frequency and the material damping can be identified.

In a next step, the measured blade frequencies and damping values are used in a model
updating process to adapt the FE-model of the entire blisk at rest to the present hardware.
In doing so, the measurement process is reproduced numerically. Iteratively the Young’s
Modulus of the blade under consideration is adapted to fit the measured frequency. This
procedure is repeated for every blade of the assembly. The reader is referred to the work of
Strehlau [110] for details about the entire process.
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Subsequently, the system is analysed in the same manner while undergoing rotation to obtain
the blade alone frequencies during operation. For simplicity the effects of temperature on
the Young’s Modulus as well as pressure forces from the gas flow are neglected henceforth.

Exemplarily, the measured frequencies1 of the 1st flap mode (mode 1) together with the
frequencies obtained from FE analysis after model updating process are displayed in Figure
7.9 (a). It shows that with the adaption of the FE-model to hardware, numerical analysis
produces the same results as obtained by measurement. It has also been shown by Hoenisch
and Kuehhorn [55] that the frequency response functions of all blades measured while ex-
citing at a single point on the blisk correlate very well with those obtained in numerical
analyses.
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Figure 7.9: Measured and numerically determined frequencies of mode 1 (1st flap) at rest
(a) and blade frequencies of the rotating system (b)

Since the rotor is under the influence of centrifugal forces under operating conditions, the
blade frequencies have been determined from FE-analysis with centrifugal load, due to rota-
tion at the speed given in Table 7.1, as well. The result of this computation is presented in
Figure 7.9 (b). Comparing the blade frequencies at rest and under rotation a reduction of the
mistuning effect can be observed for the latter condition which can be quantified by the stan-
dard deviations of the frequencies at rest σSTD,0 = 0.28% and at rotation σSTD,Ω = 0.13%.
This finding is in agreement with observations made by Feiner [30] for example. Additional
computations have been carried out with the method presented in Section 2.2 to outline

1The results of the modal analysis of the mistuned blisk are presented in form of blade frequencies rather
than MCSM which consider the entire system because the perspective of individual blade vibration is the
same as for the influence coefficients used to incorporate aerodynamic influences in the EBM.



106 7 E3E - ROTOR 1

the possibility of calculating the blade frequencies at rotation by simple SDOF approxi-
mation rather than by costly FE-simulations. Therefore Equation 2.16 is used evaluating
the additional stiffness coming from the centrifugal forces according to the difference of
the frequencies of the maximum CSM 14. As can be seen in Figure 7.9 (b) the frequencies
obtained with the SDOF approximation match very well with the FE results. The devia-
tion of approximately 0.05% is of minor impact and can be neglected. However, it must be
stressed that this observations are made here at the example of 1st flap mode. Therefore
the same calculations have been made for the rest of the modes considered in this work for
which the blade frequency plots are presented in Appendix B. It shows that the influence
of the centrifugal forces is greatest for the 1st flap mode while the effect on the absolute
frequency variation is smaller for the 2nd flap mode and that it has almost no effect on the
1st torsion and tram line modes, see also Table 7.3. Concerning the comparison of FE- and
SDOF-results the agreement is excellent with a maximum deviation of the mean frequen-
cies of both methods of 0.53% associated with 2nd flap mode. With regard to the absolute
frequency variation, the greatest deviation from the FE-results is observed for 1st torsion
mode with −0.12% which is the same order of magnitude as for the deviation of its mean
value.

Table 7.3: Standard deviations of frequency mistuning
blade mode σSTD at rest [%] σSTD at rotation [%]

1 0.28 0.13
2 0.2 0.15
3 0.129 0.124
6 0.119 0.118

7.3 Identification of Aeroelastic Parameters

For the EBM forced response computations with aerodynamic effects included the aerody-
namic influence coefficients need to be computed. In order to evaluate the validity of these
influence coefficients the aeroelastic parameters, meaning the aerodynamic damping and the
aeroelastic frequency, are determined by unidirectionally coupled FSI simulations as well.
All simulations feature a rigid disk, constant vibration frequency and constant mode shape.
Hence, in case of unidirectionally coupled FSI simulations, the blade vibrations differ from
each other only by the interblade phase angle between adjacent blades.

For the influence coefficients computations a partial blade assembly consisting of seven
blades is used. At the boundaries 1D non-reflecting boundary conditions have been applied.
The blade mode shapes are interpolated onto the CFD mesh to let the reference blade vibrate
at constant amplitude. Analogously to all previous computations, the influence coefficients
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have been regarded as sufficiently converged when the change in their magnitudes is less
than 0.1% compared to the previous vibration cycle. The influence coefficients have been
computed for the mean value of the mistuned blade frequencies of the four blade modes
analysed in the previous section as well as for frequencies ±10% of the mean frequencies to
take account of the frequency deviations of mistuning patterns with standard deviations of
up to σSTD = 10%.

Additionally, unidirectionally coupled FSI computations have been performed for four CSM
(-10,-4,4,10) employing the mean blade frequencies. On the contrary to the unidirectional
computations performed on SC10 and rotor 6 in Fluent, the present simulations have been
performed with Au3D employing single passages with phase-lagged-boundary conditions
as presented by Erdos et al. [27]. At this, the flow solution at the periodic boundaries is
stored for the number of time steps needed to resolve a particular interblade phase angle
and prescribed time lagged on the opposite boundary. The disadvantage of higher memory
consumption, because of storing the flow solutions, is outweighed by the gain in CPU time.
During the computation, the work done by the blade is determined after each vibration
cycle and the aerodynamic damping is calculated using the energy method according to
Equation 2.22.

The results of the aforementioned computations are displayed in Figure 7.10 indicating
excellent agreement of the influence coefficients and single passage simulations. Moreover,
the matching of both methods implies that the influence of the shock on the suction side is of
minor importance. Investigations of the pressure coefficient at several blade sections during a
vibration cycle support the impression that the shock position does not change significantly.
Hence it can be stated that the influence coefficients are well suited for a reproduction of
the interblade phase angle dependent aeroelastic behaviour of rotor 1. Furthermore, great
differences in the aerodynamic damping due to a change of the vibration frequency can be
observed to some extent. Considering the differences between the minimum and maximum
vibration frequencies at the interblade phase angle with maximum aerodynamic damping,
an increase of up to 80% is reached for blade mode 6. In fact, the biggest change in the
absolute value of the aerodynamic damping is achieved for blade mode 1 where a difference
of ∆ζa ≈ 0.015 occurs. These numbers underline the importance of a frequency dependent
treatment of the aerodynamic influences as accomplished in the present work.

7.4 Rotor 1 EBM Model

For the analysis of the forced response vibrations of the tuned and mistuned rotor 1 blisk an
EBM model has been set up. The model takes account of disk flexibility, material damping
of disk and blades as well as frequency and interblade phase angle dependent aerodynamic
damping. The analyses comprise the investigation of the aerodynamic forces’ influence on
the eigenvalues of rotor 1, the computation of the tuned forced response and the intensive
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Figure 7.10: Aerodynamic damping for 1st flap mode (a), 2nd flap mode (b), 1st torsion
mode (c) and tram line mode (d)
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examination of the mistuned system including probabilistic analyses which give rise to a
statistical assessment of mistuned blisk vibration features.

7.4.1 Identification of EBM Parameters

As already discussed in Chapter 4, the EBM has to be set up for each blade mode indi-
vidually. It can be seen from Figure 7.8 that the modes 1 to 3 belong to the same disk
mode family. Hence, the same disk parameters can be used for all of them. Nevertheless, an
additional FE computation is necessary to obtain the lowest and highest frequencies of the
first disk mode family (e.g. zero nodal circles).

For each blade mode a FE model featuring nearly rigid blades with a Young’s Modulus
ratio of blade and disk of (Eb/Ed ≈ 10) has been exposed to centrifugal loading. As a
result, the lowest frequency of the first disk mode family, associated with CSM 2 and the
maximum frequency associated with CSM 14 are computed for the first and second disk
mode family. The values of disk and blade mass are known from design to be md = 7.796kg
and mb = 9.699 · 10−2kg respectively. The frequencies in combination with the disk mass
specify the EBM disk parameters of disk stiffness kd and coupling stiffness kc.

Next, the blade parameters are identified according to the blade frequencies calculated by
SDOF approximation from the measured mistuning patterns as presented in Section 7.2.2.
The blade stiffnesses kb,i are calculated directly from the approximated blade frequencies
assuming a rigid disk. The blade mechanical damping values incorporated by the blade
dampers db,i are calculated from the measured blade frequency response function. Subse-
quent to the identification of the blade stiffness and damping, the disk flexibility is enabled
which will lead to a change in blade frequencies. Hence they are corrected to fit the mea-
sured values by adapting the effectively vibrating blade mass which can be expressed in
percentage of the physical blade mass as listed in Table 7.4. It can be seen that the effective
blade mass is greatest for the 1st flap mode. This is not surprising since it is apparent from
Figure 7.7 that this is the mode which has the biggest part of the blade participating in
the vibration. Finally the aerodynamic influence coefficients, scaled with the effective blade
mass, are incorporated as described in Section 4.2.3.

Table 7.4: Effective blade masses of rotor 1
blade mode meff/mb[%]

1 37.31
2 12.94
3 12.72
6 15.71

In summary, the EBM model is adapted to the mistuned rotor 1 blisk and the tuned system
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is derived afterwards adjusting the tuned values of blade frequency and damping to the
mean values of the mistuned counterparts.

7.4.2 Eigenvalues of Tuned EBM

In order to check the plausibility of the identified models, eigenvalues of the tuned EBM
without aerodynamic influences have been compared to FE results. Additionally, the eigen-
values of the aeroelastic system have been compared to the aeroelastic eigenvalues calculated
under the assumption of a rigid disk as presented in Section 7.3. That way, the change in
aeroelastic eigenvalues due to disk flexibility and therefore mechanical coupling can be eval-
uated.

The natural frequencies of the considered blade modes in the EBM without aerodynamic
forces plotted versus the CSM are presented in Figure 7.11 showing acceptable agreement
for the first three modes and greater differences for mode 6. It shows that for all blade modes
the best match can be observed for the maximum CSM where the mechanical coupling has
the lowest impact. On the contrary, the closer the considered CSM is to the region of blade
and disk mode crossing the bigger the deviations to the FE results get. Furthermore, the
mismatch enlarges for modes at higher frequencies and becomes greatest for mode 6 (tram
line mode). Nevertheless it can be stated that the EBM is capable of modeling the effects
of disk flexibility qualitatively with the execellence in correlation increasing with increasing
distance from the frequency crossing regions.
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Figure 7.12: System damping (a) and aeroelastic frequency (b) of mode 1
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Figure 7.13: System damping (a) and aeroelastic frequency (b) of mode 2
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Figure 7.14: System damping (a) and aeroelastic frequency (b) of mode 3
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Figure 7.15: System damping (a) and aeroelastic frequency (b) of mode 6
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Furthermore, the aeroelastic system parameters for the 1st flap mode are presented in
Figure 7.12. At this, the system damping and the aeroelastic frequency are displayed in
two separate plots as function of the disk stiffness kd which has been increased from its orig-
inal value until rigid disk condition as assumed in the identification process of the influence
coefficients is reached. It shows that the sum of mechanical and aerodynamic damping is
clearly dominated by the aerodynamic damping and that no quantitative change in system
damping due to increased disk stiffness can be detected. The contrary is the case for the
aeroelastic system frequency where the maximum resonance frequency drop is approximately
3.5% for σ = 0◦. Considering the rest of the CSM this change decreases with increasing num-
ber of nodal diameters (value of interblade phase angle) showing almost no difference for the
highest CSM which is not very surprising since the highest CSM commonly shows lowest
susceptibility to mechanical coupling.

Analogous analyses have been repeated for the rest of the blade modes for which the results
are presented in Figures 7.13 to 7.15. Considering the aeroelastic system properties of these
modes, the impact of mechanical coupling becomes obvious. The lower the disk stiffness is,
the more mechanical coupling is introduced which leads to a significant reduction of the
system damping of up to −52% for CSM=-3 of mode 2. As can be seen from the damping
plot of mode 3, the CSM showing the greatest damping reduction may vary depending
on the degree of mechanical coupling. Here the relevant CSM are in the range of -4 to 4.
The CSM showing maximum deviation from the damping values determined under rigid
disk assumption is always that one associated with the frequency crossing of a disk mode.
Comparing the aeroelastic frequency2 plots with the system damping, it appears that while
the system damping is always lower than the corresponding values of a system with rigid
disk, the aeroelastic system frequency may well increase. At this, it depends whether the
CSM, and hence the interblade phase angle, is higher than the CSM at the frequency
crossing or lower. The aeroelastic frequency will decrease moderately for the former one
while notably differences are observed in the latter case. The change of the CSM associated
with the maximum difference is the same as for the system damping and is attributed to the
increase of the disk frequencies. As can be seen from Figure 7.11 for the real flexible disk
the frequency crossing occurs at CSM=3 for mode 2 and at CSM=4 for mode 3. When the
disk stiffness is increased the CSM where frequency crossing appears is shifted to lower CSM
due to a shift of all disk modes to higher frequencies. Again, for all the modes the effect
on CSM greater than 5 is of minor importance. When a certain amount of disk stiffness is
present all disk modes exhibit higher frequencies than the lowest blade frequency and the
results appear as for the curve of a rigid disk.

2The aeroelastic frequencies have been normalised with the tuned structural frequency.
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7.4.3 Eigenvalues of Mistuned EBM

After the influence of the aerodynamics on the tuned rotor blisk has been analysed, mistun-
ing is introduced into the EBM. Therefore, the blade stiffnesses are adapted according to the
mistuning patterns presented in Figure 7.9 for mode 1 and in Figures B.1 to B.3 for the rest
of the modes. Initially, the eigenvalues of the system without aerodynamic forces are com-
pared. As described in Section 2.2 mistuning leads to a split of the double modes resulting
in two eigenvalues with different natural frequencies close to the tuned one. The mistuned
natural frequencies are displayed in Figure 7.16 showing the expected deviations. For this
plot, the frequencies have been assigned to the dominating Fourier coefficients DFTmax of
the spatial Fourier decomposition of the mode shapes which correlates with the CSM in case
of the tuned system while it does not necessarily reflect the number of zero-displacement-
crossings of the mistuned system. Details about this topic are also presented in Section 2.2.
That is why there are four eigenvalues present for DFTmax = 14 while there is non for
DFTmax = 12 and only one for DFTmax = 13. It also shows, as has been described by Wei
and Pierre [117] that even small mistuning as determined for mode 1 (σSTD,Ω = 0.13%) can
lead to a significant change in natural frequencies and that the deviations from the mean
value are greatest for higher eigenvalues.
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mode 1

The Fourier coefficients and the mode shapes of the eigenvalues with and without aerody-
namic influence for DFTmax = 3 and DFTmax = 14 are displayed in Figures 7.19 and 7.20.
Concerning the deviations from the tuned mode shapes, the rather small standard devi-
ation already results in massive differences especially for higher DFTmax. In the case of
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DFTmax = 14 the mode shape is strongly localised with the displacements being restricted
mainly to blades 15 to 19 which also reflects in the localisation parameter of ψ = 62.98%.
The impact of the aerodynamics on the mode shapes is quite different depending on the
dominating Fourier coefficient. Considering DFTmax = 3 first, Figure 7.19, the mode shape
changes only slightly which is also confirmed by a rather small decrease of the Fourier coeffi-
cients 4 to 9. The localisation parameter, described in Section 2.2, remains almost constant
with ψ = 5.06% without aerodynamics and with ψ = 4.35% when aerodynamics are re-
garded. On the other hand, the aerodynamics provide a massive reduction of the additional
Fourier coefficients introduced by mistuning for DFTmax = 14 which leads to a mitiga-
tion of the mistuning effects and which is the reason that the dominance of DFTmax = 14
becomes even greater and the mode shapes becomes more comparable to the tuned one.
Consequently the localisation parameter drops to ψ = 14.45% indicating that more blades
can take part in the vibration distributing the vibration energy more uniformly over the
assembly. An excerpt from the rest of the mode shapes of mode 1 and the remaining blade
modes is presented in Appendix C.

Comparing the mode shapes of the different blade modes for DFTmax = 3 and DFTmax =
14, the impact of mistuning is quite different with and without aerodynamic influences.
Considering DFTmax = 3 first, the spatial Fourier decomposition shows content of Fourier
coefficients from 1 to 9 for mode 1 which is mitigated when aerodynamic forces are taken
into consideration. For mode 2 only very small additional coefficients can be observed which
is the reason that the mode shapes compare very well with the tuned one. The impact of
the aerodynamics is considerably lower than for mode 1. The same is assessed for the mode
shapes of mode 3 and mode 6.

On the other hand, when the mode shapes with DFTmax = 14 are analysed the opposite
is the case. For mode 1 significant magnitudes of Fourier coefficients greater than 3 can
be observed in the case without aerodynamic forces which are reduced by factors of up
to 2 while increasing DFTmax = 14 by a factor of approximately 3.5 with aerodynamics
considered. For mode 2 the situation is quite similar although an increase only by factor 2.5
is achieved for DFTmax = 14 and the coefficients for 8 and 11 even rise when aerodynamics
are regarded. The same can be observed for mode 3 and mode 6 while the latter one even
shows a reduction of the magnitude of the dominating Fourier coefficient while an increase
of the 13th coefficient occurs at the same time which does not lead to an improvement at
all. The additional Fourier coefficients that are found are the reason that the corresponding
CSM are also excited in forced response analysis even if only a single engine order excitation
is present. Similarly, a mode shape containing additional Fourier coefficients can be excited
by any of the corresponding CSM leading to complex vibration behaviour.

Lastly, the aeroelastic eigenvalues of the considered modes are plotted in Figure 7.17 and 7.18.
In Section 2.3.1 the influence of mistuning on the aeroelastic stability has been described.
At first sight, no significant differences between the tuned and mistuned eigenvalues can be
determined which is due to the comparatively small mistuning as given in Table 7.3. If a
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closer look is taken at the least stable eigenvalues marginal increases of the aerodynamic
damping can be detected, see Table 7.5 which presents the relative change with respect to
the tuned damping value. Those eigenvalues associated with the highest Fourier coefficients
show greater changes which is mainly attributed to the previously presented frequency split
and a cause of the considerable magnitudes of additional Fourier coefficients.

Table 7.5: Stability increase due to mistuning
mode least tuned damping [-] least mistuned damping [-] damping rise [%]
1 0.005891436 0.005946409 0.009331
2 0.001784594 0.001799221 0.008196
3 0.002064080 0.002064999 0.000445
6 0.001726258 0.001730629 0.002532

7.4.4 Forced Response of Tuned and Mistuned EBM

The analysis of the tuned and mistuned forced response is performed to analyse the sensi-
tivity of the rotor 1 blisk to blade frequency deviations due to mistuning. Since the focus
is on the qualitative differences introduced by blade mistuning, the forcing amplitude is set
to unity for all computations allowing for a comparison of the results of different engine
order excitations. The computations are carried out in the frequency domain as described
in Section 4.4 yielding frequency response functions, amplification factors and localisation
parameters as result. For the computations, it is still assumed that, despite of the frequency
mistuning, the blade mode shapes remain constant. Concerning the aerodynamic forces, the
frequency dependency is considered by interpolating the aerodynamic influence coefficients
as presented in Section 6.2.2 from the coefficients of three computations using the structural
natural frequency and values of ±10% as shown in Figure 7.10.

The tuned forced response founds the basis for the analysis of the impact of mistuning
on the blade responses. Its computation is straight forward and its results are the blade
amplitudes and frequencies at resonance. Special attention has to be paid to frequency
veering and crossing regions. As described in Section 2.1 the vibrations of different blade
and/or disk modes may couple in these regions. Since the aerodynamic influence coefficients
are only valid for a single blade mode family, the frequency range in the affected crossing
regions was restricted to the range of the blade dominated frequencies covering also the
frequency deviations introduced by mistuning. For the computations without aerodynamics
a frequency resolution of 0.01Hz has been used while frequency steps of 0.025Hz have been
employed when aerodynamic forces have been considered.
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Figure 7.17: Aeroelastic eigenvalues of mode 1 (a) and mode 2 (b)
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Figure 7.18: Aeroelastic eigenvalues of mode 3 (a) and mode 6 (b)
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Figure 7.19: Fourier coefficients (a) and mode shape (b) of mode 1, DFTmax = 3
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Figure 7.20: Fourier coefficients (a) and mode shape (b) of mode 1, DFTmax = 14
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Measured Mistuning Patterns

At first, the forced response of mistuning patterns obtained from blade by blade measure-
ments (and corrected by the offset introduced by centrifugal forces) is analysed for different
scenarios of aerodynamic damping and various engine order excitations. In Figure 7.21 the
frequency response functions of the tuned and mistuned system, normalised with the max-
imum tuned blade response without, with constant and with blade individual aerodynamic
damping are displayed for an excitation of mode 1 with an engine order exciting a 7 nodal
diameter pattern (nd 7)3. In case of the mistuned system the envelope of all blade displace-
ments is shown. This particular engine order has been exemplarily chosen because of its
forced response showing the maximum blade displacement amplification in the absence of
aerodynamic forces.

Considering the mistuned system without any aerodynamic damping no single peak can
be found anymore. Instead, as previously described, all mode shapes containing additional
Fourier coefficients corresponding to the engine order of the excitation are also forced re-
sulting in numerous peaks besides the resonance peak. The Fourier decomposition of the
blade displacement at the circumference at the frequency of maximum blade displacement
(also displayed in Figure 7.21) shows significant content of higher CSM leading to a local-
isation parameter of ψ = 29.69% and a displacement amplification of approximately 42%.
When aerodynamic forces are included in the computations an immense reduction of the
mistuning effect is achieved. The results shown in Figure 7.21 (b) have been obtained with
every blade featuring the same, constant aerodynamic damping and aerodynamic stiffness
due to the interblade phase angle of the excitation thus no aerodynamic coupling between
the blades. This can be realised by applying the corresponding travelling wave mode coeffi-
cient as zeroth and only influence coefficient. On the contrary, the results of Figure 7.21 (c)
are the outcome of a computation with blade individual damping realised via aerodynamic
influence coefficients. This means that the blades are aerodynamically coupled and that the
blade damping is explicitly depending on the vibration of the adjacent blades. However, only
little difference can be determined between the two computations. The reason for that is
the rather small standard deviation of the frequency mistuning of only σSTD,Ω = 0.13%. Al-
though these small deviations are strong enough to notably alter the forced response of the
system without aerodynamic forces, the impact of the aerodynamics is sufficient to mitigate
the additional Fourier coefficients resulting in a vibration mode close to the tuned one. This
assumption is confirmed by the results of the Fourier decomposition showing a clearly dom-
inating seventh coefficient for the computations with aerodynamic damping. Consequently,
the localisation parameter drops down to ψ = 1.14% in case of constant aerodynamics and
ψ = 2.17% respectively. These values indicate almost tuned behaviour which is also the rea-
son that the blade individual, aerodynamic treatment gives nearly the same results. In both

3Positive nodal diameters indicate blisk vibration in a forward travelling wave and negative ones backward
travelling waves respectively.
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cases the displacement amplification is clearly reduced to values of ν = 1.03 and ν = 1.06
respectively.

Analogous comparisons of the forced response of the engine order showing maximum ampli-
fication in the case without aerodynamics have been performed for the rest of the considered
blade modes shown in Appendix D. The observations made for mode 1 remain the same for
the other modes. Especially the results of the computations employing constant and blade
individual aerodynamic damping are very much the same. Since the standard deviations of
the mistuning patterns are comparatively small the question arises whether the effect of the
different aerodynamic treatment is similar when the standard deviation increases.

This question has already been addressed by several researchers. In the work of Klauke [68]
probabilistic analyses of mistuning patterns featuring up to 3% standard deviation of the
frequency mistuning have been performed in the absence of aerodynamic forces. Con-
cerning greater deviations Nikolic [86] investigated the forced responses of a system with
frequency deviations of up to 40% but only without considering aerodynamic coupling.
This so called large mistuning concept has been the subject matter of Petrov’s work as
well, [93], [92], [94], [95]. He scrutinised the forced response behaviour of mistuned bladed
disks with frequency deviations up to σSTD = 10% including the influences coming from the
aerodynamics. He found that with interblade phase angle dependent aerodynamic damping
the maximum mistuned blade response may be reduced to 40% of its tuned counterpart.
On the contrary, his computations featuring constant aerodynamic damping as determined
from tuned assembly simulations did not show this phenomenon. Anyway, his computations
were restricted to a single aerodynamic damping characteristic involving huge max to min
ratios as usually observed for first flap modes.

In order to analyse the dependency of the forced response on the mistuning strength, sim-
ilar simulations of patterns with standard deviations of up to 10% have been carried out
for the four previously analysed blade modes featuring different max to min ratios of the
aerodynamic damping. First, the measured mistuning patterns have been scaled to standard
deviations between 0% and 10%. The strategy is similar to the computations performed on
the 2D rotor 6 model in Section 6.2.2 indicating a correlation of the degree of mistuned
response reduction and the max to min ratio of the aerodynamic damping. Furthermore,
since measured mistuning distributions of a single blisk can not cover the entire variety
of mistuning patterns occurring in a fleet of engines, probabilistic forced response analy-
ses of randomly generated mistuning patterns have been conducted. The intention of these
computations is to give a detailed insight into the effects arising when blade modes with
lower aerodynamic damping and smaller max to min ratios are considered. Moreover the
conditions needed to achieve a reduction below the tuned response are pointed out.
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Figure 7.21: Frequency response function and Fourier coefficients of mistuned ODS at res-
onance frequency without aerodynamic damping (a), with constant damping (b) and with
blade individual damping (c) - mode 1, nd 7
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Scaled Mistuning Patterns

For the interpretation of the forced response of the scaled mistuning patterns, five engine
order excitations have been considered for each blade mode, these are

• the engine order leading to maximum displacement amplification in the case without
aerodynamic forces as already shown in Figure 7.21 and Figures D.1 to D.3,

• the engine orders exciting the nodal diameters with minimum and maximum aerody-
namic damping and

• the engine orders giving minimum and maximum amplification at σSTD = 10%

which are summarised in Table 7.64.

Table 7.6: Relevant engine orders and excited nodal diameters
condition mode 1 mode 2 mode 3 mode 6

EO nd EO nd EO nd EO nd
max. amplification w/o aero 7 7 13 13 0 0 14 14
min. aerodynamic damping 1/2 1/2 5/6 5/6 2 2 1/2 1/2

min. amplification 1 1 8 8 1 1 4 4
max. aerodynamic damping 18 -11 22/21 -7/-8 16 -13 15 -14

max. amplification 19 -10 26 -3 18 -11 16 -13

It has to be mentioned that in cases where two engine orders are given in the table, the
minimum and maximum values of aerodynamic damping are not associated with integral
numbers of nodal diameters but feature IBPA in between the given ones. In all other cases
the extremes have been close to the listed engine orders.

The amplification factors of the nodal diameters5 excited by the chosen engine orders are
presented in Figures 7.22 to 7.25. Considering blade mode 1 first, the massive differences
between the computations with constant aerodynamic damping and those with blade indi-
vidual one are apparent. While the differences are rather small for σSTD << 1%, which has
also been observed for the results of the measured mistuning patterns, considerable devi-
ations occur for greater standard deviations with the maximum being associated with nd
1 where the maximum mistuned response is almost twice as high as with blade individual
damping. Moreover, the curves obtained with constant damping seem to converge towards
a common amplification factor of approximately 1.2. From Table 7.6 it can be seen that for

4The given nodal diameters correspond to the aerodynamic damping curve of the nominal system.
5The results are labeled with the nodal diameters excited by the chosen engine orders in the tuned case.
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Figure 7.22: Amplification factors of forced response with scaled mistuning patterns - mode 1
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Figure 7.23: Amplification factors of forced response with scaled mistuning patterns - mode 2



124 7 E3E - ROTOR 1

 0.9
 1

 1.1
 1.2
 1.3
 1.4
 1.5
 1.6
 1.7
 1.8

 0  2  4  6  8  10am
pl

ifi
ca

ti
on

 fa
ct

or
 [−

]

standard deviation [%]

max. amplification w/o aero, nd 0, AIC
min. aero damping, nd 2, AIC
min. amplification, nd 1, AIC

max. aero damping, nd −13, AIC
max. amplification, nd −11, AIC

nd 0, constant damping
nd 2, constant damping
nd 1, constant damping

nd −13, constant damping
nd −11, constant damping

 0.9
 1

 1.1
 1.2
 1.3
 1.4
 1.5
 1.6
 1.7
 1.8

 0  2  4  6  8  10am
pl

ifi
ca

ti
on

 fa
ct

or
 [−

]

standard deviation [%]

max. amplification w/o aero, nd 0, AIC
min. aero damping, nd 2, AIC
min. amplification, nd 1, AIC

max. aero damping, nd −13, AIC
max. amplification, nd −11, AIC

nd 0, constant damping
nd 2, constant damping
nd 1, constant damping

nd −13, constant damping
nd −11, constant damping

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 1.6

 1.7

 1.8

 1.9

 0  2  4  6  8  10

am
pl

ifi
ca

ti
on

 fa
ct

or
 [−

]

standard deviation [%]

Figure 7.24: Amplification factors of forced response with scaled mistuning patterns - mode 3
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Figure 7.25: Amplification factors of forced response with scaled mistuning patterns - mode 6
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mode 1 the nodal diameters with minimum aerodynamic damping and minimum amplifica-
tion factor are identical (nd 1). For this nd 1 significant reductions of up to 36% with respect
to the tuned response are achieved. Nevertheless, for σSTD < 2.8% amplification factors of up
to 1.24 are also reached. The computation of the nd 1 forced response with constant damp-
ing shows similar tendencies but with significantly different gradients especially for lower
standard deviations. Concerning the nodal diameter with maximum amplification (nd -10)
it is close to the one with maximum aerodynamic damping (nd -11)and these show similar
behaviour. Yet, non of these forced responses shows a maximum blade displacement lower
than the tuned one but on the contrary to nd 1 the amplification factors are consequently
greater than the corresponding ones obtained with constant aerodynamic damping.

The situation for blade mode 2 is quite similar. Here, the nodal diameter exhibiting minimum
aerodynamic damping (nd 6) is not the same as the one that shows the greatest amplitude
reduction (nd 8). Nevertheless, nd 8 is very close to the minimum aerodynamic damping
and shows likewise behaviour. Overall, nd 6 exhibits blade amplitudes lower than the tuned
one over a greater standard deviation range while nd 8 drops below the tuned response for
σSTD > 6.5%. Again, the nodal diameter corresponding to maximum aerodynamic damping
(nd -7) shows significant amplification factors while the greatest ones are achieved for nd
-3 which shows comparable behaviour as the counterpart with constant damping. On the
contrary to the results of blade mode 1 the differences between blade individual and constant
damping are not that great. Despite the smaller differences, no mitigation below the tuned
response is achieved with constant damping likewise.

The findings also apply for the other two blade modes. Yet, the minimum amplification
factors reached for blade mode 3 are only just below the tuned response while for blade
mode 6 a reduction of approximately 18% is achieved. For mode 6 even the comparison of
constant and blade individual damping becomes best. Taking nd 4 for example, both results
match quite well up to σSTD ≈ 5.0% when the blade individual effects become dominant
which leads to significantly lower amplification factors.

In the following, the phenomenon of maximum blade response reduction below the tuned one
is going to be analysed in detail. All nodal diameters that show amplification factors slightly
above or even below 1.0 at large standard deviations feature significantly higher responses
below and around σSTD = 1.0% as well. Both phenomena are attributed to a combination
of structural and aerodynamic effects. On the one hand, the amount of structural coupling
influences the achievable amplitude which has already been shown by Miyakozawa [82].
Likewise, the disk section of the rotor 1 blisk has been modified to yield the behaviour of
an infinitely stiff disk resulting in a massive reduction of the amplification factors at low
standard deviations, Figure 7.26 (a).

Another important factor are the aerodynamic forces. The impact of the max to min ratio of
the interblade phase angle dependent aerodynamic damping has already been shown with the
analysis of the rotor 6 in Section 6.2.2. Analogously, the ±1st influence coefficients of mode
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Figure 7.26: Variation of disk flexibility (a) and modified AIC (b) - mode 1 / nd 1

1 have been reduced by 50%. As a result, the amplification factors shown in Figure 7.26 (b)
increase, shifting the point where the maximum blade response drops below the tuned one
to σSTD = 7.3%. A significantly lower max to min ratio of the aerodynamic damping is a
characteristic feature of higher blade modes. Hence it is quite obvious that such an immense
reduction of the maximum blade response is more likely to occur with first flap modes or
such with high max to min ratios of aerodynamic damping.

The characteristic behaviour of the amplification factor of a nodal diameter pattern is a
result of localisation and frequency separation of the blades as has already been described
by Klauke [68] and Brown [15]. Again, the physical mechanisms are discussed at the example
of nd 1 of mode 1. Considering the case without aerodynamic damping first, Figure 7.27,
the resonance frequencies of the blades are closely spaced if the frequency deviations are
very small which expresses itself in low amplification factors and hence mode shapes simi-
lar to the tuned one. Due to the blade resonances being so close, vibration energy can be
transferred from one blade to the other. At that point, the mistuning is not yet changing
the circumferential distribution of the responses very much, Figure 7.28 (a), but though sig-
nificant increase in the maximum blade response is observed. When the mistuning strength
increases, the blade resonance frequencies separate more and more obstructing an exchange
of vibration energy leading to a temporary decrease of blade amplitudes, Figure 7.28 (b).
Finally when the mistuning is so strong that distinctively different resonance frequencies
occur, the vibration energy concentrates on only the blades closest to the excitation fre-
quency resulting in large localisation parameters and steadily increasing blade amplitudes,
Figure 7.28 (c).

If the aerodynamics are taken into consideration the comparatively low localisation param-
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Figure 7.27: Amplification factor (a) and localisation parameter (b) of forced response with
and w/o aerodynamics - mode 1 / nd 1

eter at small standard deviations results in interblade phase angles close to the tuned one.
Hence the circumferential blade displacements as plotted in Figure 7.28 (a) are comparable
for the system with and without aerodynamic damping and both still match quite good with
the tuned CSM 1. The resultant aerodynamic damping admittedly reduces the displacement
amplification but though, since the amount of damping is still similar to the tuned one and
the energy transfer between the blades is still possible, a significant displacement amplifi-
cation is the result. When the standard deviation increases the deviations from the tuned
mode shape grow. This means that more CSM take part in the vibration which reveals in the
Fourier decomposition by additional coefficients, Figure 7.28. Consequently, adjacent blades
feature different interblade phase angles than in the tuned case. If the engine order excites
the nodal diameter of minimum aerodynamic damping in the tuned case, every deviation
from the tuned interblade phase angle will yield more damping and therefore an attenua-
tion of maximum blade response in the mistuned case. The opposite is the case when the
forced response of the nodal diameter corresponding to maximum aerodynamic damping is
considered. In Figure 7.22 these differences are quite apparent. Depending on whether the
nodal diameter of minimum or maximum damping is regarded, the amplification factors
may considerably increase or decrease compared to the computations employing constant
damping taken from the tuned system.

The findings of the analysis of scaled mistuning patterns are:

• The forced responses featuring maximum blade amplitudes lower than the tuned one
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Figure 7.28: Circumferential blade displacements at resonance and corresponding Fourier
coefficients - mode 1 / nd 1

are either assigned to those nodal diameters featuring minimum aerodynamic damping
in the tuned case or are close to it,

• the biggest reduction is achieved for the blade mode having the largest max to min
ratio in aerodynamic damping (mode 1),

• the largest amplification factors of rotor 1 mistuned forced response are occurring for
the excitation of negative nodal diameters featuring maximum aerodynamic damping
or being close to it,

• considerable differences in the effect of blade individual and constant aerodynamic
damping are observed which decrease for smaller max to min ratios of the aerodynamic
damping

• constant aerodynamic damping shows no potential to reduce the maximum blade
response below the tuned one,



7.4 Rotor 1 EBM Model 129

• even if an attenuation of the maximum blade response below the tuned one is achieved,
considerable displacement amplification may occur at low standard deviations depend-
ing on the degree of structural coupling and the localisation strength.

Probabilistic Forced Response Analysis

Since the previous results are only an excerpt from all possible nodal diameter excita-
tions, probabilistic analyses have been conducted to allow for a statistical evaluation of
the problem. Therefore 10.000 random mistuning patterns have been created in the range
of 0% ≤ σSTD ≤ 10%. According to Beirow [7] the distribution of the blade frequencies
around its mean value can be best approximated with Weibull distributions which has been
considered in the generation of these patterns.
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Figure 7.29: Amplification factors of forced response with random and scaled mistuning
patterns - mode 1 / nd 1

First the results of nodal diameter 1 of mode 1 are presented in Figure 7.29 in comparison
with the results of the scaled mistuning patterns. The maximum amplification occurring
at σSTD = 0.79% (pattern labeled with 1 in Figure 7.29) is more than twice as high as
the corresponding value of the scaled pattern. Nevertheless, significantly lower amplification
factors (≈ −30%, as percentage of the corresponding value of the scaled pattern) are also
observed at the same standard deviation (pattern number 2). Moreover, the lowest standard
deviation where a mitigation of the maximum blade response below the tuned one is reached
is shifted to a value of σSTD = 1.12% (pattern 3). It shows, that the maximum achievable
amplitude reduction in the considered range of frequency deviation increases to almost 60%.
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However, by comparing the patterns number 4 and 5 with each other it becomes clear that
although an immense reduction can be achieved at large standard deviations, considerably
higher amplification factors just below the tuned response are also possible.

Additional computations have been conducted for all possible nodal diameters of the four
blade modes considered in this work. The results of the nodal diameters that showed the
minimum amplification factors, see Table 7.6, are presented in Figure 7.306 (a). From the
results of the scaled mistuning patterns it could be expected that the probability of the
amplification factors to drop below 1.0 decreases with increasing mode number. This is
exactly what can be observed from the diagrams. It shows that the probability is greatest
for mode 1 for which almost 80% of all patterns yield maximum blade responses lower than
the tuned one, see Figure 7.30(c). For mode 2 only 44% show the same reduction below 1.0.
The value continuously decreases to 14% for mode 3 and only 0.7% for mode 6.

Next, Figures 7.31 (a) to (d) display the maximum amplification factor versus the excited
nodal diameter, comparing computations with blade individual and constant aerodynamic
damping for each of the four considered blade modes. The results of mode 1 show similar
trends as observed in the analysis of the scaled mistuning patterns. For low numbers of
nodal diameters, the maximum amplification is considerably reduced when blade individual
damping is considered while the opposite is the case for higher numbers of nodal diameters.
The maximum differences may reach values of about 100% of the tuned response. Neverthe-
less, similar results are obtained for nodal diameters between 6 and 8. Considering the rest
of the blade modes, quite similar curves are obtained for blade modes 2, 3 and 6. Compared
to the constant damping, the results of blade individual damping show an average reduc-
tion of the amplification factor of about 15% with respect to the tuned response for positive
nodal diameters of mode 2. The opposite effect is noticeable for negative nodal diameters.
Similar observations can be made for low numbers of nodal diameters for mode 3 and 6
while an increase of the maximum amplification factor emerges for higher numbers of nodal
diameters. It catches one’s eye that the curves of mode 2, 3 and 6 are on the same level of
maximum amplification and that the curves show similar shapes. Concerning the constant
aerodynamic damping, maximum amplification factors of approximately 2.8 and minimum
values of about 1.8 appear for these three modes. For all blade modes except mode 2 the
nodal diameters which show maximum and minimum amplification factors change when
blade individual damping is considered. The difference is greatest for mode 1 where the
maximum is associated either with nd 0 or nd -10 while the minimum may be either due
to excitation of nd 14 or nd 4. It is also interesting to notice that the shape of the curve of
maximum amplification is comparable to the damping curve (Figure 7.10) for mode 1. This
observation supports the findings made for the scaled patterns of mode 1. Again, the reason
for this is that blades featuring large amounts of aerodynamic damping in the tuned case can
only get lower damping in the mistuned case which leads to greater amplification factors and
vice versa. However, the theoretical limit given by Whitehead [119] of ν = 1

2(1+
√
N) = 3.19

6Every 10th pattern is plotted for reasons of visibility.
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is not reached by any of the results although the maximum amplification found for nd -3 gets
quite close with ν = 3.18. Nevertheless, Petrov [94] has shown that even if the analysis of
a great number of randomly generated mistuning patterns does not exceed this theoretical
limit, an optimisation aiming at a determination of the worst mistuning patterns may result
in patterns which do so.

Finally, the statistics of the results of all possible nodal diameters are displayed in Fig-
ures 7.32 and 7.33. For the discussion, positive and negative nodal diameters have been
considered separately. The first thing that strikes the eye is the almost uniform distribution
of the amplification factors of positive nodal diameters belonging to mode 1. The amplifi-
cation factors below 1.0 are dominated by low numbers of nodal diameters up to nd 5 for
which the majority of the maximum blade responses is below the tuned one. Nevertheless,
as previously described for the scaled patterns, amplification factors greater than 1 are also
computed for low standard deviations which sums up with similar amplification factors of
higher nodal diameters at low standard deviations to a higher probability density for fac-
tors slightly greater than one. For nodal diameters from 9 onwards the amplification factors
increase quickly with increasing standard deviation being then normally distributed around
an amplification factor of 1.6. These explanations have also been visualised with separate
calculation of the probability density presented in Appendix E. The probability of all pos-
itive nodal diameters to yield amplification factors lower than 1.0 is about 31% which is
almost as twice as high as for mode 2 where the probability decreases to about 17%. Consid-
ering blade mode 2, the distribution of amplification factors of positive and negative nodal
diameters is quite similar. Nevertheless, for positive nodal diameters the greatest probability
is achieved of amplification factors 30% lower than for negative nodal diameters. The prob-
ability to reach higher amplification factors decreases slowly with a 99 percentile of 2.89.
Here, negative nodal diameters do not show any reduction below the tuned response which
is very probable due to the fact that even the lowest negative nodal diameters are quite "far
away" from the minimum aerodynamic damping associated with nd 5/6. The distributions
of mode 3 and 6 are quite similar showing greatest probabilities for medium amplification
factors between 1.2 and 1.4. The probability of positive nodal diameters to show maximum
blade amplitudes lower than the tuned one decreases immensely to only 4.5% and 6.2%
respectively. On the contrary to mode 2, also negative nodal diameters, mainly those of low
order, show the specific reduction below the tuned response although the probabilities are
only about 0.5% which is the result of the low nodal diameters being closer to the nd with
minimum aerodynamic damping again, see Table 7.6.

The findings of the probabilistic analysis are:

• Even if large amplitude reductions below the tuned response can be achieved, blade
responses close to the tuned one are also possible for the same amount of frequency
deviation depending on the distribution of the blade frequencies around the circum-
ference,
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• the nodal diameters showing a massive amplitude reduction compared to the tuned
case, also show considerable amplification factors for standard deviations around σSTD ≈
1%,

• whether a mitigation below the tuned response occurs or not depends on the relative
distance of the excited nodal diameter from the one showing minimum aerodynamic
damping which is the reason that all excited, negative nodal diameters of mode 2
result in maximum blade responses greater than the tuned one,

• the strength of amplitude attenuation also depends on the max to min ratio of the
aerodynamic damping,

• considerable differences with regard to the maximum amplification factor associated
with an nodal diameter may occur between the results of constant and blade individual
damping with the deviations being greatest for mode 1 for which differences of up to
100% with respect to the tuned response are observed,

• the theoretical limit given by Whitehead is not reached by any of the computations,
yet an excitation of nd -3 of mode 2 resulted in a maximum amplification of ν = 3.18
in the mistuned case which is very close to the theoretical maximum of νmax = 3.19.



7.4 Rotor 1 EBM Model 133

 0.5

 1

 1.5

 2

 0  2  4  6  8  10

am
pl

ifi
ca

ti
on

 fa
ct

or
 [−

]

standard deviation [−]

mode 1 − nd 1
mode 2 − nd 8
mode 3 − nd 1
mode 6 − nd 4

(a)

 0

 0.005

 0.01

 0.015

 0.02

 0.025

 0.03

 0.035

 0.04

 0.045

 0  0.5  1  1.5  2

pr
ob

ab
ili

ty
 d

en
si

ty
 [−

]

amplification factor [−]

mode 1 − nd 1
mode 2 − nd 8
mode 3 − nd 1
mode 6 − nd 4

(b)

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0.5  1  1.5  2  2.5

cu
m

ul
at

ed
 p

ro
ba

bi
lit

y 
[−

]

amplification factor [−]

mode 1 − nd 1
mode 2 − nd 8
mode 3 − nd 1
mode 6 − nd 4

(c)

Figure 7.30: Amplification factors of forced response with random mistuning patterns for
nodal diameters showing minimum amplification factors (a), corresponding probability den-
sities (b) and cumulative density functions (c)
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Figure 7.31: Comparison of maximum amplification factors obtained with blade individual
and constant damping for blade mode 1 (a), mode 2 (b), mode 3 (c) and mode 6 (d)
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Figure 7.32: Probability density and cumulated probability for positive and negative nodal
diameters - mode 1 (a) and mode 2 (b)
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Figure 7.33: Probability density and cumulated probability for positive and negative nodal
diameters - mode 3 (a) and mode 6 (b)



Chapter 8

Summary

The present thesis deals with the impact of the aerodynamics in aero engine compressors on
mistuned blade vibrations. Therefore two different aerodynamic models, one using aerody-
namic influence coefficients and one employing equivalent aerodynamic elements have been
integrated into an equivalent blisk model to take account of aerodynamic damping forces.

After the presentation of the basics of bladed disk vibration and the aeroelastic methods,
the aeroelastic parameters of the compressor like standard configuration 10 have been com-
puted with the commercial CFD code Fluent and compared to reference results from other
researchers in order to validate the calculation procedures. First, two-dimensional simula-
tions of the unsteady flow during heaving and pitching motion have been conducted which all
show excellent agreement of the aerodynamic damping parameters obtained with influence
coefficients and multi-passage computations. The match of the 2D computations with the
reference results is sufficient with the biggest differences occurring at low interblade phase
angles and near acoustic resonances which is due to lack of proper non-reflecting boundary
conditions. Consequently, the compliance can be increased when the boundaries are located
some chord lengths away from the profile which leads to eminent agreement with the refer-
ence results with the influence coefficients being able to reproduce peaks in the aerodynamic
damping parameter due to acoustic resonances. The same observations have been made for
the inviscid 3D computations while in case of viscous simulations the deviations from the
reference results were greater. At this, the biggest differences occurred at large interblade
phase angles.

Subsequently the aeroelastic vibration behaviour of the two-dimensional E3E compressor
rotor 6 model has been analysed with uni- and bidirectionally coupled FSI simulations as
well as EBM computations of blade heaving motion assuming an infinitely stiff disk. Ini-
tially, the aeroelastic eigenvalues have been computed with uni- and bidirectionally coupled
FSI computations showing great agreement of all results. Furthermore tuned forced response
computations have been conducted for one particular interblade phase angle. In doing so,
excellent agreement of bidirectionally coupled FSI simulations and EBM computations with
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equivalent aerodynamic elements derived from the aeroelastic eigenvalues and aerodynamic
influence coefficients was found. Moreover, a randomly mistuned rotor 6 cascade has been
analysed in the same manner confirming the results of tuned forced response computations
except for the equivalent aerodynamic elements which showed greater deviations than the
aerodynamic influence coefficients especially with respect to the aeroelastic resonance fre-
quency. Additional computations featuring 500 scaled mistuning patterns have been carried
out, confirming the assumption that the aerodynamics are the major perpetrator in the
mitigation of maximum mistuned blade response below the tuned one. In the course of the
studies, the impact of the max to min ratio of the aerodynamic damping on the ampli-
tude attenuation has been investigated showing considerable dependency of the attainable
amplification reduction on the shape of the aerodynamic damping curve.

Ultimately, the aeroelastic parameters and mistuned forced response of four blade modes of
the E3E compressor rotor 1 model has been computed featuring a flexible disk, mistuning
patterns from experimental blade by blade measurements and probabilistic analyses of mis-
tuned forced responses. At this, a satisfying match of the tuned eigenvalues of FE and EBM
model, which have been adapted to real hardware, was achieved. Furthermore, a simple
SDOF approximation has been used for deriving mistuning patterns at rotation from those
measured a rest in experiments.

Concerning the beneficial effect of mistuning with respect to flutter stability, a slight in-
crease of the least damped mistuned eigenvalues was observed which is actually very small
due to the rather small frequency deviations of the measured mistuning patterns. Similarly,
the impact of the measured mistuning patterns on the maximum blade forced response is
rather small in the presence of aerodynamic forces which significantly reduce displacement
amplification and mode shape localisation. Analogously to the computations of the rotor 6
cascade, the measured mistuning patterns have been scaled to standard deviations between
σSTD = 0% − 10% resulting in maximum blade amplitudes significantly higher and lower
than the tuned response. At this, considerable dependency on the max to min ratio of the
aerodynamic damping, the degree of mechanical coupling and the engine order of the exci-
tation has been observed. In detail, the maximum reduction below the tuned response was
achieved with excitations at or close to the one exhibiting minimum aerodynamic damping
in the tuned case while the maximum blade displacement amplification was observed for
negative engine orders featuring maximum aerodynamic damping in the tuned case or being
close to it. Moreover, considerable differences between using constant and blade individual
aerodynamic damping have been noticed. Lastly, the results have been confirmed by proba-
bilistic analyses of a large number of mistuning patterns. As a result, the difference between
constant and blade individual damping has reached values of up to 100% with respect to
the tuned blade response. Furthermore, it could be shown that with increasing mode num-
ber the probability of an attenuation of the maximum blade response below the tuned one
decreases continuously.

All in all, it can be concluded that the aerodynamic influence coefficients provide an efficient
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method of integrating aerodynamic influences in a structural model. However, the excellent
agreement with bidirectionally coupled FSI simulations has been achieved in the absence of
mechanical coupling and with simple blade motion of a 2D model only. Hence, a comparison
with 3D computations including mechanical coupling is desirable. Furthermore, the agree-
ment with high fidelity simulation methods is fantastic, though no correlation with engine
data has been analysed so far.

Nevertheless, the EBM with aerodynamics provides an efficient and fast methodology for
the fundamental analyses of the impact of mistuning on the flutter and forced response
behaviour which shall make it a valuable tool in early design stages of aero engines.
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Appendix A

Richardson Extrapolation

Within CFD simulations one of the most important things, if not the most important one
is the quality of the numerical grid and hence the resultant discretisation error. There is a
lot a CFD engineer can do to ensure a proper mesh quality prior to starting a simulation.
But even if the grid is perfectly aligned with the flow, and the engineer has set up his mesh
carefully, the numerical mesh remains a discrete representation of the fluid continuum and
hence a discretisation error is inevitable. For the estimation of the numerical error due to
discretisation, grid convergence studies are a reliable technique.

A popular method for the quantification of the numerical error is the Richardson Extrap-
olation first used by Lewis Fry Richardson in 1910. The Richardson Extrapolation is also
known as "h2 extrapolation" meaning that the extrapolation is done on the basis of the mesh
spacing h. In the following, a short overview about the idea of the Richardson Extrapolation
and the necessary equations are given. Further details are given by Roache [98] or Ferziger
and Perić [33].

The intention of using the Richardson Extrapolation is to enhance the order of accuracy of
a discrete solution on a particular numerical grid. The discrete solution f can be expressed
as a function of the grid spacing h by

f = fexact + g1h+ g2h
2 + . . .+ gnh

n. (A.1)

Here, the functions gn are defined as the correlation between the numerical error and the
grid spacing. According to [98], for a second order accurate solution, the representation of
the discrete solution simplifies to

f = fexact + g2h
2 +H.O.T. (A.2)

with H.O.T. being "high order terms". In order to eliminate the leading error term g2, two
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different discrete solutions f1 and f2, calculated on a "fine" and on a "coarse" grid, can be
combined to yield an enhanced guess for the exact solution

fexact ∼= f1 + f1 − f2

r2
g − 1 (A.3)

including the grid refinement ratio rg = h2/h1. The above equation describes an estimation
of the exact solution as a correction to the fine grid solution f1. Being of minor significance,
the H.O.T. are omitted. In practical applications, a successive doubling of the grid spacing
h, giving rg = 2, is often used. Equation A.3 then reads

fexact ∼=
4
3f1 −

1
3f2. (A.4)

According to Roache, if the discrete solutions f1 and f2 are de facto second order accurate
than the estimation of fexact is of fourth order accuracy. In fact, if second order upwind
schemes are used, only third order accurate estimations can be achieved.
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Mistuning Patterns of Rotor 1
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Figure B.1: Measured and numerically determined frequencies of mode 2 (2nd flap) at rest
(a) and blade frequencies of the rotating system (b)
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Figure B.2: Measured and numerically determined frequencies of mode 3 (1st torsion) at
rest (a) and blade frequencies of the rotating system (b)
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Figure B.3: Measured and numerically determined frequencies of mode 6 (tram line) at rest
(a) and blade frequencies of the rotating system (b)



Appendix C

Eigenvalues of Mistuned Rotor 1
EBM Model

C.1 Mode 1 - 1st flap
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Figure C.1: Fourier coefficients (a) and mode shape (b) of mode 1, DFTmax = 0
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Figure C.2: Fourier coefficients (a) and mode shape (b) of mode 1, DFTmax = 5
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Figure C.3: Fourier coefficients (a) and mode shape (b) of mode 1, DFTmax = 8
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Figure C.4: Fourier coefficients (a) and mode shape (b) of mode 1, DFTmax = 10
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Figure C.5: Fourier coefficients (a) and mode shape (b) of mode 2, DFTmax = 3
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Figure C.6: Fourier coefficients (a) and mode shape (b) of mode 2, DFTmax = 14
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Figure C.7: Fourier coefficients (a) and mode shape (b) of mode 3, DFTmax = 3
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Figure C.8: Fourier coefficients (a) and mode shape (b) of mode 3, DFTmax = 14
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Figure C.9: Fourier coefficients (a) and mode shape (b) of mode 6, DFTmax = 3
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Figure C.10: Fourier coefficients (a) and mode shape (b) of mode 6, DFTmax = 14
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Figure D.1: Frequency response function and Fourier coefficients of mistuned ODS at res-
onance frequency without aerodynamic damping (a), with constant damping (b) and with
blade individual damping (c) - mode 2, nd 13
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Figure D.2: Frequency response function and Fourier coefficients of mistuned ODS at res-
onance frequency without aerodynamic damping (a), with constant damping (b) and with
blade individual damping (c) - mode 3, nd 0
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Figure D.3: Frequency response function and Fourier coefficients of mistuned ODS at res-
onance frequency without aerodynamic damping (a), with constant damping (b) and with
blade individual damping (c) - mode 6, nd 14
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Figure E.1: Probability density of positive nodal diameters, mode 1
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