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Zusammenfassung

Schlisselmanagement ist ein grundlegender Sichsdienst, um sichere drahtlose Ad
Hoc Netze (WAHN) zu ermoglichen. Bestehende Scklisgnagementldsungen,
basierend entweder auf Public Key Infrastructurél(@der auf Key Pre-distribution
Scheme (KPS), haben Beschréankungen fur WAHNS.

Wir entwickeln erstens didHybrid Key Managementnfrastructure (HKMI) far
WAHNSs, welche die PKI um Trust- und Kooperationgpkolle ergdnzt, um eine
leistungsfahige Sicherheitslésung zu konstruieren.

Wir entwickeln zweitens da®eterministic Pairwise Key Pre-Distribution Scheme
(DPKPS) flur grof3angelegte dynamische WAHNS, die @aesiten mit beschréankten
Ressourcen bestehen. Das DPKPS verwendet ein katobsthes Design fur die
Vorverteilung mehrerer zweidimensionaler polynoiheielAnteile an die WAHN-
Knoten.

Zukunftige Arbeit umfasst die weitere Verbesserwey Widerstandsfahigkeit des
DPKPS, die Entwicklung einer Schliisselmanagemeaastiuktur auf der Grundlage
von DPKPS, den Entwurf DPKPS-basierter Zugriffskoltgysteme, und die

Integration der HKMI mit DPKPS in eine einheitlicBehlisselmanagementarchitektur.






Abstract

Key management is a fundamental security servicentble secure wireless ad hoc
networks (WAHN). To date existing key managemeitdtgamns based on either public
key infrastructures (PKI) or key pre-distributiooheme (KPS) exhibit limitations for

WAHNS.

We firstly develop theHybrid Key Management Infrastructu@KMI) for WAHNs
composed of moderate-resource devices. The HKMIpbements PKI with trust and
cooperation protocols to construct an performarfiteent security solution.

We secondly develop théeterministic Pairwise Key Pre-Distribution Scheme
(DPKPS) for large-scale dynamic WAHNs composed mf-tesource devices. The
DPKPS applies a combinatorial design for the pstrdhution of multiple bivariate
polynomial shares to WAHN nodes.

Future work comprises further improving the resitig of the DPKPS, completing a
key management infrastructure on the basis of tARKES, the design of DPKPS-based
access control mechanisms, and the integratioh@fHKMI with the DPKPS in a
unified key management architecture.






Summary

Wireless ad hoc networking is the enabling techgwléor paramount civilian and
military applications requiring easy and quick (asften unmanned and inexpensive)
network deployments. Typical (or foreseen) wireles$ hoc network (WAHN)
applications include disaster recovery, militaryeion, environment monitoring,
patient care and patient vital sign monitoring atfers.

A WAHN is a collection of autonomous nodes that ommicate with each other by
forming a single-hop or, often, multi-hop wirelesgtwork and by maintaining
connectivity in a decentralized manné&he network topology is in general dynamic,
because the connectivity among the nodes varids iuterant, quitting and joining
nodes.

Security is essential for WAHNs. Security servigastect the confidentiality, the
integrity and the authenticity of communicationsnfr unauthorized parties attempting
on legitimate WAHN communications.

Key managemens a fundamental security service, which, by plong and managing
the basic cryptographic keying material, fundameségurity services preserving
confidentiality, integrity and authenticity.

The design of key management mechanisms for WAHNa particularly complex
issue. Firstly, because of the lack of an infradtite (e.g. dedicated servers), WAHNs
require self-organized key management protocol€oig#y, in order to maximize
WAHN longevity, because nodes typically run on &adis, energy efficiency is a strict
requirement in the design of key management meshemniand protocols. Thirdly,
WAHN scalability, membership dynamics and suddeanges on network topology
must be also contemplated in the design of a pedoce-aware key management
service. Finally, the operational requirements #reduse model of WAHN applications
need to be considered to design consistent key geament systems.

To date there exist two relevant key managementeqn for WAHNS: public key
infrastructure (PKI) and key pre-distribution scleifiKPS). PKIs can be applied to
dynamic WAHNs of powerful computing nodes (such Lagptops). However, the
expensive (both computationally and timely) moduéaponentiations required by
public key operations and the excessive length e$sages exchanged by public key-
based protocols hinders successful deployment ¢folAk/ based security for WAHNS
of moderate-resource devices (such as mobile phdrBés and other embedded
computing systems).

In low-bandwidth large-scale WAHNs of low-cost loesource nodes, public key
cryptography is strictly prohibited and cooperatigsecurity is neither robust nor
scalable. In this context, to date key managemgstesis base on KPSs because key
pre-distribution enables nodes to establish ligight symmetric keys without online
trusted server support.

! With associated energy and time efficiency prapert



The majority of the existing KPSs for large-scald&MNs relax KPS connectivity for
resiliency and network size scalability and, traas)not generally be applied to dynamic
WAHNSs. Additionally, these schemes make use ofdtparty collaborative protocols,
which imply a significant reduction of energy effincy and security robustness. On the
other hand, existing KPSs enabling direct key distainent solve the third-party
involved problems but fail to provide authenticatio an performance-aware manner.

In the first part of this thesis we solve the liatibns of PKI in the context of WAHNSs
composed of moderate-resource devices. Our sojutimHybrid Key Management
Infrastructure (HKMI), complements PKI with trust and cooperati@notocols to
construct a much more performance efficient (imteof time and energy efficiency)
security solution.

Authenticated key establishment is a key processdouring the channel between two
communicating parties. PKI-based key establishrimives exchanging buliypublic
key certificates (typically exceeding 2 Kbits) aegpensive public key operations (a
single RSA digital signature takes around &8. in a moderate 206 MHz processor).
The results in this thesis show that HKMI can inyeréhe energy consumption and the
time delay incurred by PKI-based key establishmenip to 3 orders of magnitude.
This result is of particular relevance for (low damndth) WAHNs of moderate-resource
devices, particularly in applications with stricakimum energy consumption and delay
restrictions.

The trade off between security and performance KkMHis positive, particularly in
applications with low risk of misbehaving userswvkéwer, for WAHN applications with
a potential risk for node compromise or misbehavoar solution inherits the well-
known security vulnerabilities of trust and coopiera security protocols. Nonetheless,
a robust security architecture for such applicaio®quires a node reputation
mechanism, which can also be employed to enhawcsetturity strength of HKMI.

In the second part of this thesis we solve thetéitiuins of KPSs for large-scale
dynamic WAHNs composed of low-resource devices. piesent theDeterministic
Pairwise Key Pre-Distribution Schem¢DPKPS), which originally applies a
combinatorial design for the pre-distribution of lijple bivariate polynomial shares to
WAHN nodes. The DPKPS is, to date, to the best of knowledge the only
performance-aware KPS that enables diraathenticated key establishment.

The parameters of the DPKPS can be tuned to hdsiefisecurity and performance (in
terms of energy and time efficiency as well as omber of accommodated nodes)

% Wireless is a shared a media. Consequently, aféeaser throughput is mainly restricted by the bem

of active WAHN members (may involve from tens todkands of nodes) and the capacity of the WAHN
enabling wireless technology (A maximum of 250 Khies ZigBeé"/082.15.4 or of 1Mbps for
Bluetoott? v1.0).

% Some applications, such as medical, have striting requirements on connectivity establishment. A
representative target value is in the order ofnarfélliseconds.

4 Just involving the two communicating parties.



requirements of a particular WAHN application. TDEKPS is equally applicable to
small, medium or large size WAHNSs of resource-c@mnséd fixed or mobile nodes. For
instance, the DPKPS can be used to accommodate 8®%97,696 nodes. In such a
case, each node needs to store just 1 Kbytes ofdkeyaterial. Two nodes can establish
a key by merely exchanging 38 bits of data anddting a negligible quantity of their
battery resource. The DPKPS resists exposure okelggng material when nodes are
captured. In our example, the attacker needsetectivelyattack up to 125 nodes to
break the security of the distributed keying matlefror an attacker who captures nodes
randomly, breaking the DPKPS results even harder.

We successfully proved the performance and theipahéeasibility of the DPKPS in a
demonstrator for body sensor networking. Sensoresoauthenticate and establish
secure communications transparently and unobtrysteethe human user and without
apparent delays.

We propose four lines to continue this work. Fyrstuture work may concentrate on
further improving the resiliency of the DPKPS. Acsed line may contribute on

completing a key management infrastructure on tmsbof the DPKPS. Thirdly, the

design of DPKPS-based access control mechanismsnddrile sensor networking,

including role, group and user access control. Ifina final task may explore the

integration of the HKMI with the DPKPS in a unifié@y management architecture for
WAHNS.
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Chapter 1: Introduction and Motivation

1 Introduction and Motivation

Security is essential for wireless ad hoc netwdW#HN). Security services protect
the confidentiality, the integrity and the autheityi of communications from
unauthorized parties attempting on legitimate WAH&bmmunications. Key
managemenis an indispensable security service, that, byiding and managing the
basic cryptographic keying material, fundamentghienr security services preserving
confidentiality, integrity and authenticity [31].

Wireless ad hoc networking is the enabling techgwléor paramount civilian and
military applications requiring easy and quick (arfttn unmanned and cheap) network
deployments. Typical (or foreseen) WAHN applicatomclude disaster recovery,
military operation, environment monitoring, patiesare and patient vital sign
monitoring and others. For instance, a WAHN of matwireless portable actuators
(including respirators, infusion pumps, etc.) candmployed to care a patient in an
intensive care unit. Similarly, a WAHN of wearab¥ereless vital sign sensors
(including electrocardiogram, blood pressure, edod mobile wireless display devices
(such as portable monitors and PDASs) can be emgltyenonitor patient health in the
hospital.

Formally, a wireless ad hoc network (WAHN) is aledlion of autonomous nodes that
communicate with each other by forming a single-loop often, multi-hop wireless
network and by maintaining connectivity in a decalited mannerTypically, WAHN
links have less bandwidth than links of a wiredwwek. Each node in a WAHN may
work both as a host and a router, and the contritleonetwork is distributed among the
nodes. The network topology is in general dynaimécause the connectivity among the
nodes may vary with itinerant, quitting and joiningdes [42].

Wireless technologies such as IEEE 802.11 and &btie® are increasingly being used
for security and privacy-sensitive individual, coemtial and industrial WAHN
applications. Early developments on security fareleiss technologies were completely
flawed with security vulnerabilities [43][44] andple and successful attaéklsave
been reported (potentially) compromising the ségwf corporate networks and the
privacy of individuals. Poor wireless security dgs may not only degrade user trust
on wireless or generate tremendous vendor lossgssimece wireless starts to be
employed in safety-sensitive applications such edical, they may also crucially affect
human lives. For instance, consider the effectroindruder wirelessly switching your
respirator off, or the effect of somebody wirelgssiodifying your electrocardiogram
from a normal to a flat signal during an operation.

IEEE reacted in June 2004 by approving the secustiydard IEEE 802.11i, which
aims at mending previous flaws of 802.11 partidulafor wireless access to
infrastructure networks. ZigB&8, a new emerging wireless technology for low-cost
low-power nodes, is specifying lightweight security simple WAHN applications
[46]. However, WAHN applications requiring perforne@-aware security solutions
remain yet uncovered by 802.11i, Bluetooth and 2gB

® Just try searching for “WLAN hacking” or “WLAN sarty” in your favorite Internet search engine.
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Chapter 1: Introduction and Motivation

Because of its central role in security, researohkey management for WAHNSs,
particularly on key initialization and establishmers an active research area. For
instance, the pioneering work of Stajano and Aratergl6] analyzed and elegantly
solved the problem of bootstrapping security betwaevices of small-scale WAHNS.
Subsequently, there has also been a generous lminekcellent proposals to adapt
public key infrastructures (PKI) to WAHNSs [6]-[15) the recent years, because of the
boom of sensor networks, key pre-distribution sobenKPS) aim at solving the
problem of bootstrapping security in large-scale MINS of static resource-constrained
nodes [20]-[30]. Nowadays, researchers are soltinegsame problem in large-scale
WAHNSs with tight operational requirements and noelgource constraints.

We originally included the problems of mobility, tm@rk dynamics and partitions to
the design of a consistent KPS [2][3]. This filketgaps left by previous KPS proposals,
which broadly considered large-scale low-resourcAHNs to be static and wide-
connected.

The design of key management mechanisms for WAHNa particularly complex
issue. Because of the lack of an infrastructurg. @edicated servers) supporting such
an essential security service, WAHNSs require sedtnized and, often, cooperative key
management protocols. A cooperative design, in Wemands to thoroughly update the
models of trust and threat previously consideredrvastructure-based networks.

In order to maximize WAHN longevity (e.g. when nedee deployed in remote areas),
because nodes typically run on batteries, eneffygiesfcy is a strict requirement in the
design of any WAHN system and protocol, particylarbf key management
mechanisms and protocols. In some cases a coofekdy management service can
help reducing energy cost of establishing keys Geagpter 3). In other cases, direct key
establishment results in a much more energy pregesolution (see Chapter 4).

A WAHN may be composed of tens, hundreds or thadsah nodes. In typical WAHN
applications, nodes move autonomously and mayefter, continually join or quit the
WAHN. Additionally, the WAHN may divide in two or are subsets of nodes leading
to, consequently, isolated nodes and/or subseguemtvailable network services.
Thus, WAHN scalability, membership dynamics and dard changes on network
topology must also be considered to design a demsigperformance-aware key
management service.

Finally, the operational requirements and the usdehof WAHN applications need to
be considered to design corresponding and satgsf@acurity. For instance, in
applications where the devices belong to the sadmeirastration and are carried or
worn by human users, cooperative security may leel s design performance-aware
security protocols (see Chapter 3). Converselyapplications where nodes are left
unattended in public places, an uncooperative ggcudesign minimizes the

vulnerabilities arising from exposed nodes (seep@rad).

Our thesis is that in WAHNs the most adequate keypagement service enables any
pair of nodes to establish a key independentlyngfdedicated security server and in a
performance-aware fashion, i.e. it is flexible tAMIN dynamics and fulfills WAHN
energy efficiency requirements. In this thesis,manly focus on key initialization and
establishment in WAHNS.

18



Chapter 1: Introduction and Motivation

In our research for key management mechanisms fiFiMé we find PKI and KPS the
two main concepts in line with our thesis, which edensively revise and evaluate in
Chapter 2.

PKIs can be applied to dynamic WAHNs of moderatep@verful) computing nodes.
However, because public key operations demand ctatipuoally expensive modular
exponentiation and because messages exchangedbby key-based protocols are
excessively large, PKIs do not result in an optedizenergy efficient solution in
WAHNSs (see Chapters 2 and 3).

In Chapter 3, ouHybrid Key Management Infrastructu(elKMI) exploits cooperative
trust to solve the energy limitations of PKls in WKs of moderate computing nodes.

In low-bandwidth WAHNSs of inexpensive (typically namper-resistant) and resource
constrained (little memory space, low CPU power shnart battery life) nodes, public
key cryptography is prohibited and cooperative s&cus neither robust nor scalable
(see Chapters 2 and 4). In this context, becaus8sKéhable nodes to establish
lightweight symmetric keys without online trusteelhser support, to date KPS-based
security emerges as the best alternative. Howéeeguse existing KPSs for large-scale
WAHNSs typically relax KPS connectivity for resiliep and network size scalability,
they cannot generally be applied to dynamic WAH$&e(Chapter 2).

In Chapter 4, ourDeterministic Pairwise Key Pre-Distribution Scheri@ePKPS),
especially conceived for large-scale WAHNs of inexgive and resource constrained
mobile nodes, is, to the best of our knowledge, firet KPS proposal for WAHNSs
designed with independence of network connectauity node density assumptions. It is
thus equally applicable to dynamic WAHNSs of smadedium or large size.

The rest of the thesis is organized as follows. pi#ra2 thoroughly reviews and
evaluates PKIs and KPSs in the WAHN domain. Weeneand evaluate our solution
to improve WAHN PKIs in Chapter 3. Our novel DPKBSresented, evaluated and
implemented in Chapter 4. Chapter 5 shows a DPKé&tfSodstrator for medical body
sensor networks. Finally, we conclude this thesid draw future lines of work in

Chapter 6.
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2 Key Management Approaches for WAHNSs

In this section, we review and evaluate the lite&aion key management for WAHNS.
Further assessments on key management approachég\féNs can also be found in
[1][2][3]. Other surveys on a broad range of saguaspects for WAHNs can be found
in [30][38][39][40][41].

To fully appreciate the contents of this chapterstvengly recommend the reader to get
familiar with the basics of cryptography and netkvagecurity. For a simple yet
excellent introduction to cryptography we refer treader to [35]. For a broader
coverage yet structured perspective on securityefer the reader to [16]. For a deep
and scientific view on cryptography and securitfereto the ever masterpiece, the
Handbook of Applied Cryptography [31]. We also sesjg a primer on the
idiosyncrasies of ad hoc and sensor networking 336]

In section 2.1 we briefly introduce the concept afgectives of key management.
Section 2.2 introduces the requirements imposetlVByINs on key management. In

section 2.3, we review server based key managewcwmntepts. In Section 2.4, we

evaluate public key infrastructures for WAHNs. $&tt2.5 reviews and evaluates key
pre-distribution schemes. The summary and conatgsid this chapter are presented in
Section 2.6.

2.1 Key Management

Key managemerns defined as “the set of techniques and procedsueporting key
establishment and the maintenance of keying reistips between authorized parties”.
Key management sets the fundament for securingagygphic techniques providing
data confidentiality and integrity, entity and datathentication, and digital signatures
[31].

In a generic communication system where two or npamties may communicate, key
management implements (a set of) the following @sses and mechanisms:

(a) Initialization of system users within a securityntin (e.g. by registering a
user identity in a security server),

(b) Generation, distribution and installation of keyimgterial (e.g. loading of
the symmetric key or the public/private key paid aorresponding public
key certificate of a user into the user’'s compuyter)

(c) Controlling the use of keying material (e.g. intedctryptographic use of a
key),

(d) Update, revocation and destruction of keying materi

(e) Storage, backup/recovery and archival of keyingennat

Key establishmens “any process whereby a shared secret key becanakable to

two or more parties” [31]. Assuming two parti@sand B initialized in a security

domain and provided with initial keying materiahete are two models of key
establishment:

1. Direct. Both parties establish a key communicating diyect
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——0

2. Centralized A trusted third party (TTP) generates and distels a key to

both parties.
y K

3. Translated Firstly, one of the partied, or B, generates and distributes a key
to the TTP. Then, the TTP forwards the key to ttheoparty B or A.

N
o

Direct key establishment is enabled by KPSs an®iis. In KPSs, users amgitially
provided with one or a set of sharggmmetrickeys. One (or a subset) of keys can be
employed to establish a key in a process conforrtongnodel (1). In PKiIs, typically
users are initially provided with publicprivate key pair and gublic key certificate
The public/private key pair and the certificate ¢cenemployed to establish a key in a
process conforming to model (1).

S

In centralized key management each useinigally provided with an exclusive
long-term symmetrikey shared with the TTP. The long-term symmetag ls used to
establish a key in a process conforming to model (2

Translated key management is an extension of m@geln this modelA andB may
not directly share a common key. Therefore, thesdrte use TTP as an intermediary to
establish a key. Alternativelyy andB may share keying material enabling direct key
establishment. However, they rather use the TT&hastermediary.

The advantages of centralized key management ageftid. Firstly, each user only
needs to store a long-term symmetric key. This gnypis of particular relevance in
applications with devices with scarce memory resesir Secondly, it enables simple
key control and revocation. Thirdly, keying maten&a userA is totally uncorrelated
with keying material of any other system user. Trigperty is of particular relevance in
applications with no tamper-resistant devices.

Nonetheless, the following disadvantages of cemt&rdlkey management hinder their
successful deployment for WAHNS:
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The TTP needs to be online during the key establstt process,
potential loss of communication system securityf,TiP is compromised,
performance bottleneck, if TTP is overloaded webuests,

loss of service availability, if TTP fails.

000D

Decentralized key management, enabled by PKIs @sBolves the limitations of the
centralized approach. The key establishment presesan be executed directly, i.e.
independently from TTPs.

However, traditional public key cryptography demsuestponential modular operations
with large numbers. These operations are unfeasiblstrict resource constrained
devices with extremely low-power CPU and little RAdpace. Additionally, because
the length of public keys and certificates is aver 1 Kbytes, public key-based protocol
messages get excessively large for low-cost lovdwadth WAHNS.

KPSs appear to date as an interesting alternativiekil for low-cost low-bandwidth
WAHNSs. However, existing KPSs do not scale to ajdanumber of users unless
security trade-offs are accepted in the targetiegiubdn.

A last issue of decentralized key management, wher@ TP holds the responsibility
for system security, is key control and revocation.

In the recent years there have been a great nuofilvtesearch proposals adapting PKIs
and KPSs to WAHNs. Thus, the state-of-the-art of keanagement has evolved
considerably. We extensively review and evaluateréhated literature in the rest of the
chapter. Later in chapters 3 and 4 we will descabe own proposals to address and
solve some of the performance limitations of PKid &PSs in WAHNS, respectively.

2.2 Requirements of Key Management for WAHNs and Evaluaon
Criteria

The ad hoc nature of WAHNs makes key managemenmngrdes interesting research
problem. To date there exist a large number of gsals trying to solve the problem of
key management for WAHNS in applications with diffiet restrictions and demands. In
the following sections, we will mainly consider tfalowing properties to evaluate key
management techniques for WAHNS:

o Scalability: the total number N of nhodes accommeddtty the key management
technique. In KPSs this parameter is typically tediby the memory available
on WAHN nodes to store keying material.

o Resource Performance: computational and commuaica&ificiency level and
storage requirements on nodes.

o Feasibility for mobile ad hoc networking: abilitg £nable performance-aware
(scalable as well as energy and time efficient) ketablishment (and, thus,
security) in dynamic WAHNs, where WAHN membershipdasize is a priori
unknown.

o Connectivity properties: measures the probabihit two nodes can establish a
pairwise key. A key management technique with meré®nnectivity enables
direct pairwise key establishment.
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o Security services enabled: one or a combinatiorcarffidentiality, integrity,
authentication and non-repudiation.
o Robustness: resistance to security attacks (e.g-imthe-middle).

In PKls, assuming all the nodes can be initiateith wne (or more) valid public/private
key pair(s) and a public key certificate, the soaiky is unlimited. That is, any node
can establish secure communications with an urdshibumber of other nodes.
Additionally, given the same assumptions, the cotiviéy probability is one. That is,
any node can establish secure communications wittother node. Therefore, hereafter
we will not analyze either the scalability or contiaty issues in PKIs.

2.3 Server-based Infrastructures

Server-based key management infrastructures areessfally applied in computer

networks such as company LANs. To date, the mastessful instance is the Kerberos
infrastructure [16]. In a LAN security domain a Keros server keeps track of all the
LAN nodes and distributes to them symmetric keys @ast information on demand.

LAN nodes use these symmetric keys to further &stalsession keys to protect the
confidentiality, integrity and authenticity of theicommunications. The trust

information accompanying a key can also be use@tidy access rights of a client node
demanding access to a server residing at the LAN.

The Kerberos server can additionally be used tovigeo online non-repudiation
services. The Kerberos server stores a log oftélierver transactions by trusted clients
and servers. In case of disputes, client, servdraareferee need online access to the
Kerberos server.

A centralized non-repudiation service cannot comaffebe trusted by either the client
or the server, since the Kerberos server couldbgcomised by or be favorable to any
of them. Therefore, applications demanding non-degiion services often deploy
decentralized solutions that involve just the dliemd the server. In addition, a
decentralized solution (enabled by PKI) is moreiiee than centralized solutions
because client and server can apply trustworthy-rapaodiation properties to their
transactions without requiring online servers.

Because server-based security is not a viableotberwise, optimal) option in most
WAHN scenarios, there are few contributions in tieisearch line. Perrig et al. [4] were
the first authors applying the Kerberos concepthie context of WAHNSs of strictly
resource-constrained nodes. In SPINS [4] each isbdees a secret key with a base
station (BS) (here the BS takes the role of thebKers server). The BS resides at the
WAHN with the rest of the nodes. Any two nodes tise BS to establish a common
session key. This key can be applied to protectctr&identiality, integrity and/or
authenticity of the communication.

Pirzada and McDonald [5] analyze the particulaecabere WAHN nodes have access
to a network infrastructure. They propose making a6 a group of (Kerberos-like)
dedicated trusted servers (at the network infrasire) for WAHN security. The trusted
servers shara priori a pre-established secret with each end node arideaith other
server.
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Trusted server-enabled key establishment exhibitsesnice properties for WAHN of
static nodes [1][2][3][30][38][39][40][41]. Firstly sihnce WAHN nodes are only
required to store one shared key with the servveptimizes storage efficiency in nodes.
Secondly, assuming that the storage space in tlrerss not an issue, the size of the
WAHN can indefinitely scale without affecting théosage requirements in nodes.
Thirdly, since the enabled key establishment patoaniquely rely on symmetric key
cryptography, it optimizes computational performane. energy performance.

However, a centralized security solution possessesumber of weaknesses that
severely impede their wide-spread application for ARNNSs
[1][2][3][30][38][39][40][41]. Firstly, if just the security server is compromised, the
WAHN becomes insecure (i.e. the attacker read«élys stored in the server and then
use them to eavesdrop WAHN communications and/ampersonate WAHN nodes).
In typical WAHN applications the trusted servertes be left unattended in public
places. This operational requirement significanthcreases the risk of server
compromise in respect to traditional networking leggpions. Additionally, WAHN
nodes use wireless communications to access theityeserver. Consequently, an
attacker succeeds in disabling the establishmeme®i secure communications by
simply jamming the wireless link to the server.

Secondly, if the security server is down or it aanibe reached, no new secure
communications can be established in the WAHN. Tditer is a special issue in
transient WAHNSs that are sporadically and suddémigned by WAHN mobile nodes.
In some applications nodes erratically wander adoarphysical area. When two or
more nodes come into the wireless vicinity of eatter, then a WAHN is suddenly
formed to exchange node information. When the nddéspart from each other, the
WAHN progressively diminishes till it may eventualtisappear. Because a large
number of independent mobile nodes are deployetthensame area, more than one
transient WAHN coexist in different places withihat area. A centralized security
approach in this context requires a security setgebe present at each and every
WAHN during its complete lifetime. This securitystgm is difficult to realize because
we ignore at design the location and the quanfityy AHNSs.

Thirdly, centralized key distribution does not p@seenergy or time efficient solution
for large-scale multi-hop WAHNS. In this settingcass to the server involves several
hops between nodes not directly connected to ttwerse

A complex and time-consuming process of establgslairirusted routing infrastructure

is needed to support centralized key distributibimstly, the routing nodes directly

connected to the server establish trust. Thenyrdbke of routing nodes progressively
establish secure links. The establishment of tifrastructure is even more complicated
and energy-expensive in dynamic scenarios. Heeesebure routing infrastructure must
dynamically update to changes of WAHN membership.

In a WAHN with progressively increasing membershipnmber and density the power
of the radio transceivers is automatically tunedlon order to decrease both power
consumption and interference. This automatic reégudain turn, further increases the
number of hops separating distant nodes from thstdd server. Consequently, the
energy and time cost to distribute a key degradekdr.
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The nodes in the first hops from the server areired to naively waste their energy to
forward every petition to the server. Eventualhgyt either run out of batteries or they
better choose not to cooperate.

In some WAHN applications nodes are configured \sitiictly low transmission duty
cycles to save energy (and, thus maximize theigdwity) or to conform regulations
In such cases, intermediary nodes add significalatyd to the distribution of keys.

2.4 Public Key Infrastructures (PKI)

PKls have a tremendous deployment success in nidveoich as the Internet. PKl is a
security architecture that provides trust for exgiag information over insecure
communication channels.

In a PKI, each node has a public/private key paiprivate key is different from a
public key. Although there is a mathematical unegcal relationship between both
keys, it is unfeasible to derive the private keynirits sibling public key. The private
key is kept private to its owner, while the puli&y can be distributed to other nodes.

The main component of a traditional PKI is the i6egtion authority (CA). The CA is
a globally (at least for a group nodes) trustedtyend issue and revoke public key
certificates. The CA generates a public/private pay for a node (requesting it), after
verifying the identity of the node. Additionallyheé CA provides the node of an
authentic (i.e. signed under the CA's private keyblic key certificate binding its
identity to its public key. Alternatively, the nodgnerates its own public/private key
pair and, subsequently, applies for a certificaikdating the authenticity of its public
key.

Traditionally, the trusted CA stays online to reflehe current public/private key
bindings. These bindings could change over timeafaorumber of reasons. Firstly, a
public key should be revoked if the owner node aslanger trusted or is out of the
network. Secondly, a node may refresh its key pairodically to reduce the chance of
a successful brute-force attack on its private key.

PKI enables authentication, confidentiality, infiggrand non-repudiation services in a
scalable and flexible way [31]. To authenticate tvaales first exchange their respective
public key certificates, validate them (i.e. verifye certificate is signed by the trusted
CA and the certificate has not yet expired), antblfy use a public key-based
authentication protocol to validate their idensti¢f the CA is online available, a node
may additionally contact the CA to verify the valydof a communication partner
certificate.

After (or concurrently with) authentication, botlodes use a public key-based key
exchange protocol to establish a symmetric keyi¢ally referred to asession key

" For instance, the ETSI mandates a maximum 1% ciytle in the 868.0 MHz band (which is used to
allocate one of the ZigB&&channels in Europe).
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This symmetric key is used to efficiently proteuot tconfidentiality and integrity of the
rest of the conversation.

The signature of a message (or a file) with a rogdavate key represents a portable
node fingerprint on this message (or file). Anybadypossession of the node's certified
public key can validate its signature. Moreoveregi that the private key is a secret
exclusive to its owner, a node cannot deny havigigesl a message.

Certificates can be listed in Directories (anott@mmponent of the PKI) to ease access to
a node's public key.

To date there exist a great deal of proposals 16]fL6][17] for setting up PKIs in
WAHNSs. They can be grouped depending on the kindAtmployed:

1. Offline CA-based PKI,
2. Online partially distributed CA-based PKI,
3. Online fully distributed CA-based PKI.

In the following subsections we will review the sffie operational concept of each
PKI. They can all be used to provide authenticatmmfidentiality, integrity and non-
repudiation services.

These proposals were conceived ignoring energytiamaissues of WAHNs and, thus,
they (with different degrees of significance) shapenmon performance limitations for
a number of reasons. Firstly, public key operatians highly CPU intensive [68].
Consequently, abusive (or repetitive) use contebuto quickly exhaust battery-
powered devices. Secondly, because public keyscanificates are large (to date
accepted size is 1024 bits for a wide-spread RSA[&&]) and public key operations
are complex, it is unfeasible to timely (and comently) handle public key-based
protocol transactions by nodes with strict CPU an®AM limitations. Thirdly, radio
transmission consumes significant power [68]. Beeapublic key-based protocol
messages are large (at least one order of magninger than symmetric key based
protocol$ [61]), devices waste excessive battery resoufemstthly, because WAHNs
typically support low-throughput communication chals, a public key-based
exchange can significantly degrade latency.

In Chapter 3, we will present the HKMI [1], a keyanagement concept to improve the
energy and time efficiency of current PKls for WABINf moderate-power devices.

2.4.10ffline Certification Authority

A simple PKI can be enabled with just an offline (&)7].

® This means that a symmetric key-based protocosagesconsumes at least 10 times less energy than a
public key-based protocol message. We will see hepfer 3 that a symmetric key-based key
establishment protocol, involving various messagas) improve public key-based key establishment
protocol up to two orders of magnitude.
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This approach provides each WAHN node with one orenpublic/private key pairs
and digital certificates in a bootstrapping phase, before the actual WAHN exists.
The CA may additionally associate multiple pernaasi to each public key, i.e. for
what a WAHN node is trusted.

After the bootstrapping phase, when two arbitrawges communicate in the WAHN,
they can authenticate and establish session kagg tiseir public/private key pairs.
Additionally, they can sign messages (or files).

After the bootstrapping phase, the CA is not presgnthe WAHN. Therefore, an
attacker cannot compromise the private key of tle 9 capturing it. Nonetheless,
since the CA is not addressable anymore, key réoces not possible without further
WAHN self-organized control mechanisms, e.g. nagmitation mechanisms.

2.4.20nline Patrtially Distributed CA

The offline CA-based PKI cannot be employed in WAHpplications requiring fresh
monitoring of the status of public/private key bimgs. The obvious alternative is to set
an online CA at the WAHN. However, a key managensentice based on a single CA
exhibits some important problems in WAHNSs. Firstlye CA is a vulnerable point of
the network, i.e. if the CA is unavailable, nodesmot verify revocation status of a
node's public key. Secondly, if the CA is compradisand leaks its private key to an
adversary, the adversary can then sign any errengatificate using this private key to
impersonate any node or to revoke any certificate.

A typical approach to improve availability of a @ee is replication. However, naive
replication of the CA makes the key managementisemven more vulnerable, since
compromise of any single replica, which possedsesarvice private key, could lead to
collapse of the entire system.

To solve these limitations, a few papers addressue of threshold cryptography to
distribute CA functionalities te WAHN nodes denoted servers [8]-[11].

A (s,t +1) threshold cryptography scheme allosysarties 3, $...Ssto share the ability
to perform a cryptographic operation (e.g., crepardigital signature). Ani#1 parties
can perform this operation jointly. However, a nambft or fewer colliding parties
cannot successfully perform the same operation.

In distributed CA-based PKI, the CA private kBX is divided intos sharesPKjy,
PK,...PKsusing (s,t +1) threshold cryptography. Each sh&¥ is assigned to a server
S, fori=12.s.

A numbert+1 of partial signatures are needed in the gemerati new certificates. For
the CA to sign a new public key certificate, eaelver $Sgenerates a partial signature
for the certificate using its private key sha and submits the partial signattite

® No extra information abotRK is disclosed to the combiner.
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one (ort+l) combiner server(sWith t+1 correct partial signatures, the combiner
computes the final signature for the certificate.

In this manner, this approach increases securibusimess and availability in the
presence of security attacks from malicious nodes @mpromised nodes. To break
the key management service, now an attacker neezigbsd+1 servers.

A number of proposals [11]-[14] discuss previoustiply distributed PKI models in

the context of clustered WAHNS. Cluster heads ha&yrole of server in a WAHN-wide
distributed CA. Each cluster head issues, renewsrewokes public key certificates to
WAHN nodes within the cluster.

2.4.30nline Fully Distributed CA

In applications with no common trusted entity, firetty good privacyPGP) [16][17]
web-of-trust model allows users themselves to éstalirust relationships. In this
model, trust is not referred to a single or a pdytidistributed common CA but it is
progressively built as a chain of trust relatiopstamong all the network users.

PGP defines different trust levels (complete, rmaigand no-trust) for public keys, i.e.
for what and how much a node is trusted. For irtgaa complete trusted party can be
trusted to introduce other parties. Imagine thredes A, B and C, where B and C
completely trust A, and where B and C do not yes$tteach other. After A shows trust
in Bto C and in C to B, then B and C trust marfijjneach other. After B and C
satisfactorily exchange some useful data, then ity end up completely trusting each
other.

Public/private key bindings and chains of digitafligned certificates can be used to
realize PGP's trust model. In the previous exantplelemonstrate its complete trust in
node B (or C), A includes its level of trust in Br(in C) and signs B's (or C's)

certificate with its private key.

Based on PGP model, Capkun et al. [15] proposedllg $elf-organized PKI for
WAHNs. The system allows nodes to generate théllig/private key pairs and to
issue certificates to other nodes. Revocation desas also enabled.

This kind of key management system inherits theurstgc vulnerabilities of fully
distributed trust models. In particular, since mmtcal trusted CA is controlling which
nodes are trusted, an attacker may access the niketzywy@ompromising the private key
of any of the nodes. Additionally, any node may &sisessing trustworthiness of a new
node and then sign a certificate for an attackeceOmisbehaving node or an attacker
possesses a certificate within the web-of-truss #traightforward for him to fabricate
and introduce new identities.

To try to reduce the risk of these attacks in a ViKAldelf-organized PKIs need to be

complemented with self-organized key revocation eodtrol mechanisms, e.g. node
reputation mechanisms.
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2.5 Key Pre-distribution Schemes

A key pre-distribution scheme (KPS) enables nodes &WAHN to establish keys
without requiring online connection to a trustedvse.

As in PKis with offline CA, during &ootstrapping phasan administrator initializes
the nodes with somieeying material The interesting (and differential, when compared
to PKI) aspect of a KPS is that the keying matec@ahsists of symmetric keys (or,
alternatively, information to easily generate syrnoeeys [18][19]).

The computational and communication efficiency yihmetric key protocols together
with the ability to enable key establishment indegently of any server makes KPSs to
date the only feasible option in typical wireleesor network (WSN) applications
[3][30].

However, the memory restriction of sensor nodestditihe number of keys carried by
each node. This, in turn, limits the scalabilityldhe resiliency of a KPS.

In PKI a node just needs to carry its own privagg to be able to communicate with an
unlimited number of users. A KPS is targeted at -tmst low-power WAHN
applications where public key is prohibitive. Lowst low-power WAHN are usually
composed of inexpensive nodes without tamper gegist In contrast to PKI, to make a
KPS design scalable we let each node carry a sstnoimetric keys shared with several
other nodes. This leads to a side-effect problemy: exposed node that leaks its keys
poses a potential compromise of communications é@&twnon-exposed nodes. The
percentage of potential compromised communicatiminaon-exposed nodes when a
numberNc nodes are exposed is a critical and defining meaifia KPS, hereafter
referred to asesiliency For instance, a KPS distributing the same keglltthe nodes
has no resiliency.

Typically, a KPS enables data confidentiality antegrity services. Further enabling
authentication service in a performance-aware fasis a complex issue.

2.5.1Generic KPS Model

All KPSs for WAHNSs found in literature [20]-[30][3Zan be summarized in a simple
model. In this section, we discuss the generic hoflkey pre-distribution in the
context of low-cost low-power WAHNS.

2.5.1.1 Set-Up Phase

The set-up process is typically performed by a esystadministrator in a secure
environment distinct to the final location of theAWN.

Generally, at this point in time the system adntrater has no knowledge of the future
deployment location of each individual node. Theref KPSs are designed to
maximize the probability that any two nodes caralds&th a secure connection, after
they are randomly deployed.
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The administrator loadseying materialincluding symmetric keys — or information to
easily generate symmetric keys — and optionally keg node identifiers) in each
individual node using deterministicor randomdistribution method.

After the set-up phase, the nodes are randomlyadprea given physical space. Nodes
form one (or various) WAHNs and manage the WAHNbaomously without requiring
further human intervention. The area where nodesdaployed is typically of public
access. Consequently, the KPS needs to be dedigrege with node captures and key
exposure.

2.5.1.2 Secure Link Formation

In most KPSs the keying material carried by nodessists of a set of distinct

symmetric keys. In KPSs based on Blom or Blundo kiSkeying material consists of

encoded keying information from which a pairwisengyetric key can be easily and

securely derived. In any case, hereafter we asswmeodes have found a common key
out of their key sets or they have derived a commpanwise key from their encoded

keying information.

Assume two nodes with a common key want to comnaseiclf the common key
supports node authentication, to establish a seal@nnel both nodes firstly
authenticate and then derive a session key. Tr&oseg&ey is subsequently used to
protect the communication channel. Alternativefythe common key does not support
node authentication, both nodes may either usedhenon key as a session key or they
may derive a session key from the common key.

Nodes may need to repeatedly re-establish a sech@menel because they loose
connectivity.

Assuming KPS keys are only used to protect data lager connections (such is the
typical case of WSNSs), in fixed scenarios a nodmabdishes communication with a
reduced number of nodes in the same wireless neigbbd. In mobile scenarios, a
node may encounter and establish a secure wirhswith any other node during the
node's lifetime.

2.5.1.3 Secure Communication
Nodes use the protected communication channeldioagge data.
2.5.2Attacker Model

To assess the security level of a security systeraur case, of a KPS), formal attacker
models are employed.

A widespread used attacker model [33] assumeshbaittacker may eavesdrop, replay
or modify any transmitted message. The attacker afsy insert forged messages and
impersonate one or both ends of the conversatiba.attacker may additionally act as a
man-in-the-middle [16].
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In some WAHN applications, in which nodes are ramnper-resistant and are left
unattended in public places, we need to upgradattiaeker model. Now the attacker
may also physically capture nodes and read thengayiaterial from their memory. An
attacker who captures nodesidomlyis defined as theblivious attacker An attacker
who exploits information acquired in previous capsuto selectively capture new nodes
and, thus, progressively maximize the quantitye tamper keying material is defined
as thesmart attackef32].

2.5.2.1 KPS Resiliency

The resiliency of a KPS is defined as the resigaidhe KPS against compromise (i.e.
disclosure) of distributed keying material.

AssumeN WAHN nodes carrying keying material pre-distriblitby certain KPS.
Assume also an attacker possessing capabilitiesgture nodes and read the keying
material stored in them. Thesiliencyof the KPS against node captures is measured as
the percentage of communications of non-capturaetesidhat are compromised (i.e.
deemed insecure) when a numbgof nodes are captured [30].

For instance, assume a WAHN where all the nodey tdae same kelt. Now imagine

a node is captured and its copy of the key is exgho#t is easy to see that any
communication that any two non-captured nodes nségbéish withk thereafter is not
secure anymore. That is, the fraction of comprochg@mmunications is 100%.

2.5.3System Key Pre-distribution Scheme

The simplest KPS approach is to pre-load a singlensetric keyk into all nodes before
deployment in the WAHN.

This approach can be applied to provide simple régcm some WAHN applications.
Two nodesu andv can usek (or a pairwise key,, derived fromk) to encrypt their
communications.

The system KPS is optimal on memory cost on noéeause each node only needs to
store a symmetric key (of e.g. 128 bits). Howewmgause every node possesses the
same ke, it is not possible to confidently verify the idéy of a node in the WAHN,

i.e. the KPS does not support node unique autlaiic The exposure of the k&yn

any of the nodes compromises the rest of commuaicat

Zhu et al. [25] proposed to use a system ké&y derive pairwise keys during an initial
phase of sensor node deployment in WSNs. Each natigives a different pairwise
key k,y with each node in wireless range. After this initial phase, ead &very the
node is supposed to erase the systermkkeym its memory.

Assuming that no attacker is present at the depboymarea during the initial
deployment phase and that no node fails to erasesystem key, this system provides
perfect resiliency against node captures in thé-jpigal phase. Otherwise, the attacker
can capture a node and learn the keyefore the node eras&sfrom its memory.
Subsequently, the attacker can learn pairwise kieysed by other nodes by simply
decrypting the handshake used to establish eackipaikey.
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An important drawback of Zhu's et al. is that newdes cannot be added to the WAHN,
after nodes erase the system key. Consequentlganhot be applied to WAHN
applications requiring subsequent secure additfomodes after the initial deployment
(to for instance replace nodes with exhausted tes)e

Basagni et al. [27] proposed a key management raybe WSNs that periodically
updates a system kéy The WSN time is divided in regular time periods T, ...T,.
During each time period Ta new keyk; is globally used to protect WAHN
communications.

To make the system scalable the WSN is divided ¢histers. Each cluster has its own
cluster head node selected among all the noddwicltster. The cluster heads are to
compose a network backbone for re-keying (and aptlg for routing). Among all the
cluster heads, one is randomly chosen in each aery éme period to generate a key
for the next time period. Subsequently, the newikedistributed from the key manager
node to the cluster heads and ultimately to theafesodes.

The keykis1 is generated by applying a one-Walgash functiorh on k. After receiving
ki+1, the keyk; shall be erased from each and every node. In cinteaZhu et al.
concept, this scheme enables secure node addiiaresy node appliegimes the hash
function on the initial kek to obtain the ke for the current time period. However, as
side-effect an attacker learnikgcan also easily derive all the keys for the follogyi
periods. This important security vulnerability rests Basagni et al. concept only for
WAHN applications where the attacker can eavesdraglify and inject messages but
cannot physically capture nodes.

2.5.4Trivial Key Pre-distribution Scheme

This KPS pre-distributes distinct (and statistically independent) pairwise key toheac
pair of nodes of a WAHN [30][31]. For instance, @s® a WAHN to be composed of
three nodes, v andw. The KPS assigng, ,Kuwto U; Ky ,kwto v; andkyy ,kuwto w.

This approach exhibits perfect resiliency. In thevpus example, ifi is captured, then
the keysk,, ,ku.w are exposed. Note that none of these keys are tas@dotect the
communications betweanandw.

The trivial KPS supports node authentication andalikey establishment in WAHNS.
Becaused,,is a pairwise key exclusively used by the pair @desu andv, nodeu (orv)
can usek,, to validate the identity of a node claiming to\bgr u). Sinceu andv share
ku, they can use this key to further derive sesseys kvithout requiring intermediaries.
This quality is of special relevance in low-costvipower WAHN designs because of
its superior security strength and energy and g&ffieiency.

The trivial KPS is not scalable to large numbenodles, given a memory constramt
Each node of aiN-node WAHN needs to stofd-1 keys. Therefore, the numbiris

% Knowing x; y = h(x) is straightforward (and lightight) to compute. However, knowing just y,
calculating x is computationally unfeasible.

33



Chapter 2: Key Management Approaches for WAHNSs

limited by the memoryn available in nodes. For instance, a WAHN formethwiodes
with memory space for 124 keys cannot get largan tt25 nodes.

2.5.5Random Key Pre-distribution Schemes

Eschenauer and Gligor [20] proposed random keydstetoution for WSNs to improve
the resiliency of system key KPS and the scalgtulita trivial KPS.

The main idea is to load, before deployment, imesensou a subses of up tomkeys
(called akey ringand hereafter denoted Kg) randomlypicked from a&ey poolS with

_ 2
|§ distinct keys. Two nodes share a key with prolitgbip ﬂ—{!ﬁ—zs))'?? [20].

During the post-deployment phase, in order to distala pairwise key, two sensor
nodes only need to identify the common keys thay {nay) share.

Chan et al. [21] allow two nodes to setup a paevkisy only when they share at least
common keys. The pairwise key of two sensors isutalled as a function afkeys.

In respect to Eschenauer’'s KPS, Chan et al. KRSgttrens the resiliency against
small-scale node captures while trading off incegdasulnerability in the face of
large-scale attacks. For instance, assume eachaaodes 200 randomly chosen keys.
Forc = 2, the amount of additional communications campsed when 50 nodes have
been captured is 4.74%, as opposed to 9.52% fdreBacier's KPS. However, when
more than 125 nodes have been compromised¢-timenposite KPS reveals a larger
fraction of communications.

The definition of small-scale is fuzzy. In the pmws example, small-scale can be
understood as an attack of up to 125 nodescFo8, small-scale should be understood
as lower than 80 nodes (according to Figure 2 ij)[ZFor greatec, the definition of
small-scale continues shrinking.

Chan's KPS resiliency grows exponentially with tluenber of captured nodes, whereas
Eschenauer's KPS resiliency grows linearly (redefFigure 2 in [21]). By increasing

it is harder for an attacker to compromise a sigaift fraction of communications with
small-scale captures. However, a large-scale aftaplacts much more significantly
with greaterc.

In some WAHN applications Chan's KPS may be preterto Eschenauer's KPS
because small-scale attacks are much easier totrtimmlarge-scale attacks.

Hwang and Kim [24] indicated that allowing a smallmber of isolated nodes helps
reducing the required number of keys in a key ongalternatively, improving security
of a random KPS. They also proposed to use dynaedo power adjustment to
increase the degr€eof a node when establishing keys. This technigqueebses the

" The number of nodes in wireless range of a node.
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probability of finding nodes with shared keys ire tkame wireless neighborhood. In
turn, the probability of having a fully secure cested WAHN also increases.

Di Pietro et al. [26] applied a geometric model fandom key pre-distribution. For a
WAHN of sizeN, Di Pietro's KPS distribute keys to each node. Imagine a unit square
were the nodes are randomly deployed. The numbé&eys in the key pool is to be

calculated ags = r2N/logN +2logr , wherer is a node's normalized wireless transmission

range. They claim this approach guarantees a higlhapility of secure WAHN
connectivity” even ifsis just two [26].

One relevant drawback of the first random KPS$ia tandom keys cannot be used to
provide unique authentication [30]. Since key riegatain keys randomly picked from
the same key pool, more than a pair of nodes mayhessame common key to secure
their communications. Note that unique authentcats of special relevance to support
access control services and to revoke misbehaviogpiured nodes.

Following, a number of random KPS proposals [21[[2&[29] enable the

establishment of keys that enable unique authditicaChan et al. [21] propose to
randomly pre-distribute unique pairwise keys tohepair of nodes. Du's et al. [22]
solution combines Blom’s scheme [18] with random kee-distribution. Liu and Ning

[23] applied a similar idea with Blundo’s schefhfl9] (Blundo’'s KPS is revised in
detail in the following subsection and in Chapter 4

Similarly, Lee and Stinson [29] combin(e,r,,p)-strongly regular graph& with a
modification on the original Blom scheme. This aggmh splits amN-node population in
m classes with nodes each. Each class is associated to a vdrtexThe 2 nodesu;,
Up,...U andvy, Vy,...v; belonging to two adjacent classesndv receive keys, which
enable nodes; to directly establish keys with nodesTo establish a key with nodes of
the same class, nodes of classeed the help of a node of classSince a class is
adjacent ta distinct classes, a nodeurcan establish direct keys withl nodes. Then,
assuming random deployment of nodes, two arbitnades carmirectly establish a key
with probabilityp, = (r x1)/(N-1)[28]. Since non-adjacent class&sand v have u
classes,,c,,..c, in common, a node of classan indirectly (through one-hop) establish

a key with nodes of by using any of the x| nodes inc,,c,,..c, .

The main drawback of random KPSs is that two aabjtnodedlirectly find a common

key with a given probabilityp (generallyp directly influences the performance of the
KPS). Thus, neighboring nodes (one or more hops/pei® enabled as TTP to assist
establishing keys to two sensors that do not shakey in their respective key rings
(this mechanism is referred path-key establishmeit the literature on random KPSs).

Path-key establishment is limited by the physicarnectivity properties of the WAHN.
The probability of finding a TTP among the neighdbdirectly depends on the size of

12 A path of one or more secure links connects alraogttwo nodes in the WAHN.

3 Blundo's scheme is a generalization of Blom's.
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the neighborhood. A denser node neighborhood isesethe probability to establish
keys but this, in turn, increases interference dadreases user-throughput, i.e. the
performance of the KPS and the network is tradéd24i]).

Consider now a WAHN with one or more partitions.partitions composed of a few
nodes finding a TTP among the neighbors may redidh impossible.

Additionally, path-key establishment introduces tgevere additional security risks in
WAHNSs of unattended nodes. Firstly, since each nodellowed (and often required)
to work as a TTP, it becomes a single point of camse forits trusted nodes (recall
this is a major vulnerability in server-based sdégunfrastructures, which we try to
overcome with KPSs) [3]. To minimize this vulnef@ipithe random KPS needs to be
complemented with an effective and efficient intomsdetection system (IDS). The IDS
must provide reliable node trust and reputation riceetto reject misbehaving or
compromised nodes from the WAHN. Additionally, gibssible) nodes should use more
than one trusted node to establish a path key. @shanisms however introduces
further communication and computational overhead.

Secondly, a single captured node can be used ndfisaqtly reduce the resiliency of a
random KPS. Assume that the nodes have been seittufgschenauer’'s KPS [20] . An
attacker can capture a node, compromise its kegsdane the following path-key
attack: the attacker uses different replicationshef captured node at multiple WAHN
locations to establish path-keys. Since path-keggo be taken from the key ring of the
trusted node [20], in each new established pathtkeyattacker has a new chance to
learn a new key included in the initial key p&ol

Assume now that the nodes have been set-up widndom KPS supporting node
authentication. In this case, it has been suggdsgedewsome et al. [34] that a node
replication attack can be "relatively simply" deded by centrally registering each
identity's location. However, in WAHNs with multglpartitions the path-key attack
will anyway succeed because no central entity cdargéonnect all the partitions.
Partitions are likely to happen in mobile WAHNs andow-cost low-power WAHNS
(where a node can be in sleep mode up to a 99.908tecdime). In fully-connected
WAHNS, the attacker can cause partitions and theaninthe path-key attack. To cause
WAHN partitions the attacker disrupts the link ofige carefully selected nodes.

2.5.6Deterministic Key Pre-distribution Schemes

The energy, connectivity and security drawbackssifig neighboring nodes as TTP are
solved with deterministic KPSs that enablieect key sharing between any arbitrary
pair of nodes. The system key and trivial key KRPdscussed in Sections 2.5.3 and
2.5.4) belong to this classification.

Blundo’s two-party [19] polynomial-based KPS praasdan interesting system for
WAHN security. As the trivial KPS, Blundo’s KPS qu@ts a distinct pairwise key
between each and every pair of nodes of a WAHN. él@n Blundo’s KPS trades-off
resiliency for scalability. It can be applied to \MN applications requiring a large
number of scarce-memory nodes and relaxed resylienc
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A symmetric bivariatel-degree polynomial over a finite fiel, is a polynomial of the
form f (x, y) :Zi)"jzoaijxiyj . Each of the coefficients; are randomly taken from a finite

field with q elements, where, =a; . Note thatf(x,y) = f(y,x) . The finite field orden

is a prime number large enough to accommodateitieeo$ a cryptographic key. That
is, forf4a WAHN application requiring keys of 64 djitf must be a prime number larger
than 27

A polynomial share (u,y) is calculated by evaluating(x,y) at a pointu of the finite
field Fq. For 421, f(uy)# f(v.y), if uzv andu,vOF, [19].

In the set-up phase, a set-up server constructynamstric bivariate A-degree
polynomialf (x,y) . To each node, the server pre-distributes a polynomial shidtey) .

The sharef (u,y) is to be calculated by evaluatingx,y) at a pointu of the finite field
Fq. Hereafter the point identifies (ID) the node carryingu,y).

Imagine now that nodes are deployed in a physiea.a&onsider two arbitrary nodes
andv willing to establish a secure link. Nodeandv carry shares(u,y) andf(v,y),
respectively. To be able to establish a pairwise keth nodes firstly need to exchange
their own IDs, i.eu andv. Nodeu calculates a pairwise ke, by evaluatingf (u,y) at
pointv, i.e. K, = f(u,v). In parallel, node calculates a pairwise ke, by evaluating
f(v,y) at pointv, i.e. K,, = f(v,u). Sincef(x,y)=f(y,x), then both independently
calculated keyky,, ky, are equal, i.e<,, =K.

Blundo's KPS enables node authentication. i, the generated ke, is unique to
the pair of nodes andv. That is, no other node can generatk,, from f (w,y).

The scalability of Blundo’s KPS is independent bé tmemory allocated for keying
material. A polynomial share (u,y) occupiesi +1 times the length of a cryptographic

pairwise key. The number of nodes that can be acumtated using this KPS ts-1.

Blundo’s KPS exhibits perfect resiliency up xe-1 captured nodes. That is, a coalition
of no more tham nodes cannot generate pairwise keys of other ptigiag nodes.

In most KPSs reviewed in the previous sections dencarries a set of ready-to-use
cryptographic keys. In Blundo's KPS each node esmncoded keying information (the
polynomial share) to be processed to generateripgographic key. In Chapter 4 we
show how to minimize the energy cost of generatirgjundo key in low-power nodes.

Key generation in Blundo’s KPS incurs no substarmtanmunication overhead. Both
nodes just exchange two IDs of a few bits withowbiving third-party communication
overhead. We will see in Chapter 4 how to furthecrdase the communication
overhead of Blundo's KPS.

Blundo’s KPS possesses interesting connectivitpgnties for mobile sensor networks

(MSNs) [2][3]. That is, any pair of sensors caneyate a pairwise key independently of
the physical connectivity properties of the WAHNowEver, Blundo’s pairwise key
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generation can be computationally expensive in @emodes with limited CPU
capabilities because it requirésnodular multiplications and modular additions iffrq.

Liu et al. [23] solve this problem for nodes witbw-bit CPUs without division
instruction. Each sensor carriedistinct polynomial shares, with coefficients oV,
q'<<q, t=logg/logg. Each share is correspondingly calculated frondistinct

symmetric bivariate polynomial. To generate a paienkey a sensor concatenatestthe
partial keys ofiogq' bits generated from theolynomial shares.

The side-effect of this solution is that now thexmaum number of nodes that can be
accommodated is reduced tp-1. For instance, for optimal computational efficignc

typical values ofy are q=28 +1 or gq'=2%®+1. In such cases, the scalability of the KPS

is reduced to 256 or 65536 nodes. In Chapter 4hee/ $1iow to increase the scalability
of the modified KPS.

S. A. Camtepe and B. Yener [28] applied combinatatesigns to key pre-distribution.
They first propose a simple KPS based on Finitgeltive Planes (FPP) (refer to
Chapter 4 for a complete introduction to FPP theory

This KPS enables each and every pair of nodesrdf+ +1-node WAHN to find one
common key within their key rings. The same keslared byn+1 distinct nodes.
Each node needs to state 1 distinct cryptographic keys.

This KPS exhibits nice properties for WAHN securityirect key establishment,
tolerance to node captures (up rionodes under the smart attacker model) and no
computational or communication overhead.

However, given thah needs to be a prime power lower or equaimtdthe memory
restriction), it is not always possible to find @&siyn with the desired network
scalability. By introducing randomness in the desitheir hybrid design-based KPS
augments scalability of the initial scheme to thstof sacrificing direct connectivity.

Because a key is shared by+1 distinct nodes, the KPS does not support node
authentication.

To this classification belongs the DPKPS [2] présdnater in Chapter 4 (see optionally
[2]). The DPKPS exhibits nice properties for WAHMCcarity, including directkey
establishment, resiliency, computational and comoaiion efficiency, network
scalability and node authentication.

2.6 Summary and Conclusions

Among the existing key management options, we hdeetified that, to date, PKI and
KPS constitute the most adequate alternativesrtdanent security in WAHNS.

To date there exist a great deal of proposals dtting up PKIs in WAHNs. A PKI
enables data confidentiality and integrity, datad aentity authentication and
non-repudiation services. However, because of ithaéations of WAHN nodes, PKI
enabled key establishment does not offer optimatfoppance for WAHNS.
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Consequently, in Chapter 3 we address the eneamgtations of existing PKI enabled
key establishment.

In some WAHN applications, typically, in WSN apg@ltons, because of the scarce
resources of the devices, PKI cannot be appliedllatWe have evaluated KPS
proposals enabling lightweight key establishment WSNs. KPSs enable data
confidentiality and integrity and they often enablso data and entity authentication.
However, because of the restrictive demands of VEBplications, most KPSs do not
exhibit adequate performance properties. ConselyiantChapter 4 we additionally

address the performance limitations of existing KPS
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3 Hybrid Key Management Infrastructure

PKI enables confidentiality, integrity, authentiocat and non-repudiation services in a
flexible and scalable manner [1][31][16]. In a sefyusolution, the process of key
establishment is paramount as it sets symmetris keyurther enable the services of
data confidentiality, integrity and authentication.

Public key based key establishment is a limitattWAHNs composed of moderate
resource nodes. Because public key operationsightylCPU intensive and because
messages of public key based protocols are large, dcommunication can be
substantially delayed and batteries rapidly extelsiThese limitations turn to be
particularly critical in scenarios where nodes nézaften establish new keys with a
great number of other nodes.

The HKMI [1] leverages existing PKI proposals [@] to construct a security solution
offering the same security services as any PKI, cenfidentiality, integrity,
authentication and non-repudiation. Therefore, HKddh be applied to any WAHN
application for which the underlying PKI has beenaeived.

Moreover, HKMI enables key establishment with sabsally improved time and
energy efficiency. Our results demonstrate thah wihgle-CA-based HKMI two nodes
can establish a key up to two orders of magnitadeef (see Figure 8) and investing up
to three orders of magnitude less battery reso(ee Figure 6) than with single-
CA-based PKI. Greater improvements are achievednwherarchical CAs are
involved.

To design the HKMI for WAHNs, we exploit the demtmased advantages of
symmetric key cryptography (SKC) over public keyptography (PKC). First, for
comparable security level the size of a symmeteig ik one order of magnitude shorter
than public key. For instance, till 2010 to dateoramended size for widespread used
RSA public keys is 1024 bits while for symmetricykds 80 bits [61]. The length of
messages exchanged by protocols based on SKQemaively, PKC is proportional
to the length of the keys [31]. Radio transmiss{oa. bits transmitted on the air)
consumes significant power on mobile nodes [68hgeguently, SKC-based protocols
are more communication-efficient than PKC-basedquals.

Second, the operations of SKC algorithms (namel\SABre up to three orders of
magnitude more computationally efficient than PK@em@tions (namely the popular
RSA or ECC) [40][68]. Consequently, SKC-based prot® are more
computationally-efficient than PKC-based protocols.

The remainder of this chapter is organized as V@ldn Section 3.1, we set the scope,
assumptions and objectives of this chapter. Se&idrprovides an overall overview of
HKMI and Sections 3.3, 3.4 and 3.5 and detail amponents and mechanisms. The
performance and the security level of the HKMI assessed and compared with related
work in Section 3.6. Finally, Section 3.7 summasiaed concludes this chapter.
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3.1 Design Scope, Assumptions and Objectives

The HKMI is targeted for WAHN applications requiginsecurity services of
authentication, communication confidentiality amdegrity, and non-repudiation. It is
of especial interest for low-bandwidth WAHNSs of tgtaor relatively mobile and
moderate-power devices.

We assume a wireless WAHN (see a simple exampkgure 1) composed of static or
mobile nodes without online access to any fixedvoet infrastructure. Note that this
assumption does not exclude nodes having accessfitaeed network infrastructure
sometime before joining or after quitting the WAHN.

The WAHN is formed by suddenly interconnecting a faodes without previous
planning. New nodes may sporadically join or quie tWAHN. Any node within

WAHN coverage area may join. The precise composittd a WAHN is not

predictable. The lifetime of the WAHN s transie@nce connected to the WAHN,
each node establishes communication links withratbees.

Typical WAHN devices, considered in this chaptee DAs, mobile phones, and
embedded systems in portable devices. These ddvasesmoderate computing power
and storage resources as well as limited battewepdife. We assume nodes possess
similar resource capabilities. The nodes are capabtomputing intensive public key
operations to the cost of allowing sensitive comivation delays and draining of
batteries. For instance, an RSA signature takesiB8econds on a 206-MHz PDA (see
Table 2).

Figure 1. A WAHN formed of four PDAs
We target civilian applications in which devices ararried/wore or placed around
human users, i.e. nodes are not generally lefttema¢d. Therefore, the risk of node
compromise by an attacker is low. We also assumest@and cooperative nodes.

An outside attacker may exploit the vulnerabilitie§ wireless transmissions to
anonymously eavesdrop, modify, replay or injectusognessages.

For the descriptions in the rest of the chapterasgsume a WAHN witl® nodes. We
useu, b, w, v, y, x andz to refer to some generic nodes of the WAHN.
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Figure 2. WAHN used to explain the HKMI
Table 1 summarizes the notation used throughositctimpter.

Table 1 Summary of notation in this chapter.
b,uv,w,xy,z Generic nodes of the WAHN

IDy Unique identifier associated to a generic nede

TP Trusted Portal node

TP-X Generic node serving as Trusted Portal

D+px Domain containing the trusted nodesTé¥-X

K Secret key

K{m} Symmetric key encryption of messagewith K

Syex TP-shared-keylong-term key shared hyandTP-X
F() Collision-resistant one-way pseudorandom function
Ky.z Key shared by generic nodeandz

Kpxdel Delegation Key: Key issued ByP-X (for delegation)

3.2 HKMI Overview

In this section we briefly overview the HKMI andmpare with related work.
3.2.1Concept

The HKMI is a security infrastructure providing iefent confidentiality, integrity, and
authentication and non-repudiation services in WAHN

Public key cryptography is required to provide secoon-repudiation services. Public
key cryptography can also be used to, by means BK@-based key establishment
protocol, derive symmetric keys for confidentialitytegrity, and authentication.

HKMI relaxes time and energy overhead of PKC-bds®destablishment by providing
instead an ad hoc symmetric key distribution aechitre at the WAHN.

The ad hoc symmetric key distribution architectaomsists of two components: the
Trusted Portals (TP) and the TP domains (see 3e8t). A TP domain contains a set
of nodes directly trusted by a TP. The TP generatesdistributes symmetric keys to
the nodes in its domain. A WAHN can contain onenare TPs. TPs also cooperate to
distribute keys to nodes in different TP domains.

The operations of the HKMI to enable the symmekayg distribution architecture can
be divided in three fundamental phases:
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1. Initialization of nodes with PKI (see Section 3.3),
2. Trusted portal establishment (see Section 3.4),
3. Nodes trust and key establishment (see Section 3.5)

During phase (1.), WAHN nodes get a digital ceréite from a WAHN PKI [6]-[15].
The digital certificate contains trust informatiand the public key of the owner node.

In (2.), each node independently selects anothenbee of the WAHN and then
establishes a strong trust relationship.

The selected member could be chosen by differenitegiies: randomly or
deterministically. If we assumed that one or adfepowerful and secure nodes are
always available at the WAHN, then these nodesbmadeterministically selected by
other less powerful nodes in joining the WAHN (tlgsa trivial case out of the scope of
this thesis).

We assume we ignore which specific nodes will be pathe WAHN before it is
formed. We also assume nodes with similar resogeggabilities. Thus, we adopt
random selection of nodes. This option increaseargg strength and availability and
distributes the computational charge evenly to tao$eselected nodes. Optionally, a
minimal trust level (TL) can be required on seldatedes.

Finally in step (3.), in addressing other nodestted WAHN, any nodey uses its
selected nod& as an intermediary, e.g.usesx to establish a keXXyw with another
nodew or, even, to get trust informatidrLy related tow. Thus, hereafter we call nodes
with same role ag Trusted PortalTP). Intuitively, TPs constitutad hoc established
and distributedT TPs to securely access other nodes of the WAHN.

3.2.2Comparison with Related Work

Our work completes previous WAHN PKI proposals [6% by adding an ad hoc
symmetric key distribution architecture. It impreviae time and energy performance of
PKIl-enabled key establishment protocols as dematestin Section 3.6.

Moreover, our work compares advantageously withzdéia and McDonald [5]
proposal. They propose making use of a group oicdéet trusted servers, which reside
at a network fixed infrastructure, to enable WAH&¢t@rity. The trusted servers share
priori a pre-established secret with each end node ahdeadh other server.

Pirzada and McDonald approach exhibits criticalnedhbilities for WAHN security.
Firstly, if any trusted server is compromised, IN&HN becomes insecure (i.e. the
attacker reads the keys stored in the server agwl tise them to eavesdrop WAHN
communications and/or to impersonate any WAHN npd8scondly, WAHN nodes
use wireless communications to access the secseityer. Consequently, an attacker
succeeds in disabling the establishment of newreecommunications by simply
jamming the wireless link to the server. Thirdliythe WAHN looses connection to the
server, N0 new security associations can succeed.

In our work nodes of the WAHN constitute potentialsted servers, i.e. the TPs. TPs
are established dynamically on demand. Therefdre, TtP does notshare any pre-
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established secret with each end node and with etedr TP a priori. Instead, the
secrets are established on demand, each time aodxsets trust with a TP.

In HKMI a TP just stores keys of nodes in its TRndin. Therefore, by compromising
a TP the attacker may just eavesdrop communicalionsor impersonate these nodes.

HKMI relies on a PKI. Therefore, if a TP is unawle (either as a result of an attack or
a failure), its trusted nodes can still establisbusity associations with other nodes of
the WAHN. Moreover, each of these nodes can establinew own selected TP.

3.3 Initialization of Nodes with PKI

A PKI for WAHNSs [6]- [15] underlies the HKMI. The K can operate either with an
offline CA [6][7], with an online partially distribted CA [8]-[14] or with an online
fully distributed CA [15] (see corresponding thogbueviews in Section 2.4).

In HKMI with offline CA, each node& obtains its public/private key pair and public key
certificate sometime before joining the WAHN [6]{Th HKMI with online CA, nodes
get their public key certificates and keys in joigpithe WAHN [8]- [15] (see Figure 3).

L=

Figure 3. Initialization of Nodes in WAHN PKI

The certificate of node digitally binds its identity IR with the corresponding public
key. The certificate can additionally include tlesdl of trustTLy in the public key of
nodex.

Furthermore, when operating with an online CA, otbperations of the PKI such as
certificate renewal and revocation can be enabled.

The PKI is to be selected depending on the targplicGation. A PKI operating with
either an offline CA or an online partially distmied CA can be applied to WAHN
applications where a single administration owns emiatrols the WAHN devices, e.g
for medical WAHNs enabling patient care and momigr A PKI operating with an
online fully distributed CA applies to WAHN applttans with multiple independent
administration entities, e.g. for automotive WAH&®bling car-to-car communication.

In the remainder of this chapter we assume anynedes of the WAHN can validate
the authenticity of each other's public key cerdfte.
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3.4 Trusted Portal Establishment

In joining the WAHN, each node arbitrarily selects another nogefrom the ones
present at the WAHN. Then, both nodes mutually entibate by using their certified
public/private key pairs. This mutual authenticatiestablishes a bi-directional trust
relationship between both nodes, which is requioedhe process of “Nodes Trust and
Key Establishment” (see Section 3.5).

Assume that, from a WAHN with nodesb, v, w, x andz, nodey selects noda& as its
initial trusted node. In future communicatioysyill use x as a portal to address other
nodes of the same WAHN securely and efficientlyerBfore, we calk a TPfor y. In
the following we usdP-Xto denote hode x serving as TR”

A nodey, whose current TP i§P-X must establish a new TP, when nodguits the
WAHN.

In a simple HKMI all the WAHN nodes have the sameel of trust associated to their
public keys, i.e. trust or no trust. In this caaéthe nodes possessing a valid certificate
can serve as TPs to other nodes in the WAHN.

In a more complex HKMI only nodes with special pesions are allowed to serve as
TPs in the WAHN. For instance, using PGP’s ternoggl[17], nodex can act as TP if
and only if its public key is associate@@mpletetrust level. The public key of one such
a node is associated a complete trust level aidliziation of Nodes with PKI .

3.4.1Trusted Portal Domain

Because each and every node of a WAHN must follevTP Establishment” process
and TPs are randomly selected, more than one nageestablish initial trust with the
same node.

We define adg’P-X domainthe group of WAHN nodes associatedTi®e-X From now
on, we use Bbx to denoteTP-X domain For instance, in Figure 4, domainmdR
includesy andw (note thaty andw are depicted a¥P-Y and TP-W because they also
have respective TP domains) as trusted nodé®of

TP-Xis the domain administrator of its own domaifmpf) i.e. TP-X decides when to
accept a node in fpx or when trust relationships with one or more tdshodes of
Drpx expire.

To accept a nodgin its domain, a TP must first authenticate thenihe of y. As any
other node in the WAHN, the TP also wants to savergy by using the HKMI.
Accordingly, a TP rejects TP Establishment requésisn new nodes if it already
invested too much energy in establishing strongttrelationships (see analysis in
section 3.6.3).
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3.4.2 Generation of WAHN Trust Graph

A consequence of the “TP Establishment” proceslsasone or more TPs are set in the
WAHN. Because these TP nodes are selected randoanlygndom trust graph
connecting different nodes in the WAHN is generated

We can guarantee the continuous existence of aomartdust graph without isolated
cycles under the following two conditions:

1. Each and every node of the WAHN must dynamicaitialine trust with an
own selected TH.e. a node repeats the “TP Establishment” paegoining
the WAHN and when its TP disappears.

2. A node, which is serving as TP in the moment @csglits own TP, must choose
as TP a node not included in its TP domain or sabydins(e.g. in Figure 4,
TP-Y cannot select nodesor z as TP) If this condition cannot be satisfied for
a node (e.gx in Figure 4), then such node should not selectlaéhy

For example, for a WAHN with nodas b, w, v, y, X andz, the “TP Establishment”
process may happen as follows. Firstly, nodesdz happen to establish trust wiyh
which then serves aBP-Y. Secondly, nodg happens to establish trusith x, which
then serves aBP-X. Thirdly, nodess andb happen to establish trust with which then
serves ag P-W. Fourthly, noden happens to also selecias TP. Finally, nod& does
not choose any other node. This instance has gedesiaandom trust graph (see Figure
4) where one or more intermediary TPs interconasgtpair of nodes.

// TP- \
/ . 0N\
e — 3
/& el E) \_M TPX 7 P-Y) \
SR M e e A.\
’ \
’ \
- \
................ Do, 0\ Dy N

Figure 4. An example of a random trust graph geadrhy “TP Establishment” (th&raight lines
connecting nodes denote strong trust relationships)

The previous algorithm exhibits two potential liatibns. First, it may generate a trust
graph of excessive depth. Second, it generateedrust graph (similar to that depicted
on Figure 4) in which a TP becomes the root (ERyX on Figure 4). Because the root
is a key element of the graph, by disabling thd the attacker disrupts the HKMI. To
solve these two limitations, some arbitrarily sedelcnodes can generate redundant
paths and short-cuts in the graph.

At the end of the “TP Establishment” process twoiteairy TPs are interconnected by

either a direct trust relationship or by a setrafiiect onesAdditionally, a trusted path
of TPs interconnects two arbitrary nodes in diffeér€P domains.
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3.4.3Trust Path Route

A simple way to discover the shortest trust patdiB§ connecting two end nodes is to
let each TP node to internally store a dynamicttrosting table, TP-Routé’, which
indexes the IDs of target nodes and their respecii?s The TP-Route table also
enables a TP to know which nodes belong to itsuRPdomains, information of special
relevance in the “TP Establishment” process.

In the event of a WAHN membership change, whictum implies that a node joins or
quits a TP domain, all the TP-Route tables neebetaipdated. For that, a punctual
notification, including the IDs of the joining/qtitg node and of its TP, is triggered
from the affected TP node to its parent TP anddetil TPs. This notification is to be
forwarded in the same way to the rest of TPs.

All these messages can be cryptographically predetd guarantee the confidentiality
and integrity of the process as well as the anotyofiTPsto passive eavesdroppers.

3.4.4Trust Initialization Protocol

In the moment of establishing a TP, a ngdeay also have its own TP domalir-Y,
i.e. some nodegandz may have already establishgds their TP. Thus, before issuing
a TP service request to an arbitrarily selectecerxp@dy consulting its TP-Route tabjye
checks thaix is not included inTP-Y domain or sub-domains. Then, assumingg
finally chosen, the following protocol enableto establistx as its TP:

Y - X: TP_Service_Request 1)
TP-X Y: PKC challenge-response authentication  (2)
TP-X-Y: TP_Service_Accept, K{Spx T} ©)

In message (1), requests a TP service to node

In (2), assuming that nodeis cooperativex andy mutually authenticate using certified
public keys and agree in a session Key

In (3), TP-Xsends tg/ a long-term shared symmetric K8yrpxencrypted and integrity-
protected withK and a timestamp. Finally,y setsTP-Xas its TP and, similarlyX sets
Y as one of its trusted nodes.

In the rest of the chapter, we will use the tefiR-shared-keyand the notation
Shode, TPnoadO refer to a long-term symmetric key shared betwa nodend its TP or to

any of the keyk derived from it, interchangeably. For instancethia protocol above
Sy tpxis a long-term symmetric key sharedygnd TP-X Note that this key enablgs

andTP-Xto authenticate and protect future communicatwsitisout the need to further
run PKC-based authentication protocols.

* The TP-Route table does not typically match abjetéo discover network routes. Not to be confused.
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3.5 Nodes Trust and Key Establishment

TPs can be used as hoc distributed TTPs to distribute keys and related trust
information within the WAHN.

The first use case is when two arbitrary nodesdz of the same TP domaimant to
establish a shared k&~ In such a case, their TP, €I@?-Yon Figure 4, actsasa TTP
providing them of the shared ké&y;-. Similarly, a common TP can vouch for nodes in
its TP domain. For instanc&P-Y can associatg's identity to the symmetric kelyz
distributed taz andZz's identity to the symmetric ke, distributed tov.

In simple trust model&y;, IDy and ID; are sufficient to enable key establishment and
mutual authentication of nodes and z. In web-of-trust modelsTP-Y additionally
includes recommendation valugsvhich enable both nodes and z to respectively
evaluate the level of trust thBP-Y has on their communication partner.

The second use case is when two arbitrary nedeslw of different TP domaingvant

to establish a shared ké§w. The previous model with a single TP can be easily
extended to several TP domains. In this case, wafld®s need to cooperate to securely
distribute shared keys and/or vouch for nodes ffer@int TP domains. For instance,
TP-Y delegates to its parent TP, il?-X, to vouch and distribute keys Dypx related

to TP-Y trusted nodes.

The process of “Nodes Trust and Key Establishmestjuires trust relationships
established during “TP Establishment” to be bi-cli@al. First,z or v accept vouching

and/or a key fronTP-Y if and only if they trusfTP-Y. Second,TP-Y only vouches for

and distributes keys to its trusted nodes.

3.5.1Trust and Key Distribution Protocol

In this section we describe the Trust and Key ustron (TKD) protocol, a protocol to
distribute trust and keys across TP domains. Fopl&ity’'s sake we assume below a
simple underlying PKI trust model. Assuming thki@ndw on Figure 5 want to establish
a common key, the TKD works as follows (see algufé 5):

V o TP-Y: Sy refKeyReq (1L, IDy), Ti} 1)
TP-Y - TP-X: Sy refKeyReq (10w, IDv), 2
TP-X - W: Sw oKy w, IDy, Ta}, tickel, ©)
W - V: tickel, (4)

In step (1), nod® requestd P-Y a key forw. This message is encrypted un8efpyto
guarantee the confidentiality of the process a$ agethe anonymity of P-Y and of the
involved nodewy andw against eavesdroppers.

To protect against message replay and modificasittacks, the messages must be

additionally integrity protected, e.g. by includingessage authentication codes (MAC)
as well as timestamgs, T, andTs.
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In (2), TP-Y decrypts message (1) and obtains the includedstamg T, TP-Y
computes aDelegation KeyKtpyqel by applying a pseudorandom functidif.) with
Sy reyandTy as inputs, i.eKrpygeFF(Sy,tpy T1).

With Kypyges TP-Y delegates to other TPs to vouch ¥oand distribute keys associated
to v's identity in their domainsNote that theéDelegation Keyalso enables other TPs to
communicate securely with(see further steps below).

TP-Y constructs message (2) by includikgryqeiandv's key request. It then encrypts
message (2) using thEP-shared-keywith TP-X (the next TP in the trust path), i.e.

Sirex{KeyRedIDy, IDy ),Krpygeis T2 } -

Finally, TP-Y sends td'P-Xmessage (2). In this manneis key request is forwarded to
a TP in a different domain.

In (3), decryption of message (2) wilh rpxtransmits torP-X (w's TP) TP-Y's trust in
IDy. TP-Xrandomly generates a new shared Keyy for vandw. TP-X encryptsKy w
andIDy using itsTP-shared-kewith w, i.e. Sy tpv{K v.w, IDy, T3}. TP-Xalso creates a
ticketfor v secured withKypygeicontainingKy wandIDy, i.e. ticket, = Krpyge{Kyw s IDw ,Ts } -

TP-X sends tav message (3).

In (4), nodew forwardsticket, to v. Finally, w obtainsKy by decrypting message (3)
with Sy tpx In parallel,v obtainsKy w by decrypting message (4) wipyges
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Figure 5. Details of the TKD protocol

In PKI web-of-trust models, the messages of the TpDtocol additionally include
recommendation valueg94i®" on the identities of the participant TPs and endeso
For instance, in the TKD protocol abovdP-Y includes in message (2) a
recommendation value)on IDy for w, which is forwarded towv in message (3),
together with a recommendation valeg on IDyissued byTP-X Observe that, on this

basis,w can derive its own trust lev&Ly onv [62][17] (A detailed description of trust
evaluation algorithms is out of scope of this thesi

Additionally, TP-Y includes in message (2) an encrypted recommendata&ue
s,,TpY{Rgf(}on IDx for v, which can be forwarded win message (4) together with an

encrypted recommendatianTdee{R\f,}value onIDy issued byTP-X Observe that, on
this basisy can derive its own trust level on
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3.6 Analytical Performance Evaluation and Comparison toPrevious
Work

In this section we analytically study the perforroarefficiency of the HKMI and
demonstrate its improved performance for WAHN aggilons by comparing with PKI.
We also discuss the security level of HKMI for diiént WAHN applications.

We compare the cost of protocols to establish leeybled by HKMI and PKI. Once a
symmetric key is established, it can be used falerand/or data authentication and/or
for data confidentiality and integrity protection.

To avoid impersonation or man-in-the-middle attadkgo arbitrary nodew and w,
which want to establish a ké§xw, need also to assess the authenticity of the tieae
are establishing the key with [31]. This can beiegtd in PKIs by using an X.509
strong two-way authentication protocol with keyaddishment (a similar protocol is
included within the SSL/TLS protocol suite). In HKMyiven that nodes andw trust
their respective TPs, the TKD protocol can be ueegbstablish the kekw.

For simplicity’s sake, in the following sections vassume that every WAHN node
holds a public key certificate signed bycammonCA and the corresponding CA
public/private key pair. Because of this simplifioa, note that our results on
computational and communication overhead are adasst for X.509. That is, the
overhead incurred by X.509 would be even worse & wonsidered a chain of
certificates to be exchanged and validated tildlifig a certificate signed by a common
CA.

For evaluating HKMI, we further assume a WAHN witmodes, from whiclN act as
TPs. We us@ly to denote the average number of intermediary mRBa shortest trust
path between any pair of WAHN nodes.

Because of the popularity, acceptance and widesga@nt of RSA and AES in current
products we tested RSA and AES. To date most madleNgces are capable of working
both in ad-hoc and infrastructure modes (suchesctise of Bluetooth-enabled mobile
phones and WiFi- and Bluetooth-enabled PDAs). RSAmployed in widely-deployed

security suites such as SSL/TLS for infrastructoegworks. Most devices to date
include RSA public keys that can be used interchahly for security in either of both

modes.

3.6.1Communication Cost

In this section we compare the communication cdstsbablishing a key with TKD
against X.5009.

We count and compare bytes sent on the networlably protocol. We assume a single-
hop WAHN because it simplifies the analysis. Coesity a multi-hop network
complicates the derivation of formulae, which néedonsider messages transversing
multiple hops. Alternatively, an average of hopdween two end nodes can be
computed to derive simple formulae. However, sifaenulae need to finally be
compared, the effect of multiple hops disappears.
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Consider a small or medium sized WAHN where WAHNIe&® are in direct wireless
range of each other (this is the case of most Zg8wmbled WAHNS). That is, two
arbitrary WAHN nodes (this includes two contiguolBs of the trusted path) are
separated by a single-hop, i.e. a message senwftomn travels the WAHN just once.

We also consider typical sizes of RSA public keysl &ertificates as well as AES
symmetric keys and encrypted messages [16]. Howéverresults in this section are
implementation independent, i.e. we do not considermessage formatting imposed
by different communication or security standardikelvise, any overhead added by
headers of the lower layers supporting the secumigssages is also ignored or by
practical networking issues (such as retransmisstomessage fragmentation).

Note however that a practical implementation furtinereases the bandwidth usage of
public key-based protocols. For instance, publiy kertificate of sizes typically
exceeding the 256 bytes occupies at least threBegighetwork messages. In such a
case, ZigBee adds from 17 up to 53 bytes per messag

Let us compare the TKD and the X.509 protocols.ifuthe X.509 protocol two

arbitrary nodes andw exchange two public key certificates, four timegtantwo node

identifiers, two private key signed messages amul jwblic key encrypted symmetric
keys [31]. Then,

BWCost* 509 =2x (Cert + 2xT; + ID+ Sign+ RSAEN

During the TKD protocolNay+3 symmetric key encrypted messages are exchanged b
nodesv andw and by theNay intermediate TP nodes:

BWCostXP = (N 5y +3) x TKDMessage

Let us use Nsweq to denote the average numbéiny, of TPs for which
BWCost‘*% =BwCosfKP. Then, for Nay <Npweq, HKMI-enabled trust and key

establishment outperforms PKI. For instance, in AHM application using public key
certificates of 256 bytes (just including a publey and a digital signature of 1024
bits), timestamps of 8 bytes, symmetric keys of b8 and the cipher AES-12Blay
should be lower thamgyweg=32. Note that establishing a key with TKD can improve

the communication overhead of X.509 up to threemadf magnitude (see Figure 6).
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Figure 6. Communication cost of key establishment

The numbemMsweg can be used as an additional parameter to cotiteoinaximum
numberN of TPs in a WAHN withP nodes, such that ay < Ngweo.

Let us derive the valuBl for a worst-case trust connectivity scenario. Thasivcase
scenario exhibits the longest possible average leatlth between any pair of nodes.
This case leads to maximum communication cost secalKD packets transverse the
maximum number of intermediary TPs.

Doyle and Graver [67] proved that a simple pathplgraxhibits the longest possible
average path lengtha, =(n+1)/3 of any graph withn vertices andn-1 edges.

Therefore, in the worst-case scenario fh&Ps are subsequently disposed on a simple
trust path (see an instance on Figure 7). Furthexyep packet between any pair of
nodes transverses at most,, =(N+1)/3 TP nodes. ThereforeN=3N,, -1 and,

finally,

N <3Npweq—1 (worst-case)

The formula above sets an upper bound in the nuiloérTPs that shall be part of the
WAHN, for the worst-case scenario. In the worsteca$or N <3Ngyweo-1 the

communication efficiency of the hybrid approach pmuforms PKI. For instance,
N <95Ngweq=32. Naturally, in other scenarios, where tNeTPs are not disposed

along a simple trust path, the maximum nunibef TPs allowed is even greater.
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Figure 7. Worst-case trust graph scenario
3.6.2Computational Cost

In this section, we compare the TKD and X.509 prot® in terms of computational
cost.

The X.509 protocol requires two nodeandw to compute four signature verifications,
two signature generations, two public key encrymiand two private key decryptions
[31]. Then:

CCost?-90? = g x RSASigVet 4x RSASigGen

The TKD protocol requirepoth nodesv andw and theNay intermediate TP nodes
altogether to comput®a+2 symmetric key encryptions afda+2 symmetric key
decryptions. Then:

CCost™®DP = (N ay +2) x AESEne+ (N py + 2) x AESDec

We have developed a testing environment using Maft® CryptoAPI 1.0 [63] and
Szymon Stefanek’'s AES C++ Class [64] on an iPagk@oPC with ARM SA1110
CPU at 206 MHz. Table 2 presents a summary of disé (cneasured in milliseconds) to
compute typical RSA public key and AES symmetrig kperations. We consider RSA
keys of 1024 bits and AES keys of 128 bits.

Table 2. Computational effort (milliseconds)

. . Timings
Operation Settings (ms)
RSA Signature
G tion/D ti 83
eneration/becryption Modulus 1024-bit; Public exponent 3——-——
RSA Signature 390
Verification/Encryption '

Plaintext Length 256 bits; Key Length
128 bits
Ciphertext Length 256 bits; Key
Length 128 bits

AES Encryption 0.0235

AES Decryption 0.0224

Figure 8 depicts CCd5t® and CCost® with values of Table 2, for different number
Nav of TP nodes. Let us us@lceq to denote the number of TPs for which
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CCost*59 = ccost™®P . As Figure 8 shows the TKD protocol outperforms ¥1509 for

a numbem,y of TP nodes lower thaNceg = 7700 TPs. Note that establishing a key
with TKD can improve the computational overhead X009 up to two orders of
magnitude (see Figure 8).
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Figure 8. Computational cost of key establishmerggsured in milliseconds)

Recall that the worst-case scenario (see Figurdixs Ny <32 for improved

communication efficiency. In such case, the contfprtal overhead of establishing a
key is negligible.

3.6.3Analysis of a Mobile Scenario

In this section, we analyze the overhead introduiyeHlKMI in mobile scenarios where
the WAHN membership changes dynamically.

The results in sections 3.6.1 and 3.6.2 are varidstatic scenarios where each and
every node only establishes one TP. Once a sePsfi§ established in the WAHN, all
the nodes can establish keys by using the TKD podto

In mobile scenarios, it is likely that nodes spagcallly join and quit the WAHN (see
Figure 9). If a quitting node is a TP (eygon Figure 4 and Figure 9), then the nodes of
that TP-domain must re-establish an own TP. Adadily, in node joining/ quitting
events TP-route messages are flooded in the WAHN.

P nodes

Figure 9. WAHN mobile scenario

To evaluate the performance of establishing a kily WKMI in dynamic WAHNs we
have to consider the costs of the maintenance efT#-Route table and of the “TP
Establishment” process, in addition to the perfarogaof the TKD protocol in Sections
3.6.1 and 3.6.2.
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Firstly, let us analyze the communication overh&Cost™ " introduced by the

TP-Route table update process. Each TP-Route caitdh message goes from the
issuing TP to parent and children TPs. Likewise,rihtification is forwarded to the rest
of TPs in the WAHN. Thef;

BWCosf P-Route= (N - 1) x Notification

Let us now analyze the maximum number of TP nodlesved in order to consider
BWCost" "o be significant in low-rat&/ AHNs. We consider BWCoSt"*"**to be
significant when it goes above 1% of the availabl&HN bandwidth.

Let us assume a WAHN membership change ratenefnode each seconds and
consider a 70% network throughput [66] (i.e. 30dér layers overhead).

Each TP-Route notification message is the conctatenaf two node IDs encrypted

under a symmetric key. For instance, in WAHN aggilans using node IDs of 8 bytes
(which enables WAHNs of up to®2 nodes) and AES-128 bit encryption, the
notification message takes just 16 bytes. Becadistheo lower layers overhead the
message occupies 20.8 bytes.

Bluetoot!f offers a bit rate of 1 Mbps and a single-hop Biogt® WAHN contains at
most 8 active nodes. Therefore, because BWEBSt*for N = 8 is extremely low (see
Figure 10), TP-Route notifications incur no sigreint overhead on Bluetooth WAHNs
(see Figure 10).

In the 2.4 GHz band ZigB&® offers a bit rate of 250 kbps. The theoretical imasxn
number of devices of a ZigBee network using 64auitiressing is %. However, in
practice a single-hop ZigBee network should be amsed of just a few hundred nodes
to avoid congestion, interferences or delays. Retance, imagine a network where
each node needs to send a data packet of 25Calissecond. At 250 kbps each packet
takes 1 millisecond. Assuming strictly fair and ened medium access and ignoring
other sources of overhead (such as medium accksg geocessing delays, or network
management traffic), the maximum number of deviceshis scenario is just 1000
nodes. If the data packet increases its size byfaxter, then the maximum number of
nodes is just 100.

In a ZigBee WAHN, if the membership change rateslmver or equal thah = 10
seconds, the maximum numbeiof TPs can be up to 300 (see Figure 10). A number o
up to 300 TP nodes results high enough to senatvaonk bounded in practice to a few
hundred nodes.

!> Note that (although ignored in this analysis) imge-hop WAHN scenarios a much more efficient
protocol could alternativelyporoadcastthe TP-Route notification message without the némdN-1
retransmissions, thus, substantially reducing conmaoation overhead.
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Figure 10. TP-Route update communication cost.fihee compares the available Bluetooth and
ZigBee data rate against the required BWEJ&"™

The computational overhead added by the TP-Routlatapprocess can be neglected.
Considering a WAHN with 95 TP nodes (recall tiit= 95 for comparable key
establishment communication overhead in the wasedrust graph scenario of Figure
7), then a TP-Route notification message is bottrygred and decrypted 95 times.
Assume an average WAHN membership change rate ofl0® seconds and AES
encrypted/decrypted messages of 128 bits. Them;dimputational cost results in 2.18
milliseconds, shared by 95 TPs (2.18/95 seconds¢&€¥) 10 seconds.

Now let us analyze the computational effort CEdstY of the “TP Establishment”
process on a given nodefor an interval of timeTy. During Ty, nodev needs to

establish trust every time its TP node quits arehetime it accepts TP service requests
from other nodes. Let us usg to quantify the number of TPs wfthat quit the WAHN

andr, to quantify the number of TP service requestseskbyv duringTy: Therefore,

CCost™PEStY = (g, + 1, )x CCostPESt/2
where (since the “TP Establishment” process is pdiased on the X.509 protocol):

CCost'PESt= cCostX 509

Let us uses, to quantify the number of times that nodestablishes keys with different
nodes of the WAHN. Considet, as the number of tim@P-Vacts as intermediary TP

in the TKD protocol (duringly). Theerfore, for the TKD protocol, the computatibn
cost on node can be calculated as:

CCost™KD =(s, + sy )xCCost /(N AV +2)
and, for the X.509 protocol:

CCost*30%V = gx CCostX-509/2,
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Finally, the computational cost om in HKMI and PKI solutions, respectively, is
calculated as follows:

TKD-V
cCost™™!~V = ccost PEStY + CcCost

CCostPKI™V = cCcostX-50%V

Consequently, from these two last equations, sf +sy <<Ncgg, HKMI is
computationally “cheaper’” on a nodethan PKI for qy +rn, <sy. Here we have to
distinguish to cases: (¥)is a NTP node; (2 is a TP node.

In case (1), the above condition reducesta s, . Assume that everty seconds a node
quits the WAHN. Theng=T, /t; nodes leave the WAHN durin,. Further assuming a
uniform probability of node quitting, thefN/P)xq TP nodes quit durind@y. Similarly,

the probability that a specific TP node (more cetaly the one serving quits is 1N.
Then:

Qv =(TV /tq)x]/P

This equation shows that the period of tifyethat a noder can expect to be connected
to the WAHN without the need to re-establish a Adéis Pxt,. For instance, consider
a WAHN with 256 nodes and with a (high) membersttipnge rate df= 10 second$
(i.e. tq=20). In such a casey, =14 hours.

Consequently, if during the whole period of timéN@P nodev is connected to the
WAHN, v establishes in average more tlaare new key using the TKD protocol each
period Ty, HKMI results more computationally efficient feithan using PKI.

In case (2), the value af, can be controlled by. In each interval off\, secondsy
should not accept more TP service requests thanntimber of new keys to be
established minus one, i.e; -1>r, . Consequently, if during the whole period of time
a TP noder is connected to the WAHN, establishes in average more thgn-1 new
keys using the TKD protocol each time peribgd HKMI results more computationally
efficient forv than using PKI.

A last rule can be derived from the previous anslysomadicnodes, which can be
foreseen to have a short transitive connectiohéd/WAHN, should not play the role of
TPs.

3.6.3.1 Assimilation of TP-domain

To minimize the computational overhead caused By EBtablishment” process when a
TP quits the network, TP-domains can be assimilated

'8 The average membership change tasenfluenced by nodes joining and quitting the WMHT nodes
join and quit at the same average tatet,, thent= t,/2.
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Before a TP quits the WAHN, it transfers its trasteodes to its parent TP. In this
manner, nodes from the quitting TP become assiedilatto the parent’'s TP domain
without having to re-establish trust with any TBr Fastance, if TP-Y on Figure 4 quits,
nodesv andz formerly included in Bpy, become assimilated byrpx (see Figure 11).

Figure 11. Assimilation of a TP-domain

Consequently, nodes only need to establish their ®® just in joining the network.
Additionally, changes on WAHN membership do notréase the computational
overhead of the HKMI significantly.

3.6.4Storage Cost

Although we do not consider the storage requiremantelevant constrain in WAHNs
of nodes with moderate resources, here we proviteied analysis on the storage
overhead of the HKMI.

The main storage requirements of the HKMI (asidenfthe need to store public keys
and certificates) arise from the need to store éRoBte table and TP-shared-keys on
TP nodes.

Assuming a naive implementation, the TP-Route tablgains the IDs of the nodes
of the WAHN. The TP-shared-key can be computedgusie method to compute
long-term shared keys in Lotus Notes [16]. Withsthiethod the TP-shared-k&ytpx
issued byTP-Xto any nodey included inDtpx can be easily derived from a secBgtx
(only known toTP-X) and the identifieiDy, without the need fof P-X to storeS, tpx,
i.e. TP-Xonly needs to store its sec&px.

Therefore, the storage cost ©R-Xis calculated as:
SCosk = Px Siz€ID) + Siz€S;py)

In WAHN applications using node IDs of 8 bytes @edrets of 16 bytes, each TP needs
to merely store 2 Kbytes of data in order to enaipléoP = 256 nodes in the WAHN.

3.6.5Security Analysis

WAHN applications can be divided in two big casepehding on the ownership of the
nodes:

1. Mobile nodes are owned by a single administratingtye (e.g. a hospital IT
administration),
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2. Mobile nodes are owned by different administratemtities (e.g. different
human users).

From the security perspective we have to furthetirjuish two types of case (1.). In
applications of type 1.A the risk of node compragislow or null (Recall we designed
the HKMI particularly for applications of type 1AJype 1.B models applications with
moderate or high risk of node compromise.

In applications of type 1.A, the major securitykasare imposed by the open nature of
wireless WAHNSs. Here an outside attacker may trgrionymously eavesdrop, modify
and replay WAHN wireless communications and/or em@@tt bogus messages.

In this case, the HKMI exhibits perfect security.dffect, the messages exchanged by
core HKIM protocols are always transmitted throughannels protected with
confidentiality and integrity mechanisms.

In practice, employing an implementation with secaryptographic algorithms and
appropriate key lengths and lifetimes, no secwséwsitive information can be learnt
eavesdropping wireless communications in offlinereal-time attacks. Additionally,
these messages cannot be replayed or modified @k bmessages cannot be injected
in the wireless channel without going detected.

In applications of type 1.B an attacker may add#ity compromise nodes. This
attacker can fake trusted identities or issue flaéges and trust recommendations.

Note that, in order to succeed in such an attacst, the attacker must capture a TP
node. This task is particularly difficult becausePsT remain anonymous to

eavesdroppers. This feature "hides" the TPs toatteezker and, consequently, he/she
needs to capture nodes randomly.

In a network ofP nodes withN TPs the probability of success in capturing a oBenis
N/P. ImagineN/P = 0.1. In this example, the attacker needs tourepn average of 10
nodes to succeed finding a TP among them. Thighet$W AHN enough time to detect
and react against the attack. In general, in apiptios of type 1.B, the ratid/P should
be high to minimize the risk of TP captures.

In addition to the threats of applications of typ®, in applications of case 2 some
nodes may misbehave by not cooperating. Moreovenjséehaving user may try to
fake information in its behalf or in behalf of itmates”. These kind of attacks are
common in other security solutions based on nodgt @nd cooperation [62][15][17],
and, particularly, also in the HKMI.

In applications of case 2 the security robustndsth® HKMI can be improved by
adding one or a combination of the following coumteasures. The first
countermeasure consists in coupling reputation ar@sms [65] with HKMI. As a
misbehaving node is detected, it gets a "bad" egjout value. Nodes with bad
reputation (too many associated "bad" reputatidnes is not trusted anymore by the
rest of nodes, despite it holds a public key aedié signed by a trusted CA.
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Second, the average number of intermediate TP ncale®e minimized to reduce the
risk that an attacker is among them. Similarly, foemation of isolated trust graph
cycles (to the cost of decreased trust graph caivitgt can be allowed to reduce the
effect of the attack to just a portion of the WAHN.

Finally, nodes can establish multiple alternativ®sT(to the cost of increased
computational overhead). In this manner, theretaxsltiple trust routes connecting
two end nodes. The probability of having a misb&mgav P between two end nodes
decreases when multiple alternative routes exist.

3.7 Summary and Conclusions

In this chapter, we have presented the HKMI for WM\Bbplications requiring efficient

confidentiality, integrity, authentication and noepudiation services. It finds particular
application at WAHNs of moderate-resource nodesiemdiivore or placed around
human users.

We apply a cooperative approach to improve time andrgy performance of key
establishment protocols enabled by existing WAHN IPKThe HKMI uses an
underlying PKI to initially set-up trust relatioripe between nodes of the WAHN. In
this manner, a random trust graph connecting allnibdes of the WAHN is generated.
Nodes of the shortest trust path connecting two modies cooperate on demand to
securely distribute trust information and symmekrgs to the end nodes.

Our analysis demonstrates that HKMI operating vatlsingle CA allows nodes to
establish keys up to two orders of magnitude fa&ee Figure 8) and investing up to
three orders of magnitude less battery resource Fsgure 6) than with PKI with a
single CA.

Typically, in WAHNs nodes will not possess a cértfe directly signed by a common
CA but by a chain of multiple intermediate certiies leading to a common root CA. In
such a scenario, the improvement of HKMI in respecPKI increases further. To
establish a symmetric key, in PKI two nodes neeéxchange and validate multiple
intermediate certificates to ultimately validatee thertificate validating each other's
public key. In HKMI intermediate TPs generate amtribute a symmetric key to both
nodes without the need to exchange long public besed messages or compute
intensive PKC operations.

HKMI enables time and energy efficient security WAHNSs independently of the
WAHN membership. However, because the “TP Estalvlesit” process is based on
public key cryptography, the same concept cannoapied to ad hoc networks of
extremely resource-constrained nodes (e.g. forl@gsesensor networks).

Additionally, because trust and key distributiom&sed on cooperative trust, the HKMI
does not result an optimal security solution for MMs of unattended nodes in public
or hostile deployment areas. Finally, a cooperakieg distribution approach may add
significant energy and delay overhead in WAHNsavi-duty cycle and highly mobile
nodes.

All these problems are tackled and solved in Chapte
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4 Deterministic Pairwise Key Pre-Distribution

Key pre-distribution is to date the best altermatio provide security for WAHNSs of
extremely resource-constrained nodes [30][2][3].

In this chapter, we present our DPKPS [2] for WABturity. In short, the DPKPS is a
system to pre-distribute keying material to WAHNdes. It enables any pair of nodes
to directly establish a pairwise symmetric key in an efficieatnner.

This chapter is organized as follows. In Sectidhwe set the scope, assumptions and
objectives for the design of the DPKPS. Sectiors and 4.3 introduce important
theoretical background to understand the developmifetne DPKPS in Section 4.4. In
subsection 4.4.5 we further describe how nodesl &malidentified to substantially
improve the communication efficiency of the oridifdPKPS. The exhaustive and
thorough theoretical and practical analysis of KPS is presented in Sections 4.5
and 4.6, respectively. Sections 4.7 and 4.8 compgaeDPKPS with related work.
Section 4.9 summarizes and concludes this chapter.

4.1 Design Scope, Assumptions and Objectives

The DPKPS is targeted for WAHN applications reaqugrextremely low-power security
services of authentication, communication configgity and integrity. It is of especial
interest for (but not limited to) mobile sensorwetk (MSN) applications.

Nodes are low-cost battery-powered devices withtdidh computational and storage
capabilities. Representative devices include thaig@rain wireless nodes (see Figure
16) developed by Philips [54][55] and the MICA Motamily of wireless motes
developed by Crossbow.

An AquisGrain (and MICAZz) is provided with an ATma&28L low-power 8-bit micro-
controller and a 16-bit wide bus. It can be configlto work at a clock frequency of up
to 8MHz. Because of these features intensive sgayperations in AquisGrain can take
up to several seconds.

Aquisgrain (and MICAz) also includes a 128 Kbytdsflash memory, a 4 Kbytes

EEPROM and a 4 Kbytes of SRAM. The EEPROM functiassa computer BIOS,

which stores critical data to enable self-bootifge flash is mainly reserved to save
application software. In sensor network applicaiothese nodes have intermittent
connectivity to the WAHN. Consequently, a big paontiof the flash memory must also
be reserved to store transiently gathered sensar he SRAM offers just 4 Kbytes to

store dynamic variables handled by running procesBecause of these memory
limitations an AquisGrain cannot compute operatiaith big numbers as required for
public key cryptography. Moreover, the footprint s&curity modules cannot be of an
excessive size.

Aquisgrain is sourced to a tiny cell battery of Gltvof limited energy capacity. In
typical sensor network applications, it is requitkdt nodes can operate weeks, months
and even years without manual intervention. Theegfausage of power-intensive
operations is prohibitive.
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To reduce manufacturing and WAHN-overall costsséheodes are typically produced
without tamper-protection modules.

In the applications considered in this chapter sate deployed and left independent in
a given physical area. Because of different reageigs the human owner cannot or has
difficult access to that area; the owner needsstadaployment, and so forth) nodes are
typically randomly deployed. After the deploymeihiage, i.e. when the nodes occupy a
position in the final deployment area, nodes withiineless range —neighbors— form
links autonomously and, ultimately, a WAHN. Becausmles operate at low-duty
cycle, nodes rely on intermittent short-range veisel communication to sporadically
connect to the WAHN [40].

After the initial deployment, new nodes may be adtethe WAHN sometime later.
Naturally, these nodes need to be interoperablé e old nodes existing at the
WAHN.

In typical WAHN applications, nodes are attachednobile objects (e.g. to a human
body or to an animal). In this case, the processxaife deployment and WAHN
formation is dynamic. Thus, predicting which nodedl come into proximity and
establish wireless links becomes even more diffithan in the previous model. In such
applications, the best approach is assuming thahade may come into proximity and
establish wireless links with any other node. Bseanf the singularity of this case, it is
also possible that WAHNSs coexist sparsed in theesdaployment area. Mobile nodes
randomly move and eventually connect to any ofdhN&&\HNSs [2][3].

The WAHN can be formed of a huge numlideof nodes. That is, up to hundreds of
thousands of nodes. Because of intermittent wiselmmnnectivity, multiple WAHN
partitions can occur. In mobile scenarios, thaodes disperse and form multiple non-
interconnected not necessarily equally-sized WAHNS.

Typically nodes are deployed in public or hostilages and left unattended [29][40],
where the risk of node captures becomes evident.

Our design aims at maximizing the scalability, cectivity and security properties of a
key pre-distribution system while adapting to reseuand energy limitations of nodes.
The DPKPS must exhibit perfect connectivity prop€ite. probabilityone that two
arbitrary nodes can establish a key) of the DPKR&pendently of the WAHN
membership, size, topology, physical connectivityl anode density. Consequently, it
can be equally applied to small/medium/large partéd/unpartitioned WAHNSs of
static/mobile nodes.

4.2 A-degree Symmetric Bivariate t-Polynomial Set

In the rest of the chapter, let us assume thaM¢IN application requires keys of
llogq] bits (e.g. 64 or 128 bits). We define=[|logq]/|logq']], t=1, andN'=q-1.
Typically N'<<q-1.

A symmetric bivariatel-degree polynomial over a finite fiele; (whereq' is a prime)
is a polynomial of the form(x, y) :Zi"’jzoaijxiyj , Where each of the coefficients are
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randomly taken from a finite field withg' elements anda, =a; (Note that
F(xy)=f(y,%).

After Blundo et al [19], a polynomial share(p,,y)is defined as the evaluation of
f(xy) in a valuep, of Fy. Polynomial evaluation involves modular additionda
multiplication operations in Fy. A partial pairwise key of |logq| bits
K'w=Tf(p,p,)=f(p,p,)results from the evaluation off(p,,y) at point p,, or,
symmetrically, from the evaluation df(p,,y) at pointp,.

The resiliencya of the polynomial isa =1 +1, i.e. a distinct polynomial shares need to
be pulled together to generate the original polylafi9]. A polynomial can be used to
generate up tov'= g-1 distinct polynomial sharés. Each polynomial share can be used

to generateN' pairwise keys [19]. The length of a polynomial €haf (p,.y)Is
(A +1)logq'] bits.

Let us define a joint set of A-degree bivariate polynomial$f; (x,y)},-. . With
coefficients orfq as at-polynomial-setF, (x,y) . Thet-polynomial-setr,(p,, y) evaluated
at pointp, hereafter is &polynomial-set share.

After Liu and Ning[23], a pairwise key,, of target lengtH logq] bits (e.g. of 64 or 128
bits) can be compounded by concatenatingt thertial keys{k,,}_ , generated with
polynomial share$ fi(u,y)}i-.. with coefficients onFy (o'<<q, whereq' is a prime of
the form q'= 2« +1) without a significant loss of security. Thattise resulting logq|-bit

key possesses similar entropy as it had been dgedewith a A-degree bivariate
polynomial with coefficients ofy (with g prime).

Therefore, a t-polynomial-set F.(x,y) can be used to generate&l' distinct
t-polynomial-set shares and eatpolynomial-set share can be used to genendte

pairwise keys. A t-polynomial-set is A-collusion resistant. The length of a
t-polynomial-set share, (u,y) is (A +1)logq] bits.

The generation of keys usitigpolynomial-sets can be applied to any polynomialeoa

KPS under certain lower bound ohimposed byqg, g and the total number of
polynomials oveFy used by the KPS. We will extend on this last igsusection 4.5.6.

The valueq’ can be chosen to optimize computational efficieimcgodes (see section
4.6.5.5).

4.3 Finite Projective Planes
A Balanced Incomplete Block DesidBIBD) [48][49][50] is an arrangement of

distinct elements intav blocks such that each block contains exdctlystinct elements,
each element occurs in exacthdifferent blocks, and every pair of distinct elense

7 Although Ry containsg’ elements, the valug cannot be used for evaluating a polynomial beeatis
represents the valuemodq', i.e. f(q',y) =k is a constant that cannot be used to generateipaikeys.

65



Chapter 4: Deterministic Pairwise Key Pre-Distribrt

occurs together in exactly blocks. The design can be expressed (\agx), or
equivalently(v,w,r,k,x), where:x(v-1)=r(k-1) and wk =vr.

In a symmetric BIBD (SBIBD)w=v and, thus,k=r. A SBIBD has four interesting
properties: every block contains=r elements, every element occurskiar blocks,
every pair of elements occurs mblocks and every pair of blocks intersectsxin
elements.

Finite Projective Planes (FPP) is a subset of SBIRD special interest for key pre-
distribution. An FPP is an SPIBD with paramets+n+1n+11) [50][49]. An FPP

exists for any prime power, where &2. FPP of orden has four properties: (i) every
block contains exactip+1 elements, (ii) every element occurs on exacty blocks,
(iii) there are exactlp?+n+1 elements, and (iv) there are exactlyn+1 blocks.

In the following, let B denote block number of FPP{nz+n+1n+11). Let also
{b.,b,..b,..} be the elements . Note that each element;, j=1.n+1, occurs inn
additional blocks of the FPP.

Examplel: The seven blocks of an FP(FY-,3,1) constructed with the integers from 1 to 7:

{124,{239,{346,{45%.{563.{673,{713
4.4 Deterministic Pairwise Key Pre-Distribution Concept

The  DPKPS pre-distributesn+1 distinct t-polynomial-set ShaI‘ESFbiyj (Py;» Y) s
j=1.n+1, to each node. The indicesb ; of o (P Y) s for j=1.n+1, are associated
to the element ; of a block B, of an FPP{n? +n+1n+11).

This distribution guarantees that any two nodesdv carry distinctt-polynomial-set
sharesF,(p,,y) and F.(p,.y), respectively, of (at least) one commivpolynomial-set

F.(x,y) and, thus, can establish a pairwise key.

The DPKPS consists of four stages:

1. Set-Up. A number of t-polynomial-sets are generated and evaluated for
accommodating up tN nodes,

2. t-Polynomial-Set Shares Pre-distributioA number oft-polynomial-set shares
are pre-distributed to each node,

3. t-Polynomial-Set Shares Discoveiiywo nodes find that they carry shares of the
samet-polynomial-set,

4. Pairwise Key Establishmentwo nodes establish a pairwise key.

4.4.1Set-up

A set-up server randomly generates a &etof tx(nz+n+1) A-degree bivariate
polynomials { f; (x, y)} over Fy. Subsequently, forb=1.n?+n+1, the set-up

b=1.n2+n+l
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server sequentially pickspolynomials from// and formsn? +n+1 t-polynomials-sets
Fb(x! y) .

Then, the set-up server generates an (FPPn+1n+1;L), with elements belonging the

setSof integers from 1 tm? +n+1. The sefSis associated with epolynomial-set pool,
l.e. each elemery, b=1..n>+n+1, in Sis associated with a distinct t-polynomial-set

Fo(X,Y) -

Further, each blockB of FPP is associated wittN'/(n+1) rings of distinct

t-polynomial-set shares. The properties of FPPsagiiee that any pair of rings has at
least one t-polynomial-se, (x,y) in common.

Example2: Seven t-polynomial-sets can be arranged in blotks (FPP(7,3,1) as follows:

{RFFL{FRFRL{RF R {FFF L {RRFL{FFF L{RRF,}
4.4.2t-Polynomial-Set Shares Pre-Distribution

Each nodeu of an N-node population receives from the set-up servdisainct ring,
which includesn+1 t-polynomiatset sharesbiyj (P, Y) » Where p,, OFq, b ; OB OFPP,

andj=1.n+1.

To guarantee uniqueness of pairwise keys, two réiffienodess andv cannot receive
the same t-polynomialset F.(x,y) evaluated in the same poimi Since each

t-polynomiatset F,(x,y), b=1..n>+n+1, can be evaluated im'=q-1 different points
and the indexX of F,(x,y) appears im+1 FPP blocks, then each of these blocks (where
b occurs) shall be used to pre-distribufiéestinct shares of F,(x,y) to no more
thanN'/(n+1) different nodes.

Here we detail a key pre-distribution process tooaumodate up tN'(n2+n+1)/(n+1)
nodes®

1. Starting with the first block; of FPPwith elements{b,,,..b, ...}, the first node
(up) receives t-polynomials-ssharesF, , (p,,y)to F, . (p:,y)evaluated at poinp,

of Fg; the second nodew) receivesF,  (p,,y)to F, . (p.,y)evaluated at poinp,;
and, so forth; till the N'/(n+1)-th node (nyme1) receives F, (puymy.¥)t0
Fot e (Priney Y) evaluated at poirgn (n+1),

2. Following with the second blocB, of FPPwith elements{b,,,..b,.}, assume
b, =b,;, Node Uiy receives Fopt (P ) which is evaluated at point

18 A variation of this process can be used to accodateoN < N'(n? +n+1)/(n +1) nodes, if desired.
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Puvine1) (DECauser,  (xy) is already evaluated in lower points for nodes..

Unine), @NdF,, (pyy) tO Fy,  (piyy) evaluated at poirgs; and so forth.

b2 n+1

This process is repeated to accommodate dprtodes using all the blocks of the FPP.

Example 3. Let us use the finite fidids; with elementsl2,..257 (N'=256) and the FPF(—7,3,1)

of examples above. In this case, the t-polynonealskare pre-distribution phase goes as follows
(see Figure 12): starting withB: ={124}, the set-up server distributes to node W) (

FQLy) ,F,4y) and F,(y); node 2 (), receivesF, (2,y),F,(2y) and F,(2y); and, so
forth, till node 85 (1)) receivesk, 85,y) ,F, 85y) and F, 85 y).

Following with Bz ={235}, node 86 receive$, 86,y),F; (L y) and F; (L y); node 87 receives
F,87,y),F (2 y) and F (2 y)and so forth.

FPPblocks  t-polynomial-set share pre-digtribution

S1 S2
1
2
4
S87
2 F2(87,y
3
F 2, o
:

Figure 12. Example of t-polynomial-set pre-disttibn

A simple way to identify a noda in the DPKPS is to concatenate thel indices
B,,.-b,.0f the n+1 t-polynomial-set shares it carries with th€l points pu...pun

where they are evaluated. Such an ID uniquely ifiesta nodeu and enables simple
discovery of common t-polynomial-set shares.

Because a simple ID requires excessive storageesmaw incurs excessive
communication overhead (see Sections 4.5.3 and)4.@e discuss an improved
version of node IDs in section 4.4.5.

4.4.3t-Polynomial-Set Shares Discovery

After node deployment, before establishing a paewkey, each node must discover
which t-polynomial-set it shares with its communica neighbow.

Nodesu and v exchange their IDs, which implicitly contain thedices of then+1
t-polynomial-set shares they carry and the poip{S..puni: Pui-Pune Where their

respectiven+1 t-polynomial-set shares are evaluated.
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Finally, they find an indeX (corresponding to the common t-polynomial&et,y))
and the respectivevaluation pointg, andp,.

Because of the properties of FPPs, two nodesnd v with respective n+1
t-polynomial-set shares distributed according to #iements of different blocks
B,B; OFPP,i# j, carry shares abnet-polynomial-setF«(x,y) (See Case A on Figure

13).

Similarly, two nodes with respective+1 t-polynomial-set shares distributed according
to the elements of the same block OFPP carry shares ofn+1common
t-polynomial-sets (See Case B on Figure 13). Thisrstr&ind of nodes can use any (or
a combination) of thex+1 t-polynomial-set shares to compute a unique pairkeseof

llogq] bits.

S2

Case A: One common share  Case Bn+1 common shares

Figure 13. t-polynomial-set share discovery cases

4.4 4Pairwise Key Establishment

To calculate a pairwise kell,, nodeu firstly evaluates the A-degree bivariate
polynomials f, (p,,y) (included inF (p,,y)), for r=1.t, at pointp, (i.e.f(p,, p,)) tO

obtaint partial keys.

Finally, nodeu truncates the partial keys to|logq'| bits and concatenates théey
segments to form a final pairwise ki€y, of |logq] bits.

Example 4 Following with Example 3., to establish a pairwise kely,g,, nodes 1 and 87 evaluate
F, (@ y)and F, 87, y) at points 87and 1, respectively.

4.4.50ptimized Node Identifier

Because using simple node IDs considerably augnteatstorage and communication
costs of the DPKPS (see Sections 4.5.3 and 4.m4dhis section we present an
alternative method.

The method to construct optimized node ID explqtsperties of FPPs based on
mutually orthogonal latin squarg81OLS) [48][49][53].

The DPKPS FPHr? +n+1n+11) is to be developed from a setrel MOLS of ordem.

A node u is to be identified concatenating three numbkrs,, and 1™, where
1<i<n?+n+1, 1<i,<N'/(n+1) and 1<e,<n. The first number,i, identifies a
blocks OFPP according to which the t-polynomial-set shasksi are chosen. The
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second numbeii,, identifies the turn, in the distribution of t-polynomial-set shares to

u within B;. The third number] ™, identifies an element of the Latin squarefrom
which B; is derived.

The rest of stages are to be implemented as prayiexplained in sections 4.4.1, 4.4.2,
4.4.3 and 4.4.4.

The following subsections show that using such BR Enables the optimized node IDs
for the DPKPS without any loss of functionality. aths, the new ID also enables the
discovery of t-polynomial-set shares and its poaftevaluation.

In the performance analysis (Sections 4.5 and 4v@),demonstrate the improved
performance efficiency of the DPKPS processes edaty the optimized node ID.

4451 MOLS

A Latin squar®’ is an nxn square matrix. whose entries consist of elements such
that each element appears exactly once in eaclamoveach column [53].

We will use as elements bfthe integers from 1 to. A simple way to construdt is by
placing the integers 1,2n.in their natural order in the first row and, fansecutive
rows, by cyclically rotating the previous row teetleft. For instance, foii=3:

1 23
L=|2 3 1
312

Two Latin Squares? = |if| and L?=[i?] onn elements 1,2,n.areorthogonalif, when

superimposed, each of tmé ordered pair of elements(t,I?), i=12.n; j=12.n,
occurs exactly once.

A set of Latin squares!, L2,... L' of the same order, each of which is an orthogonal
mate of each of the others, is called a set of MOA.Set ofn-1 MOLS of ordem is a
complete set [53].

1 2 3 1 2 3
=12 3 1[2=13 1 2
31 2 2 31

For n a prime power the set of polynomials of the forfx{x,y)=ax+y, az00F,

represent a complete set ofl MOLS of ordern [53]. This leads to a simple
construction method: le#;, e, ..e, be the elements ¢, i.e. the integers 1n. Then,

for each elemerd,,, m=12,..n, the elementg™ of the matrixL = aresequentially

| ”em

calculated by the following equation:

19 Also used to derive the popular Sudoku puzzles.
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I =(enxe)+e (Eg-1)

Observe that the parameterande, are sufficient to reconstruct a specific orthogona
Latin square=°m = . This is a property that we apply for the discgvef common

t-polynomial-set shares (see Section 4.4.5.3).

€
|ijm

4.45.2 Construction of an FPP from MOLS

Let L1, L2,...." be a complete set of MOLS of ordeandM an nxnmatrix. Firstly,
matrix M is to be constructed by placing th&integers 1...n in their natural order
from the first to then-th rows. For instance, for= 3:

1 2 3
M=(4 5 6
7 8 9

Secondly, generate an Affine Plane {&@®)of ordern from the MOLS as follows [53]:

() the firstn blocks are the rows d¥l, (ii) the second blocks are the columns o,
and (i) the remainingn®n blocks are formed by sequentially superimposinghea

L™ on M, and taking as blocks the elementsvbivhich correspond to a single element

I*min each L™. Since eachL™ contains n different elements, eachL™ : M
superposition yielda blocks.

Finally, to obtain an FPEw+n+1n+11), (i) add a new integen?+1 to the firstn
blocks of the Affine Plane, (ii) add a new integér2to the secona blocks, (iii) add

an integern? +2+e, to then blocks constructed from each™, and (iv) add a new
block to the design, which contains tirel new added integers.

Note that, givem and an FPP block indexit is simple to reconstruct the elements of
block B OFPP,1<i<2n. For instance, fon=3, blocks: is constructed from the first
column ofM 3x3and the integer 11, i.e =(14711).

For a block B OFPP, 2n<i<n?+n, index i also implicitly identifies the indexn,

1<e,<n-1, of the Latin squarer;em , from whichB; is generated. For instance, fer3,
blockB,, is generated frorh?.

To reconstruct one of these blocBs 2n<i<n?+n, the element ™ is additionally
required.

4.4.5.3 Discovery of Common t-Polynomial-Set Share
In this section, we describe how a nodecan calculate the indices of its own
t-polynomial-set shares and those of a partner no@y comparing this information,

nodeu can derive the indek, 1<k<n?+n+1, of the common t-polynomial-set share
F.(p,,y) With nodev.
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Recall that the indices of the t-polynomial-setreba:bi‘j(puj,y), j=1.n+1, which a
nodeu carries, are a one-to-one mapping to the elen{ents,...b ..} of a B OFPP.

As we advanced in the previous section gimethe index of B and an integer®, it
is possible to uniquely reconstrufet,,b ,,..b ..} =B . Here we have to distinguish two
cases:

1. blocksB, 1<i<2n, ands, _, whose reconstruction is trivial;

2. blocks B, 2n<i<n?+n, whose reconstruction is also simple but requihes
further analysis.

In the second case, we know by step (iii) of thestauction of Affine Planes that the
elements {b,,b ,,..b,.} of Bare taken from the positions & marked by 2

coordinates{(i,, j,). (. j>).-{i-. i.} Where! ™ occurs within L. Thus, determining these
coordinates, a node gets the elements of

First, from the index it is straightforward to derive, which identifies the Latin
squareL®» used to pickn of the elements oB. Second, recall that in a Latin square
each element appears exactly once in each rowastd@lumn. Then, ™ occurs only

once in each row ofi.*, i.e. I°™ occurs at the positiof(s j,).(2 j.)..(n, j,}. Since
| ‘'m andey, are known, using equation Eqg-1, we have:

o =(em X1)+ejl’el =1

I°m = (e, x2)+e,,6, =2

|em :(emxn)-i—ejn’qn =n

e
Observe thatj, =I ™ becausdenxn)=0 in F,. This allows us to re-write the previous

system of equations as follows:
em
€jvy =€jx *em, k=nn-1..2 ande;, =I " OF, (see not&)

Becausee,_, =ej, +em <2n, Wheree;, OF,, the valuee;,_, in F, is calculated without
the need of any division operation as follows:

€ e
201 "M §E because M <n.
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&t :{ Cjk-1 = €l =N
€jy1 N = n<ej 4 <2n

Now sequentially order the distinct valuese; OF,, k=1..n, in a vectorV of n
pOSitionS(ejl,ejz,ejn).

Recall (from section 4.4.5.1) that the elemenis,, ..&,from F, are sequentially used
to calculate each elemefft of the matrixL® ="/, i.e. elemeng; is used to calculate

€,
Iij m

the elements at the positiof(s1),(21)...(n1)}, element, is used to calculate the elements
at the positions {(12),(22),(32)...[(n2}and so forth. Consequently, each value
(e,.e,.e,)0F, determines the coordinatég, j,).(2 j,)..(n j.)} where I~ occurs within

Lm e.g. if fori; =3, e, =2, thenj, =2 (1*~occurs af(1, j,).(2 i,).(32)-.(n. i, })-

Finally, mapping these coordinates to elemefhtmatrix M, it is now straightforward to
determinen out of n +1 the elements of . Now, we have a block of the Affine Plane.

Adding the integen® +2+e, to the block, we get the blodk,.b ,...b ..} =B .

4.4.5.4 Derivation of t-Polynomial-Set Share EvaluationriRoi

Assume a share of t-polynomial-sef(x,y) has been distributed tg i.e. F,(p,,y). TO
derive the poinp,, where nodel must evaluate its sham (p.,y)to generate a ke,
nodeu must follow a simple process enabled by the progeedf the FPP.

Fromv's ID, nodeu knows the index of the common t-polynomial-set, a block index
and the distribution ordeg, and the orden of the FPP. Recai, is the order of a node
in the distribution of t-polynomial-set shares adwog to block B OFPP,
1<i<nz+n+1.

Let us advance thag, =s|N'/(h+1)]+i,, wheres, quantifies the number of occurrences
of F.(x y)in blocksB; OFPP, j=1.i<n?+n+1.

Because FPP is constructed from MOLS, its fifselements occuoncein each group
of n subsequent blocks:,Bz,..Bw, t=0,n2n3n.n?>. Then, given a block indek
1<i<nz+n, and a t-polynomial-set indeékx k <n?, deriving its occurrence countgris
trivial, i.e. sc=i/n].

Furthermore, each elemeritthe formk=n?+j, j=1.n+1, occursn times in the group
of blocks B,,;.i =1..n. In this cases, =i-n(j -1).

Finally, the elements=n*+j,j=1.n+1, of block B, _occur for then+l-th time
within the FPP.
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4.5 Analytical Performance Evaluation

In this section wanalytically’* assess the DPKPS and compare it with related sshem

4.5.1Scalability

Each block of FPP is used to accommodate wp/fo+1) different nodes and there are

n? +n+1 distinct blocks. Therefore, the number of noNehat the DPKPS scheme can
accommodate is given by:

N < N'(n? +n+1)/(n+1) (Eg-2)
4.5.2DPKPS Resiliency

The resiliencya of the DPKPS can be calculated as the number désithat a smart
attacker needs to capture to compromise alhffia+1 t-polynomial-sets, i.e. to disrupt
DPKPS security completely.

Consider a first case where each t-polynomial-$eh® DPKPS is used for no more
than A nodes. In this case, the DPKPS exhibits perfesitieacy (but the scalability is
restricted toN < A(n? +n+1)/(n+1) (see Section 4.5.1).

Now consider that each t-polynomial-set is usegradistributel shares,A +1<i<N'.
The attacker succeeds compromising tien+1 t-polynomial-sets by gettind+1
shares F,(p,.,Y)--F.(PoasyY) €valuated at different pointg, OFq, p,; # ok, 2K,

for j=1..A+1, for each t-polynomial-set, (x,y), b=1..n> +n+1.

Two important properties of FPPs are used to furdrealyse the resiliency of the
DPKPS:

1. Any n+l blocks with aspecific element én common contain ther? +n+1
elements of the s&

DemonstrationAny specific elemens appears in exactiy+1 blocks of the FPP
and any two blocks of the FPP shares just one @leme&ommon [50]. Then, in
n+1 blocks with elemens in common, the number of no common elements is
n(n+1). By adding elemert, we obtain then> +n+1 elements of the s&

2. And, as a consequence of property 1., therendrblocks not containing a
specific elementig common.

Let A +1<i/(n+1). Because t-polynomial-set shares are pre-distribaiccording to an
FPP, thesmart attackef* needs to captufe+1)(n+1) nodes with the samspecific
t-polynomial-setr,(x,y) to be able to recover all the keys.

2L A practical evaluation is also presented in arlagetion.
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To compromiseF,(x,y), a smart attacker needs to fild1l nodes carrying it. By
choosingF,(x,y) and capturing+1 nodes carrying shares of it, in rings associabed
n+1 different FPP blocks, the wise attacker can compronfge,y). In turn, he/she
additionally getsi*+n t-polynomial-set shares,(p,,y), b=1.n?+n+1, s#b, evaluated

at pointsp, OFq'.

By repeating the previous operatigfl times, capturingn+1 different nodes each time,
the smart attacker gets(A+1)x(nz+n+1) t-polynomial-set sharesF,(p,,,y),

Poi OFQ', Poj % Poxs J 2k, j=1.A+1, b=1.n*+n+1, and, thus, he can re-generate the
n*+n+1 t-polynomial-sets.

In casex +1>i/(n+1), the smart attacker needs to capture a slightieased number of

nodes. In any case, the resiliency parameter (ier dmart attacker case) can be
approximated &<

O smart = ()\ +1)(n +1) (EQ'3)

Let us hereafter analyze the resiliency of the D8Kihder anunlucky obliviou&'
attacker

Assume each t-polynomial-set is used to pre-disteibshares +1<i < N' According
to then+1 blocks of the FPP with the samgecific element, s shares ofF,(x,y) and

i/(n+1) shares of each,(p,,y), b=1..n>+n+1, s#b, are pre-distributed.

Then, according to th@’ blocks of the FPP without the sarspecific element s
i —i/(n+1)shares of eacl,(p,,y), b=1.n? +n+1, szb, are pre-distributed. Note that the

total number of shares distributed using tieblocks of the FPP without the same
specific elementis then(n2 +n)i -i/(n+1)).

Since every node carries-1 distinct shares, the number of nodes carryiegdlshares
is (n2 +n)(i —i/(n+1))/(n+1).

Then, an unlucky oblivious attacker may need to twap up to
(n2 +n)(i —i/(n+1))/(n+1)+A +1 nodes to compromise the DPKPS. Therefore, in s c

of theunluckyoblivious attacker, the resiliency parameter is:

uunlucky =in2/(n +1)+)\ +1

In general, the resiliency parameter for a genanlvious attacker is:

2 Recall that the smart attacker captures nodestielly (see Chapter 2).

2 We will usea = (A +1)(n+1) in the rest of the chapter.

24 Recall that the oblivious attacker captures nadadomly (see Chapter 2).
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Gsmart < Goblivious < cxunlucky

More precisely, the resiliency of the DPKPS canchkulated as the fraction of total
communications compromised when an oblivious adackpturedN; nodes randomly,
whereN, > .

Consider two arbitrary non-captured nodeandv, which share one t-polynomial-set
F.(x,y) . Since at least + 1 nodes carryingr.(x,y) need to be captured to compromise
F.(x,y), the probabilityp. that the oblivious attacker can compromise thie fietweeru

andv is:
L Zaliln

Pe =1- (I\']lc)

The equation ofp. can be used to calculate the fraction of total mmmications
compromised wheN; nodes are captured.

To analyze how the parametersand n influence the resiliency of the DPKPS, we
calculated the fraction of compromised communicetias the number of compromised
nodes grows (see Figure 14 where we considerecpalgimn of N =1000 nodes and
available memory space equivalent to 125 keys).

_— n=2,A=40  mee= n=2, \=24 = = n=13,A\=7 = n=61,A=1

0.61T

0.471

Fraction of compromised communications

W+
o
o

1 1
0 100 200
Number of compromised sensors

Figure 14: Fraction of compromised communicationdear oblivious attacker node captures
(N =1000, m=125)

Figure 14 shows that the DPKPS exhibits a relatil@hg period of perfect resiliency

for low values ofn (and for relatively high values a). In these cases however, the
transition from perfect resiliency to no resilieneshes significantly around values of
N close tom.
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Consequently, configuration of the DPKPS with lowlue of n should be used in
WAHN applications with high risk of node capturesdarelatively low scalability
demands.

Figure 14 also shows that a DPKPS with relativabhhvalue ofn exhibits a smooth
transition from perfect resiliency to no resilieneynen N. grows. In these cases, the
attacker needs to capture much more tmarodes to compromise 100% of the DPKPS
t-polynomial-sets (Recall, for comparison, that tésiliency of Blundo KPS is limited
to m nodes). However, in these cases, the period ofepenfesiliency is almost
inexistent.

Consequently, this kind of configuration shouldused in applications with low risk of
node captures demanding huge scalability and caatipoal efficiency. Additionally, it
can be used in applications where nodes are prdvafereliable tamper-resistant
modules or where a certain fraction of comproms@umunications is tolerated.

In the rest of the chapter, unless otherwise statedenotes the resiliency of a KPS
against the smart attacker.

4.5.3Storage Cost

Each node needs to store-l t-polynomial-set shares, which includeA-degree
bivariate polynomial shares ovigg.

Each polynomial share ové occupiesi+1 times the size of a partial keywdq bits)
andt of these polynomiald+1 times the size of a pairwise keydgqbits).

Then,

m=(A+1)(n+1) (Eq-4)

Additionally, each node must store its identifieet us analyze both the simple and the
optimized node ID methods.

In simple ID, a node ID is constructed by concatiegathe identifiers of then+1
t-polynomial-set shares a node carries with thd points inFy; where they are
evaluated. The index of a t-polynomials-set camdmtified in [log(nz +n+1)] bits and a

point of evaluation irg(q-1) bits.
Therefore, the size of a simple node ID in bitgiien by:

(n+1)[log(q-1)]+ log(n? + n+1)] (Eq-5)
The storage overhead contributed by the simple hidds of significant relevance as
grows (see Figure 15), especially when comparetiéanemory sizen in nodes. For
instance, withlogg'=8 and n=61, then (by applying equation Eq-5jzdID)=1240bits.

This ID size is equivalent to a 15.5 % of the memoccupied by t-polynomial-set
shares when a memony=125 (8000 bits) is considered.
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The optimized node ID is constructed by concategathe identifieri of a block
B OFPP, with a number®™ , identifying an element within a Latin squar®, and with

the number, identifying the turn withirB; in the distribution of t-polynomial-set shares
tou.

Observe that the maximum number of different bloeks FPP isn?+n+1 and the

maximum number of different nodes that can be accodated following each block is
N'/(n+1). Additionally, the maximum number of different elents within a Latin

SquareL of ordernisn.
Thus, the size of the optimized node ID is:
[tog(n? +n+1)|+[log((q~1)(n +1)}]+[log(n)]

For the example previously mentionegizdoptiD) =19bits, which just corresponds to a
0.95% of the memoryn=125.

1600 - .
Simple ID ———
Optimized ID - - - -
1400
1200 -
1000 -
%]
3 800 -
600 -
400
200 -
o ] I e = = ]
10 20 30 40 50 60 70

n
Figure 15 Simple and optimized node IDs length

4.5.4Communication Cost

The DPKPS needs to find which common t-polynométlshare nodes andv have in
common. Note that, compared to other related KRB8%[R4], the DPKPS does not
involve third-party nodes in the establishment acbanmon keyK,,.

The rest of stages of the DPKPS do not demand duréxchange of information
between nodes.

To establish a pairwise key in the DPKPS two aabjtnodesi andv need to exchange
then+1 indices of their t-polynomial-set shares andgbent where the common share
is evaluated. This is simply achieved by exchangiodes IDs.

Using the simple method to generate IDs, both nodesed to
communicatex (n+1)x [[log(n? + n +1)|+[log(q-1)] bits.
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And, using the optimized node ID method, both node®ed to communicate
(10g(n? +n+1)|+[10g((q'=1)/(n +1))]+ [log(n)])x 2 bits.

4.5.5Computational Cost

If simple node IDs are used in the DPKPS, onlydbreration of pairwise keys needs
of computational effort from node nodes.

To establish a pairwise key, a node needs to etaltpolynomial-set share at the
corresponding point of evaluation. The evaluatidnaopolynomial share oveFg
requires A modular multiplications andA modular additions inFy [19]. A
t-polynomial-set includespolynomial shares ovéfy.

Therefore, the computational cost of generatingienpse key can be approximated as:

CCosteeveen=tx A x(add_F,. +mult_F)

If optimized node IDs are used, then nodes neetitlitionally compute operations to
discover a common t-polynomial-set share and toveleéhe point of evaluation. First,
generating a block of FPP from MOLS requires (atstha additions andn
multiplications inF,. To find a common t-polynomial-set share, a noéeds to
generate and compare two FPP blocks.

Then, neglecting the comparison operations, the pabational cost of finding a
common t-polynomial-set is approximated as:

CCosfsharebisovery = 2 x (add_ Fn + mU|t_ Fn)

To find the t-polynomial-set share point of evaloat a node needs to evaluate the
formula p, =s|N'/(n+1)|+i, with normal arithmetic, where, depending a FPFchlo

indexi and a t-polynomial-set inde) s =[i/n|, s, =i-n(j-1), or s, =n+1 (refer to
Section 4.4.5.4).

Then, for each case, the computational cost ofifjnda point of evaluation is
approximated as:

CCosfvaPanbeivaion = 2add + 2div+ mult  (Casesc =|i/n])
CCosfFvaPantpenvaion = gadd + div + 2mult  (cases, =i-n(j -1))
CCosffvaPantbervation = 3549 + div+mult ~ (Cases, =n+1)

We demonstrate later in our practical analysis th@dstharedizovery and CCostEvarroint berivation
are insignificant in practice (see Section 4.6.5).

4.5.6Existence and Security of Polynomials

We cannot make’ arbitrarily small (to adapt to the computatiomastrictions of low-
bit CPUs) andn? +n+1 arbitrarily large (to accommodate more nodes) eithpaying
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off a decrease in security strength of the DPKRS)é@neral, of any KPS using multiple
polynomials ovefFy).

In this section we investigate for whidht, andn, the required number of polynomials
overFy exists without decreasing the security strength.

To construct al-degree bivariate polynomial, the set-up servedsg¢erandomlyselect
a:(/‘zz) values from F [19]. Since the field & containsg elements, each

coefficient of ad-degree bivariate polynomial ovEy can take up tg’ values.

Therefore, the set-up server can choose up ddferent polynomials oveFy with o
coefficients:

o=(af (Eq-6)
Because thé polynomials included in a t-polynomial set are ramdly taken from a set

with gelements, an attacker trying to fake a t-polynosraél corresponding to any of
the y=nz +n+1 t-polynomial-sets of the DPKPS has a success piiilya

p. =y (U @) (Eq-7)
4.5.6.1 Polynomials Security Condition

The numberphas to be large enough to guarantee that 0 for target values af, or,

equivalently, it is practically impossible to falany t-polynomial-set used in the
DPKPS.

Let us assume that an attacker launches a brute-fattack to search a valid
t-polynomial-set, similar to the one to break a swtric key [52]. A symmetric key of
128 bits is an accepted value offering enough #gcstrength for the following
decades [51]. We want to achieve similar securityengith for any generated
t-polynomial-set, i.e. an attacker needs decadé&sdoa t-polynomial-set belonging to
the DPKPS.
Thus,

y><(1/cpt)s1/2128
Let us now assume thgtan be approximated a¥.Z'hen,

(/@) <1218 (Eg-8)

Observe that fixed =t, =[|logq]/|logq ||, then gis a function ofd. Consequently, the
polynomials security condition sets a lower boundin

U(p(A) €1/278Y <« A=At =te,n (Eq-9)
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4 5. 7FPP Existence

The DPKPS scheme solves the FPP existence probieGaratepe and Yener KPS
[2][28] without the need to relax KPS connectivitty using the additional parametgr
yet enforcing the polynomials security conditiom gection 4.5.6.1).

Assume we wanh,=15501 m<125 and logg=64. Then, equation Eg-4 imposes
n<125. We can for instance choosg=2¢ +1 (logq'=8bits, optimaf® for 8-bit CPUs).
Then, equation Eg-2 imposes: 61 to obtain N >15558> N,,... We can try choosing the
next prime power, i.en=61, and see ifA =1(imposed by equation Eq-4) satisfies the
security condition. Note thag= 212 and ¢= (2577 (by Eq-6). Thus1/¢ =12, which
fulfils the security condition/q <1/2140,

From the previous example we can derive that, pdinmal valuey'= 2% +1 and minimum
valuer,,, =1, the value oh can be chosen up te= 2% to fulfil the security condition.

Thus, for practical values af, the degreel of the polynomials in the DPKPS can be
chosen to be arbitrarily small without loss of g@gwof polynomials.

In conclusion, for an attacker capturing nodes mesult a cheaper approach to
compromise t-polynomial-sets than forging t-polynalrsets.

4.6 Practical Performance Evaluation

In this section we experimentally assess the pedoce of the DPKPS on WAHNSs of
low-power resource-restricted AquisGrain wirelesdes.

More specifically, we evaluate the DPKPS processed-Polynomial-Set Shares
Discovery and Pairwise Key Establishment in terfnsyemory cost, bandwidth usage,
computational cost as well as energy and timeieffy.

In the first two subsections, we introduce our-test and our implementation of the
DPKPS. The rest of subsections present the perfuwenaesults derived from our
experiments.

4.6.1Test-bed

Our test-bed consists of a WAHN formed with two Asferain wireless nodes.
AquisGrain [54][55] is a node developed at Philipssearch Laboratories Aachen for
low-power wireless body sensor network (BSN) afians.

Figure 16 depicts the hardware components mountedthe main board of an
AquisGrain. AquisGrain is provided with an ATmeg8L2low-power 8-bit micro-
controller. It also includes a 128 Kbytes of flamkmory, a 4 Kbytes EEPROM and a 4

% A value q=2"°+1 can also be used while significantly improving labdity to the cost of a slight
reduction of computational efficiency in the genienaof keys.
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Kbytes of SRAM. It is configured to work at a clofequency of 7.4 MHz and it is
sourced to a battery of 3 volt.

Figure 16. AquisGrain

AquisGrain uses the radio module CC2420 from Chpoonforming the IEEE
802.15.4 standard [56]. The radio offers a maxindata rate of 250 Kbps in the 2.4
GHz frequency band and a typical range of 10 mefdre network layer complies the
ZigBee™ specification [57].

Because of its hardware and software configurati@nAquisGrain wireless node is a
good representative of the currently employed teldgy for wireless sensor nodes. A
similar wireless sensor node (operating up to 8 Mislizhe MICAz mote developed by
Crossbow.

4.6.2Implementation of the DPKPS

The hardware characteristics of AquisGrain impos®artant restrictions in the
implementation of the DPKPS.

First, the computations must be suitable for ant&BPU without division operation.
Consequently, we implemented polynomials with doefhts of 8 and 16 bits, since
divisiong® in F,_ or F,_ can be computed without division operations [38F also

implemented efficient algorithms to calculate maduwperations irr, .

Second, the DPKPS keying material and softwarekstaast be of limited sizes.
Consequently, we programmed efficient primitivesnioimize the memory footprint.

We developed a security software module in AquigGnades, which implements the
processes of t-Polynomial-Set Shares DiscoveryRaise Key Establishment of the
DPKPS. That is, the security module enables twoig@rain nodes to discover the
identifier of their common t-polynomial-set shate, derive the respective points of
evaluation and to respectively generate a pairkese

We developed a security protocol to discover t-potyial-set shares and to establish a
pairwise key. We also specified the packet forrmatdmmunicate security modules in
different AquisGrain nodes. The header of the sgcpacket contains the following
information:

% Required for modular operations.
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1. Security Identifier This field contains the identifier of the packstbelonging to
the security module.

2. Flow Control This field identifies the security packets withine security
protocol.

The payload of the security packet contains orté@®following contents:

1. Sensor ID This information is sent during the t-Polynom&sdt Shares
Discovery phase.

2. Acknowledgement his information is sent to acknowledge the prapeeption
of security packets.

The security packet is enclosed within the payloba ZigBeé" network (NWK) layer
packet.

To identify the sensors, we implemented the optainode ID of the DPKPS. This
implementation enables us to evaluate the compumtatioverhead added by generating
FPPs and polynomial evaluation points on AquisGraides.

The implemented generation of an FPP block autaalftiarranges the elements of the
block in ascending order. To find the indeaf the common t-polynomial-set shared by
two AquisGrain nodes, the security module smartigrehes through two sorted arrays
containing the sorted elements of two FPP blocks.

The process of searching works as follows. Condigerfollowing two arrays A and B
with elements sorted in ascending order @esaj.; andb <b.1):

A 3 % & P - N - W

B b, b, b, b, b.q

A and B have an element of same value at posiktiavhich is unknown before the
search algorithm runs. The search algorithm firdekes and compares the first position
of both vectors:

b, | ... | B | .| By | Bha

If & <bj or a >b; a new comparison is needed and, then, the indexis accordingly
augmented a unit. This operation is repeated at 2magmes till the elementy =by is
found:
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Be | .| By | b

The keying material, including the optimized nod2 &nd t-polynomial-set share
coefficients, is encoded in a vector. The firstipos of the keying material vector
contains the ID and the rest of positions are saiply occupied by thei+1
coefficients of each of the+1 t-polynomial-set shares associated to that nodd'Ha
keying material vector is loaded in the memory &feasor and is eventually accessed
by the security module on execution time.

Note that because& ., contains2®+1 elements, in order to codify t-polynomial-set

share coefficients 9 bits are theoretically nee@udce AquisGrain memory spaces are
multiples of 8 bits, a naive implementation wouddjuire variables of 16 bits to codify
each coefficient (this, in turn, would roughly démitithe memory requirements for
keying material in respect to the theoretical asiglyn Section 4.5.3).

Observe however that the 9-th bit is set to 1 gt pne element of the field, e.g. for the

coefficient with value2? +1. In the rest of coefficients, namely 1 28, the value of the
9-th bit is to be set to 0.

Consequently, we designed and applied a codificatiwethod in which all the
coefficients are encoded in just 8-bit variablelse Toefficients with value 1 anzt +1
are both encoded with the 8-bit binary code 000000 differentiate between the
coefficient 1 and2® +1 we used the bits of additional 8-bit variablesr@adter denoted
as AVs), where each bit encodes the 9-th bit ofoefficient with binary code
00000000. The order of bits within one of these A&fiables corresponds to the
occurrence of the code 00000000 within the keyigemal vector.

Each AV variable is used to encode up to 8 occeaernf 00000000. Because in
average a coefficient with value 1 @ +1 occurs just once out of®+1 stored
coefficients, by using this method the memory usagepractice on nodes im.
Therefore, approaching its theoretical value.

For our implementation with coefficients ovey;  we applied the same codification

concept. In this case, the value of the coefficdemas encoded in 16-bit variables. The
length of the AV variables, used to codify the htt of 1 and2” +1, was just 8 bits.

We also developed the Keying Material GeneratorJAV/A application that
automatically generates the desired number of keymaterial vectors for
user-introduced values ofl, n, logg and logJ. This program implements the
functionality of the DPKPS set-up server.

The length of the generated pairwise keys is &2} bibth in our experiments with 8-bit
and 16-bit polynomial coefficients.
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4.6.3Memory Requirements

The memory needs on an AquisGrain are dividedgairements of static and dynamic
memory. Static memory is required to store the igcaoftware module and keying
material. Dynamic memory is storage needed to storgime variables during

execution time.

Table 3 quantifies in bytes the footprint of ourplementation. The security software
module occupies just a 1% of the available flasimorgy and runtime variables occupy
just a 0.32% of the available SRAM.

Naturally, the memory occupied by the keying matediepends on the selected values
for A andn. For instance, fom=11 and A =9 the keying material occupies nearly 1
Kbyte, which results in just a 0.75% of the toti@tis memory capacity (an acceptable
value in AquisGrain nodes).

Additionally, each AV variable adds one byte. Inr @xperiments we found that the
memory overhead from AV variables can be negleckast. instance, the expected
number of bytes added from AV variables neededLf&ibytes of keying material is 1
byte (in the 8-bit coefficient case) and 0 bytestkie 16-bit coefficient case).

Table 3. Memory Cost

Security Item Memory Type Memory Cost (bytes)
Keying Material EEPROM 8(A+1)(n+1)
Security Module FLASH 1416
Runtime Variables SRAM 13

In conclusion, from the memory overhead point adwithe implementation of the
DPKPS in AquisGrain nodes with 1 Kbytes keying matdeaves 98% of the available
static memory and 99.68% of the available dynameoary for other data and software
applications.

4.6.4Bandwidth Usage

The bandwidth usage is calculated as the numbebybés exchanged by two
AquisGrain nodes to establish a pairwise key. Thisber is calculated adding the
length of two security packets with the overheadeaiby the ZigBe®' layers.

4.6.4.1 Security Packet Size

In our implementation we restricted the amount efjikg material to 1 Kbytes.
Consequently, the value ofis at most 61.

The header of the security packet is 2 bytes Iding. first byte is used to identify the
security module (among other applications runnimgtiee AquisGrain). The second
byte is used for flow control.

The payload of the packet includes the optimizetsseID (refer to Section 4.4.5 for

related theory) and is at most 4 bytes long. Tret fi2 bits are used to encode an FPP
block identifier. In such case, the number of FRIeKs to codify is 3783, which can be
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codified with 12 bits. The second 11 bits are usedencode the turn, in the
distribution of t-polynomial-set shares to a sen3tre number of turns is given by the

formula q—;i, which is maximized forq=2'%+1. Then, for n=61, the maximum
n

number of turns is 1057, which can be codified Inbits. The third 6 bits are used to
encode an element of the Latin squiaréom whichB; is derived. Since the number of
elements ol is n=61, these elements can be encoded in 6 bits. Th& Iags of the
payload are left unoccupied.

In conclusion, the aggregated maximum length afausty packet is 6 bytes.
4.6.4.2 ZigBee/802.15.4 Headers Overhead

In our implementation, two security modules comroate at the ZigBé& network
(NWK) layer, i.e. a security packet is enclosedhwmitthe payload of the NWK packet.
Consequently, the headers of ZigBe&NWK and lower layers must be considered to
evaluate the bandwidth usage of our implementation.

ZigBee/802.15.4 specifies a physical layer heaflérliytes. The size of the MAC layer
header varies from 5 to 13 bytes.

Additionally, ZigBee/802.15.4 defines an optionalAll security header of 4 to 21
bytes. The NWK header size varies from 2 to 13s%yte

In our experiments, we set the MAC and NWK head®i23 and 6 bytes, respectively.
The MAC address of each AquisGrain is a fixed valtieither 2 or 8 bytes long. Since
the maximum number of different AquisGrain nodeat ttan be configured using our
implementation is 4064306, to cover this numbemdeeided to set MAC addresses of 8
bytes.

The NWK address of each AquisGrain is a dynamiueaf 2 bytes long, which is

assigned to each AquisGrain in joining the WSN. Tdst 4 bytes include flow control
and error correction values.

In conclusion, ZigBeB"/802.15.4 headers add 35 additional bytes.
4.6.5Computational Cost
The application of the DPKPS to establish pairwksgs exhibits nice features for

WAHN security. The trade off is additional compigatl overhead on AquisGrain
nodes.

In the following subsections we quantify and asses computational overhead of

DPKPS functions demanding CPU computations. Theultesin the following
subsections are presented in terms of CPU cycldeohTmegal28L.
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4.6.5.1 Generation of t-Polynomial-Set Identifiers (fromtdmzed Node Identifier)

To generate the +1 identifiers of the t-polynomial-set shares stoirethe AquisGrain,
the security module computes from the optimizedeniithen +1 elements of an FPP
block.

A block B is generated using three different methods for thsesi1<is<2n,
2n<i<n?+n ori=n?+n+1 respectively (see Sections 4.4.5.2 and 4.4.5.3).

Figure 17 depicts the computational cost of gemegad block with the first two
methods. In both cases, the cost is not signifibanpractical values ofi. The cost of
the third method is still more negligible and, thnest depicted.

1st Method —e— 2nd Method
3500

3000

>
2500 /
2000 / —
1500 /
1000 /

O = T T T T T T T T T
1 11 21 31 41 51 61 71 81 91 101

CPU Cycle:

n

Figure 17. Computational cost of FPP block generati
4.6.5.2 Search of Common t-Polynomial-Set

Figure 18 depicts the computational cost for thst lad worst search cases to find a
common t-polynomial-set.

The best case happens when the common elementiesdhe first position in both
vectors containing t-polynomial-set identifiers. $nch a case, the search algorithm
finds the common element in the first round.

Similarly, the worst case counts the case wherctileemon element occupies the last

position in both vectors. Consequently, the seatghrithm finds the common element
in the last round, which involvegn+1) comparisons.
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Best Case —e— Worst Case
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Figure 18. Computational cost of searching thexmfea common t-polynomial-set

4.6.5.3 Calculation of Point of Evaluation (from Optimizélbde Identifier)

Depending on the range of the indeaf a t-polynomial-set and the indexf block B,
the evaluation point can be calculated using thid#ferent methods (see Section
4.4.5.4).

The implemented algorithm to calculate evaluatiom{s uses 16-bit variables and it is,
then, applicable for both the cases: 28 and N'=216, and fom up to 2°,

The first and the second methods require just 3@D480 CPU cycles, respectively.
The computational cost of the last method is ndgkg

4.6.5.4 Generation of a Pairwise Key

Figure 19 shows the computational cost of genagatin64-bit pairwise key with
AquisGrain for increasing value of when gq=28+1 or g'=2*+1. To provide an

intuition of the depicted magnitudes, we comparthwle cost of encrypting a 64-bit
message using RC5 (RC5 encryption is extremely ctatipnally efficient).

Figure 19shows thathe cost of generating a pairwise key is equivalergncrypting a
64bit message with RC5-MAC whex=5 (caseq=2°+1) and A =4 (caseq'=2°+1).

Note that generating a 64-bit key takes approxiimateimes the cost of computing a
16-bit partial key using polynomials ovet,, . Accordingly, it takes approximately 8

times the cost of computing an 8-bit partial keynggpolynomials overF, .
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Figure 19. Computational cost of generating a pagwey of 64 bits

As Figure 19 shows, foh in the range 1 to 100, a reduction of the degree o
t-polynomial-sets oveFy can improve the computational efficiency on nodpstai2
orders of magnitude.In the DPKPS (as we show iti@gex4.5.2 and 4.7) the value of
can be chosen to be of small value while keepiegesiliency of the KPS a constant

4.6.5.5 Aggregated Computational Cost

Figure 20 and Figure 21 depict the total computaiccost of calculating a 64-bit
pairwise key resulting from t-polynomial-sets OV&E and Fi16,, respectively. Both
pictures demonstrate that the cost of generating BPcks and evaluation points
(depending om) is negligible with the cost of generating a kegni a t-polynomial-set
(depending o).

CPU Cycles

A

Figure 20. Aggregated computational cost of geiagatn 8x8-bit pairwise key
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Figure 21. Aggregated computational cost of genagat 4x16-bit pairwise key
The conversion from CPU cycl€sto timeT is given by the following formula:
T = C (cycles) /(Clock_Frequency (cycles/sEx 10%7.4 ms.

Considering the clock frequency of 7.4 MHz, Figate shows the time needed by an
AquisGrain node to compute a pairwise key 4x16-bit.

For n=11 and A =9 the time of computation is lower than 1 ms. keré1 and A =1,
the time of computation is slightly higher than $.idVSN applications allowing delays
up to 22 ms may implement DPKPS with values um £a03 and A =80 (naturally, if
the memory of the sensors can allocate the drastiesponding amount of keying
material).

108 A

Figure 22. Aggregated time cost to generate a bitlpairwise key

4.6.6Energy Efficiency

The energy consumption of the Atmegal28L dependslynan the operating voltage,
clock frequency and temperature.
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At the frequency of 7.4 MHz, power supply of 3 Vdatemperature of 25 °C, the
current consumption of the Atmegal28L is approxetya8 mA (see Figure 23).

ACTIVE SUPPLY CURRENT vs. V¢
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Figure 23. ATmegal28L Current Consumption at 8 MBlaurce [59])
The conversion from CPU cycl€sto energyE is given by the following formula:
E = C (cycles) x | (mA)/(Clock_Frequency (cyclesf8500(s/h)) =C x3x10*° mAh

The current consumption of the CC2420 radio mo@uli9.7 mA in reception (Rx) and
17.4 mA transmitting (Tx) at the maximum power adBm [60]. Note that the CC2420
consumes less power in Rx mode than in Tx modegdime decoding operations in Rx
are more complex than the encoding operations in Tx

The conversion from bit8 transmitted/received in/from to ener@yis given by the
following formula:

E = B (bits) x | (mA)/(Data Rate (bits/s) x 3600 (k))
, Where | =19.7 or 17.4 mA (Rx or Tx, respectiyely

Consider now that two AquisGrain nodes establisipagwise key. Consider the
AquisGrain node powered with an inexpensive 3-Vncoell battery of minumum
capacity, just 30 mAh.

Let us analyze thecase whes11 and A =9 (Recall a node would require less than 1
kbytes for storing keying material).

The energy consumed by each AquisGrain is the ggtgeof the energy invested in
exchanging sensor IDs with the energy used duhiegcomputation of a pairwise key.
Since at the physical layer the AquisGrain nodalseand receives two packets of 41
bytes each (refer to Section 4.6.4), the energytsipecommunication is 13.52 nAh.

The energy spent in generating the key is only 5A®.
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By investingonly a 1% of its battery resource, the AquisGrain ncale generate 15568
different pairwise keys. Intuitively, by investimgly a 1% of its battery the AquisGrain
can generate a new pairwise key every hour dutmgst two years!

In a mobile scenario, this allows a node to se@drenew encounter with other nodes
every day during nearly two years. Similarly, byddating a 10% of battery for
security, a node can secure 240 encounters evgripdthe same time period.

In conclusion, the DPKPS results drastically povedficient for pratical WAHN
applications.

4.7 Comparison with Deterministic KPS Schemes
The DPKPS presents advantageous properties whepacethwith deterministic KPSs.

In Table 4 and Figure 24 we compare the DPKPS sehgitih previous deterministic
KPSs [19][28] that also enable direct key establisht in terms of resiliency against
node captures, scalability and revocability [30].

For comparison, the resiliency of a deterministieis calculated as the minimum
number of nodes that a smart attacker needs tareapd compromise all the pre-
distributed keys. The scalability of two determiitigK PSs can be compared in terms of
the maximum numbeN of nodes that can be accommodated for the samienesi
level. A scheme with revocation enables the dynaremoval of a misbehaving or
compromised node from the system.

Because the DPKPS enables a node to be uniqueiltifidd and authenticated, it also
enables revocation of nodes (see colur®i 6f Table 4). Column " of Table 4
shows the parameters to evaluate the memmgquired by each KPS on a node. In the
trivial (see Section 2.5.4), Blundo [19], combin@ébbased on FPP [28] and DPKPS
KPSs the resiliency levela” is limited by the memory sizen. In the trivial and
combinatorial KPSs, the scalabilityN* is also restricted bym. The scalability of
Blundo's’’ KPS is restricted by the finite field prime ordgwhere the polynomials are
chosen from. The scalability of DPKP® determined by both’ and a fraction ofn
(seeFigure 24for n = m/2-1, m=125, i.e. A=\, =1, g'=2°+1. For simplicity’s sake,
Figure 24 does not restrigtto prime powers).

Table 4. KPS comparison

KPS R m a N
Network Key No 1 1 Unlimited
Trivial Yes N-1 N-1 N
Blundo Yes AB+1 A+l q -1
Comb-FPP No <n™P+1 | nPP+1 (n""P)?+n""P+1
DPKPS Yes | A +D(n+1) | A\ +1)(n+1) (q' -1)(n*+n+1)/(n+1)

2 We assume an implementation taking polynomials &ge(for optimal computational efficiency) and
A% +1=m.
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For the same resiliency level=m<125 and q'=2° +1, the DPKPS can accommodate
more nodes than the rest of deterministic KPSs Fapae 24).

—#— Blundo —&— Corrbinatorial DPKPS n=nv2-1, q'=257 —e— Trivial
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Figure 24. Scalability of KPSgy(= 28 +1)

Figure 24 shows that fan=N'/2=128, both DPKPS and the combinatorial KPS based
on FPP [28] can accommodate the same number ofsnadiereas form=N'/2
combinatorial KPS can accommodate more nodes.

In general, fon=m/(A +1)-1 andq’, both KPSs can accommodate the same number of
nodes when a memory of size=N'/(\+1) is considered in nodes. Consequently,

choosing a larger value of (i.e. N'), the DPKPS has a greater scalability for praadtic
values ofm. (see Figure 25).

—8— Blundo —A— Combinatorial —e— DPKPS n=m/2-1, q'=65537
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Figure 25. Scalability of KPSsy(= 2! +1)

Since in the DPKPS and Blundo KPS nodes generateipa keys dynamically from
polynomials, the computational cost of establishankey is slightly higher than in any
of the other deterministic KPSs discussed in tbgtisn.

To establish a common key, the DPKPS and Blundo WKifly require modular
operations inFy while the rest of deterministic KPSs require seig the key in the
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memory of the node. As we show in the practicaffgzerance evaluation (section
4.6.5.1), generating a pairwise key in the DPKPSxtremely efficient in strictly
constrained CPUs.

Assume that using Blundo’'s KPS we pre-distribie shares of aA®-degree
t-polynomial-set to exactlyN' nodes, wherex® +1<m. In the following, letq=2%+1

and m=125. For comparison, now assume that we want to acamateN’ nodes using
the DPKPS.

In such a case, we can choasern+1=N', i.e. n=2* (maximum supportable network
size 4096), and assign each node to a differentii#&dk. The degree of the* +n+1
t-polynomial-sets is exactly = my(n+1)-1=6.

Alternatively, we can choose=2 and A =40 to accommodate th®’ nodes (but the
maximum supportable network size is only 597 nades)

Using the previous parameters, Figure 26 compaeesesiliency of Blundo’'s KPS and
the DPKPS under wise and naive attacker models.

= DPKPS/MWise/n=2 =====: Blundo KPS = - DPKPS/Naive/n=2 = = DPKPS/Naive/n=2
2
s 1T ;
IS / ' ~
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Figure 26. DPKPS vs. Blundo’s KPS resiliency

Figure 26 shows that by randomly capturmgodes the attacker compromises 100% of
the communications if Blundo KPS is used, wheraaghe DPKPS is used to
accommodate exactly nodes, the fraction of compromised communicatisril,7%.

Observe that, under the naive attacker model #@ and A =40 perfect resiliency of
the DPKPS is broken when approximately 40 and &fesa@re captured, respectively.
Observe that for equivalent perfect resiliency, lanBo KPS withA® =39 or A® =80
demands respectively 6 and 2 times more computdtieffiort than the DPKPS (see
Figure 19). Additionally, the DPKPS can accommodhateh more nodes.

4.8 Comparison with Random KPS Schemes

The DPKPS presents advantageous properties whempateth with random KPSs
[20]-[24][26]. Firstly, the DPKPS enables directiqpase key establishment. Then,
improving random KPSs, any pair of nodes can estabh pairwise key with
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independence of the WAHN size and the density abde’s wireless neighborhood.
The pairwise key can be used for node authentiwatmd for protection of
communications

Secondly, since third-party nodes are not usedkéyr establishment in the DPKPS,
mediated key establishment using compromised nddes not pose a security risk as
in random KPSs.

Thirdly, since DPKPS key establishment just inveltke two nodes establishing the
key, without the need to find and communicate vatte or more trusted third-party
nodes, the communication and computational overfgeal$o reduced in comparison to
random KPSs.

A smart attacker, who selectively captures nodes, realistic attacker model for key
pre-distribution systems [32], especially in higit@rity-sensitive applications (such as
military).

Let us first analyze and compare wkhy poolbased random KPS [20][21][24][26]

under the smart attacker model. Assuming that thecler captures nodes carrying
different keys in their key rings, the resiliency mndom key pool-based KPSs is
reduced toa " " = |g|/k , where|§ denotes the number of keys in the initial key pool

andk the number of keys in a node’s key ring (note thatmaximum value df is m).
Recall that, in this case, the resiliency of the/skgenerated with the DPKPS is
( SMart_DPKPS — ()\ +1)(n +1) -m.

In random key pool-based KPSs, the probabititthat two nodes share at least one key
is a function ofig andk, and can be calculated after Eschenauer and GRGgr

(ERL
g -2kl

The formula ofp shows that if we want two arbitrary nodes to besabl establish a
common key withp=1 (as in the DPKPS), thejs|/k - 1. In other words, the random

KPS tends to a system key KPS, and them-kerPel _, 1 << gsmat-bPKPs - Alternatively, we
can setam-keoPolz|g /i > qsmn-PPS = m_ In this case, the resiliency of a random KPS

against the smart attacker is higher, but fhereduced.

p=1-

Now we analyze and compare with polynomial (or Eny with Blom key-space)
pool-based random KPS [23][22]. In this random KRSnode carries distinct
polynomial shares and the initial pool contasrdistinct polynomials. The resiliency of
the KPS against the smart attackeraig>-P»* =g +1) while the memory used in
nodes ism=s(x +1). The probabilityp that two nodes can directly establish a pairwise
key is a function of ands, and can be calculated after Liu and Ning [23]:
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The formula ofp shows that if we want two arbitrary nodes to besabl establish a
common key withp =1 (as in the DPKPS), thesi- s. In other words, the random KPS

tends to a Blundo KPS (where each node receweshares of s=s distinct
polynomials). Consequently, astPev  g(A+1)=m, which coincides with
asmtoPkPs = () +1)(n+1)=m. However, in such a case, the DPKPS can accommodat
more nodes than the random KPS, Né&2¥P* = g—1 while N®P**S = n(q-1). Alternatively,

we can letqsmart_PolyPool = g) +7)> o SMALDPKPS =y |n this case, the resiliency of a
random KPS against the smart attacker is higherthiemp is reduced.

4.9 Summary and Conclusions

In this chapter, we have presented the deterntgnigéiirwise key pre-distribution
scheme (DPKPS). The DPKPS enables security in WAHNS strictly
resource-constrained nodes. In an initial configjoraphase a set-up trusted server
pre-distributes keying material to WAHN nodes. Aftards, any pair of nodes
initialized with the DPKPS can directgstablish a pairwise key in a extremely efficient
manner. This property makes it equally suitable fol-connected or partially-
connected WAHNSs of arbitrary membership size.

The DPKPS keying material consists of a numberptinized Blundo’s polynomials.
To optimize scalability, security robustness andergp efficiency, we use a
combinatorial selection method to distribute a namiof shares of different
polynomials to each WAHN node.

We have shown that for similar network resilieneydl and memory usage, the DPKPS
can accommodate a greater value of nodes than d#terministic KPS approaches

without paying off a substantial energy overheadcdise the DPKPS enables direct
key establishment between any pair of nodes ofsteny, it can be applied to WAHNS

of static or mobile nodes and of arbitrary node ypafion size and density. Random

KPSs relax connectivity properties for network abdlty or resiliency and, thus, they

perform well only in static WAHNS.

We have also derived a lower bound on the degreé the polynomials oveFy to
guarantee their security while simultaneously ominyg their computational
performance on constrained nodes. This result iplicgble to other existing
polynomial-based KPSs and, particularly, to the PBK

The DPKPS can be applied to provide security invoets of resource-restricted
AquisGrain nodes. One application of special irgens the protection of medical
BSNs, which are used for patient vital sign momitgr In this context, the DPKPS
enables the pre-configuration of trust relationshggmong potential medical wireless
devices before they are actually used at the B3\ Jetting further enables a clinician
to attach or to associate two or more such dewaces automatically create a patient
BSN, without the need to actively configure segufdr that BSN. Because DPKPS-
based security is plug&play and user transparéetclinician can exclusively focus on
diagnosing the patient.

Further work includes investigating approachestwaase the resiliency of the DPKPS
without relaxing connectivity properties or incrigegs memory and energy cost. One
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such approach may explore mechanisms to minimizeelation between keying
material stored in nodes associated to the samebleiel.

A key management infrastructure can be designeith@masis of the DPKPS. The key
management infrastructure may be further extendld appropriate keying material

update and revocation mechanisms. Because theadisutpnnected nature of MSNs,
solving this functionality in this context resuétscomplex problem [3].

Finally, the design of access control mechanisnm@uding role, group and user access
control, in WAHNSs of resource-constrained nodeals® a line of research yet to go.
The DPKPS serves the basic identification and lggervice on top of which access
control services may in the future be defined.
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5 Demonstrator for Medical Body Sensor Networks

As proof of concept, we integrated our implementatof the DPKPS (see Section
4.6.2) in a demonstrator for patient vital sign bating enabled by AquisGrain nodes.
We have also shown the functionality of the DPKRStyipical patient monitoring
scenarios.

This chapter is organized as follows. In Sectidh\se describe the context of medical
monitoring with body sensor networks (BSN). Sectiol discusses models to employ
the DPKPS for security in hospital BSNs. The denramsr system is technically
detailed in section 5.3. In section 5.4 we asdesg$dasibility of the DPKPS for typical
medical BSN scenarios. Section 5.5 briefly sumnesriand concludes the chapter.

5.1 Medical Monitoring with Body Sensor Networks

Continuous monitoring of vital signs (such as eflezdrdiogram (ECG), heart rate (HR)
and pulse oximetry (Sp0O2)) is an essential elerfgrthe treatment of patients.

For the physiological measurement of vital paramnseteital sign sensors need to be
attached to the patient body. In the current stasessors are typically wired to a
bedside monitor for continuous display of patiewital sign waveforms, numerics and
alarms. This set-up ties patients to their bedschvis inconvenient for them. It also
complicates work for caregivers since the wireslamaccess to patients. In addition,
the number and type of sensor nodes attached tpatient is strictly limited by the
number and type of input wire ports at the displayice.

To solve the previous limitations and reduce thetsmf caregiving in the future

hospital, the wireless BSN will enable the acqiasit processing, storage and, when
possible and/or needed, the transmission of thiergatital signs to a display device

(see Figure 27). BSN nodes are inexpensive wiretessor nodes with restricted
data-collection, -processing and -storage as vgaladio transmission capabilities.

-

e \‘\
e — —
7 /,r = P> \\ \\
)/ S, | | YT \
rawys AN \ \
f I |l'--§ 1o
'\ v o !
[ NN /
) '\\ \1-"_’// Ve /
f ~ 3 - /
\\_—4’ 4
X v
: .\\ ”/

o -

Figure 27. A body sensor network

The sensor nodes are appropriately pre-configureehable easy and quick set-up of a
BSN. The clinicians will form a BSN just by placin@nd subsequently adding or
removing) wireless sensor nodes at the patient'sybavithout any obtrusive
configuration effort. These nodes are randomly ctete from a pool with a large
number of other nodes. Moreover, as long as bastdaist, these nodes can be re-used
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for subsequent patients without requiring softwapelates, i.e. they can be detached
from an old patient and associated to a new patient

The patient will be free to move everywhere in tiespital. Eventually, a clinician will
come at the patient’s vicinity (e.g. during thencian round) and monitor the patient on
his/her PDA (or a PBM). Note that any clinicianthe hospital may appear on the
patient vicinity and monitor the patient anytime.

Security is of particular concern in BSN settin@SNs are formed in public (and

hostil€®) areas where wireless communication may be matdqsee Figure 28).

Additionally, sensor nodes may be subject to captund manipulation by an adversary.
Particularly, in hospitals access to BSNs (this poses device association to a BSN
and data access) must be restricted to authorimsgithl entities (including medical

sensors, devices and clinicians).
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Figure 28. The need for security in BSNs

Because of the system limitations, operational deteand security risks discussed in
former paragraphs, medical BSNs require low-powawn-tost effective security
services of authentication, communication confidéity and integrity as enabled by
the DPKPS.

5.2 DPKPS Use Models in the Hospital

There are two options to set DPKPS-enabled securityhospital, which differ in the
entity administering security.

In the first (and recommended) option, the Biomaldikngineer (BioEng) - an engineer
being responsible for all the medical equipmenthie hospital - configures security in
the new wireless medical equipment after purchaising

Initially, the software of the medical equipmentludes a security module (similar to
that of Section 4.6.2) and no keying material. @gpently, the hospital needs to buy a
Keying Material Generator to configure security wimteless medical equipment. The
Keying Material Generator is to be installed ine&$p server, e.g. a PC used for set-up
purposes.

8 @.g. in military applications.
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To configure security, the BioEng shall first estbien the number of medical devices to
be set-up with DPKPS keying material as well as phbé&ential number of medical
devices to be purchased in successive ordersnbtanice, assume that the total number
of medical devices purchased and to be purchas@@G600 and that the number of
currently purchased devices is 1000. Then, by usiagKeying Material Generator, the
BioEng sets the parameters of the DPKPS to enhblgdéneration of keying material to
configure at least 100000 devices. In this pointime he just generates and loads
keying material vectors to the first 1000 purchadedces.

The keying material shall be loaded under stricusey measures to avoid that an
attacker may learn the keying material. For instamickeying material is downloaded
using in-band mechanisms, then the wireless trasssam shall be confined to a highly
restricted physical area.

After security configuration, the BioEng deploye thew 1000 wireless medical devices
in the hospital, i.e. he distributes them amonded#t hospital departments and
clinicians. The clinicians can now form secure BSWih any combination of the 1000

devices.

Imagine now that the BioEng orders 999 additionatliival wireless devices. Because
the Keying Material Generator stores the parametittse initial security configuration,
the BioEng can configure in the new 999 devices BBKkeying material that is
different yet interoperable with keying materialatted in the first 1000 devices.
Consequently, the new 999 and the old 1000 can establish secure BSNs formed
with any combination of the 1999 devices.

The second option is targeted at hospitals with@uBioEng (we discourage it in
hospitals with a BioEng). The medical equipmentvmer (MEP) assumes the
responsibilities of a security administrator fos tustomers. For each customer, the
MEP estimates the total number of devices to biveteld (possibly, also in successive
orders) and installs DPKPS keying material durimgdpiction. To avoid mixing up
security domains of different hospitals, the keyintaterial installed in devices
delivered to two different customers shall be urelated.

Note that with this second option the MEP can offeromplete plug&play and secure
solution, i.e. new medical equipment can direcigydeployed in the hospital without
the need for security configuration efforts fronspital personnel. The wireless medical
devices can establish secure BSNs.

From the hospital perspective, the disadvantagebkisfsecond option lie first on the
need to unconditionally trust the MEP as a secladyninistrator and, second, on the
impossibility to autonomously manage the DPKPS rkgymaterial of its medical
devices. For instance, to update DPKPS keying mahteom the medical devices, the
hospital needs to hire the MEP as a security aditnaior.

5.3 Demonstrator System
We run the JAVA-based Keying Material Generator generate DPKPS keying

material in a normal computer, which simulatesbfKPS set-up server.
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Furthermore, we integrated our implementation & BDPKPS in a demonstrator for
patient vital sign monitoring developed for the Bldess Patient” project at Philips
Research Laboratories (Aachen).

Figure 29 depicts the protocol stack used for #austy demonstrator. The DPKPS is
placed in each AquisGrain on top of the ZigB&&IWK layer. On top of the DPKPS

we implemented a simple authentication protocok Top of the stack includes ECG,
SpO2 and display applications. The ECG and the Syggplications generate simulated
ECG and SpO2 data, respectively. Only after subglessthentication, ECG, SpO2 and
vital sign display applications are allowed to not@nmunicate.

ECG SpO2 Display

Authentication
DPKPS
ZigBee NWK
802.15.4 MAC & PHY

Figure 29. Protocol stack used for demonstrator

Two laptops, which simulate either PBMs or cliniciBDAs, run the vital sign display
application. The laptop is connected via the sqraat interface to an AquisGrain node.
Two additional AquisGrain nodes run the ECG appiica The third AquisGrain runs

the SpO2 application.

Figure 30 shows a possible configuration of the alestrator with a laptop and one
ECG AquisGrain and the SpO2 AquisGrain.

Display
Laptop

ECG  [,.”  zigBee N4 SPO2

AquisGrain Wireless AquisGrain

Figure 30. A possible configuration of the demaeistr
5.4 Feasibility and User Satisfaction

The goal of our demonstrator is to intuitively shtve feasibility and benefits of using
DPKPS-enabled security in the hospital. We alsoitugeevaluate the performance that
the human user perceives on using the system. Vhkiated parameters include
simplicity, timeliness, transparency, and efficacy.
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In the following, we briefly describe the demonstthscenarios:

o Security configurationThe goal of this demonstration is showing thecpss of
configuring DPKPS keying material in a hospital . The demonstration
also shows the simplicity of configuring DPKPS g#@gufor a security
administrator (no mathematical background is negeded

The demonstrator system includes the desktop amdwb ECG AquisGrain
nodes. The ECG AquisGrain nodes include a secswityvare module.

During the demonstration we show a BioEng genagdliRKPS keying material
with the Keying Material Generator. The desktopd®ahe corresponding
keying material vector in each ECG AquisGrain usargRS-232 serial port
interface.

o Secure sensor data communicatidime goal of this demonstration is showing
the motivation for security in a hospital contelttalso shows the property of
user-transparent (or unobtrusive) and effectiveisgc

The demonstrator system consists of a laptop imdleeof a clinician PDA and

the ECG and SpO2 AquisGrain nodes. The cliniciai\RIDd the ECG belong

to the hospital and, then, have been initialized BioEng with DPKPS keying

material. The ECG AquisGrain simulates a legitimsémsor attached to the
patient body. The SpO2 simulates an intruder tryiagsend bogus SpO2
measurements. The SpO2 does not carry valid keyetgrial. Figure 31 depicts
the simulated medical scenario.

Clinician PDA

Intruder Sensor

Figure 31. Intruder trying to impersonate a semsate attached to the patient

We run two security modesecurityoff andsecurityon. In thesecurityoff mode
no security mechanisms are activated and, thusdémeonstrator shows the
intruder succeeding in sending a false SpO2 meamneof 20%. False SpO2
data together with legitimate ECG data is assogitighe patient and displayed
on the clinician PDA. Consequently, because a S@i0% is a value showing
bad health status, the clinician may conclude angiidiagnosis for the patient.
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In the securityon mode, since the intruder SpO2 AquisGrain is nowjoled of
legitimate keying material, it cannot successfylhss the authentication check
and, consequently, the false SpO2 measurementgjacted and not displayed
by the clinician PDA. The legitimate ECG AquisGramode succeeds the
authentication checking and, therefore, is allowedend ECG data. The ECG
signal of the patient is then displayed on theiciam PDA.

o Clinician rounds The goal of this demonstration is showing segurit
interoperability and flexibility of sensors, PBMsich PDAs belonging to the
same security domain. It also shows the propertingd efficient security.

In this scenario we use two laptops and two ECGig@rain nodes. The first laptop
takes the role of a legitimate PBM and the secohd, legitimate clinician PDA. Both
ECG AguisGrain nodes simulate legitimate ECG semsdhe first AquisGrain is
attached to patient Heribert and, the second, tiergaOscar.

We run this demonstrator in tlsecurityon mode. Clinician David, carrying his
PDA, visits patients Oscar and Heribert. Clinickéarin, carrying a PBM, visits
the same patients. The demonstrator shows thesielis monitoring the patient
vital signs in the different combinations BSN caguofiations. That is,
(considering a BSN per patient) PDACGL and PBM. ECGI;
PBM- ECG2 and PDA.- ECG2; PBM, PDA-ECG1; and PBM, PDA
ECG2.

.3:{‘
=

4 Nurse PBM

Doctor PDA -

Figure 32. Scenario involving multiple patients afidicians
Successful display of vital signs means succeggfokration of pairwise keys
and authentication. The secure communicationssiedkshed without apparent
delays for the clinician.

The following scenarios, to further demonstrate enf@atures enabled by the DPKPS,
could be easily shown by slightly extending therentr demonstrator:

o Fine-grained Clinician Access ControlThe goal of this demonstration is
showing clinician personalized access control.

104



Chapter 5: Demonstrator for Medical Body Sensomieks

During the patient set-up medical procedures aksensors are initially configured
and attached to the body of a sensor. Includedim det-up, a group of authorized
clinician identities can be configured on sens@Gigiician identities shall be associated
to DPKPS node IDs.

Now imagine the patient is wearing the legitimaensors and a clinician
approaches with a legitimate PDA. Only in the dhse the clinician belongs to
the group of users allowed to treat that patieatwiil be able to display the vital
signs of that patient.

o Patient @homeThe goal of this demonstration is to show thdadskty and
flexibility of the DPKPS and also potential usagersarios beyond the hospital.

A patient has been treated at the hospital. Feameg, he has recovered from a
recent heart attack. He is ready to go home bilisstne of his vital signs (e. g.,
ECG and SpO2) need to be monitored.

The hospital provides the patient of@e boxcontaining a set of sensors (ECG
and SpO2sensors in our example) and a patientgstioeday device (e.g. a
UMTS-enabled mobile phone). The patient storaggyrelevice can be used to
regularly store and/or to online relay vital sigifie sensors and the patient
storage/relay device have been previously confgjuvathin the hospital
security domain, i.e. with DPKPS keying material.

Once at home, the patient (or helped by an asgjstam simply attach the
sensors to his body to automatically (plug & plag)-up a BSN. Subsequently,
vital signs of the patient are monitored while fagient lives his quotidian life.

The BSN is protected with security mechanismsseesors and devices of the care box
establish encrypted and authenticated communicatidhen, no intruder can violate
patient privacy or safety.

Occasionally, a clinician comes from the hospitavisit the patient. He carries
any PDA, which has been also initialized in thepia$ security domain. By

using the PDA, the clinician can alsecurelyconnect to the BSN and monitor
the current vital signs of the patient. He may alkeck the patient vital signs
history of the previous days.

Additionally, the clinician may bring new sensorer the hospital and attach
them to the patient’'s body. This new sensor caabéish secure connections
with old sensors at the BSN, with the patient gjefeelay device and with
clinician PDAs.

The same scenario can be extended to various fshieimg monitored at home.

5.5 Summary and Conclusions

In this chapter, we have presented the applicatioDPKPS to provide security in
medical BSNs of resource-restricted nodes.
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In the medical context, the DPKPS enables the pndiguration of trust relationships
among potential medical wireless devices beforg @re actually used at the BSN.
Further, this setting enables a clinician to attachto associate two or more such
devices and automatically create a patient BSNhowit the need to actively configure
security for that BSN.

Because DPKPS-based security is plug&play and traesparent, the clinician can
exclusively focus on diagnosing and caring thegueti
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6 Conclusions and Future Work

A WAHN is a collection of autonomous nodes that owmicate with each other by
forming a single-hop or, often multi-hop, wirelessetwork and maintaining
connectivity in a decentralized mann&he network topology is in general dynamic,
because the connectivity among the nodes may vdity minerating, quitting and
joining nodes.

To protect WAHNs against malicious attackers, WAHN=Ist be provided of
authentication, confidentiality and integrity s&es$. Further security services, including
user access control and non-repudiation servicag,lra required by particular WAHN
applications.

Performance-aware key management must fundamanttyeservices in WAHNS. The

WAHN key management service must enable any panodes to establish a key with
independence of dedicated security servers, adppdinWVAHN dynamics and using
cryptographic primitives and protocols adequaté/tsHN node resource restrictions.

The HKMI presented in this thesis enables enerfjgient direct key establishment for
subsequent use in authentication or confidentialitg integrity services. The HKMI
also supports non-repudiation services based odicpuby cryptography. A PKI
underlying the HKMI is used to set-up initial trust nodes in the WAHN and, thus,
generate a random trust graph connecting all tlies@f the WAHN. Nodes of the
shortest trust path connecting two end nodes catpdo securely distribute trust
information and symmetric keys to the end nodes.

The HKMI can be applied to support efficient segum applications using relatively

dynamic WAHNs of moderate-resource nodes. For itgtathe HKMI can be used to
protect a WAHN composed of various medical portalleeless actuators around a
patient. In such scenario, a potential intrudedsfaitKMI-enabled authentication

verification and, thus, cannot maliciously triggery actuator. Additionally, because the
HKMI supports non-repudiation, the identity of thBnician triggering or setting an

actuator is unequivocally registered.

However, because the HKMI is based on public kegptography, the same solution
cannot be applied to WAHNSs including extremely tese-constrained nodes. In such a
case, key management must be based on lightwejigithetric key cryptography.

The DPKPS presented in this thesis enables lighttepairwise symmetric key

establishment in WAHNSs of strictly resource-consiegd nodes. In an initial set-up

phase a trusted server stores keying materialetmtilles. The keying material consists
of a number of optimized Blundo’s polynomial sharasanged according to a
combinatorial distribution. The combinatorial distition guarantees that any two
nodes carry shares of a common polynomial. Blung@lynomials provide for node

authentication.

Afterwards, on deploying the nodes in one (or maMAHN(s) any pair of nodes

initialized with the DPKPS can directistablish a pairwise key without the need for the
trusted server to be online.
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The DPKPS exhibits excellent scalability, secuatyd energy-efficiency properties. It
can be applied to WAHNSs of static or mobile noded af arbitrary node population
size and density. One such application is the ptiote of medical BSNs for patient
vital sign monitoring. In this context, the DPKP&ables plug&play and clinician
transparent yet effective security in BSNs. A pa&nintruder cannot modify any
patient vital sign data transferred at the BSN.

Future work includes investigating approaches toease the resiliency of the DPKPS
without relaxing connectivity properties or increws memory and energy cost. One
such approach may explore mechanisms to minimizeeledion between keying
material stored in nodes associated to the samebfeieR.

A key management infrastructure can be designeith@masis of the DPKPS. The key
management infrastructure may be further extendegld gonsistent keying material

update and revocation mechanisms. Because theadiswmonnected nature of MSNSs,
solving this functionality in this context resuéiscomplex problem.

Furthermore, the design of access control mechanismluding role, group and user

access control, in MSNs is also a line of resegethio go. The DPKPS serves the basic
identification and keying service on top of whictcess control services may in the
future be defined.

Finally, a WAHN may be formed of devices of diversesource capability. For
instance, a medical WAHN may be composed of a coatimn of mains-powered
devices, portable devices and actuators, and sensathis network setting, the HKMI
and the DPKPS can be combined within a unified ke&ynhagement architecture. The
DPKPS can be used to cover security for sensoroecammunication and the HKMI
to protect communication among more powerful dexidéurther work in this line
involves the development and testing of such aechire in real WAHN products.
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