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Due to hardware developments, strong application needs and the overwhelming influence of the net in almost all areas, distributed systems have become one of the most important topics for nowadays software industry. Owing to their ever increasing importance for everyday business, distributed systems have high requirements with respect to dependability, robustness and performance. Unfortunately, distribution adds its share to the problems of developing complex software systems. Heterogeneity in both, hardware and software, permanent changes, concurrency, distribution of components and the need for inter-operability between different systems complicate matters. Moreover, new technical aspects like resource management, load balancing and guaranteeing consistent operation in the presence of partial failures and deadlocks put an additional burden onto the developer.

The long-term common goal of our research efforts is the development, implementation and evaluation of methods helpful for the realization of robust and easy-to-use software for complex systems in general while putting a focus on the problems and issues regarding distributed systems on all levels. Our current research activities are focussed on different aspects centered around that theme:

- **Reliable and inter-operable Service-oriented Architectures**: Development of design methods, languages, tools and middle-ware to ease the development of SOAs with an emphasis on provable correct systems that allow for early design-evaluation due to rigorous development methods. Additionally, we work on approaches and standards to provide truly inter-operable platforms for SOAs.

- **Implementation of Business Processes and Business-to-Business-Integration (B2Bi)**: Starting from requirements for successful B2Bi development processes, languages and systems, we investigate the practicability and inter-operability of different approaches and platforms for the design and implementation of business processes with a focus on combining processes from different business partners.

- **Quality-of-Service (QoS) Aspects for SOA and B2Bi**: QoS aspects, especially reliability and security, are indispensable when putting distributed systems into practical use. We work on methods that allow for a seamless observance of QoS aspects during the entire development process from high-level business processes down to implementation platforms.

- **Agent and Multi-Agent (MAS) Technology**: Development of new approaches to use Multi-Agent-Systems for designing, organizing and optimizing complex systems ranging from service management and SOA to electronic markets and virtual enterprises.

- **Visual Programming- and Design-Languages**: The goal of this long-term effort is the utilization of visual metaphors and languages as well as visualization techniques to make design- and programming languages more understandable and, hence, more easy-to-use.

More information about our work, i.e., projects, papers and software, is available at our homepage (see above). If you have any questions or suggestions regarding this report or our work in general, don’t hesitate to contact me at guidowirtz@uni-bamberg.de
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Abstract  By using the remote functions of a modern IT service management system infrastructure, it is possible to analyze huge amounts of logfile data from complex technical equipment. This enables a service provider to predict failures of connected equipment before they happen. The problem most providers face in this context is finding 'a needle in a haystack' - the obtained amount of data turns out to be too large to be analyzed manually. This report describes a process to find suitable predictive patterns in log files for the detection of upcoming critical situations. The identification process may serve as a hands-on guide. It describes how to connect statistical means, data mining algorithms and expert domain knowledge in the domain of service management. The process was developed in a research project which is currently being carried out within the Siemens Healthcare service organization. The project deals with two main aspects: First, the identification of predictive patterns in existing service data and second, the architecture of an autonomous agent which is able to correlate such patterns. This paper summarizes the results of the first project challenge. The identification process was tested successfully in a proof of concept for several Siemens Healthcare products.
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1 Service Management Fundamentals

From a customer’s point of view, a service management system offers a portfolio of services which are designed to help the customer in achieving her business goals. By doing so, a service management system creates added value for a customer. To understand state-of-the-art service management, it is helpful review the historic progress of service-related systems. Many of them are rooted in network management systems, which were used to control a set of technical equipment remotely. Due to the increasing complexity of computer networks, the task has shifted to the more abstract level of managing whole systems, which focus on complex objects, including hardware and software [5]. Modern systems may be designed to support entire business processes. Therefore they need an appropriate IT infrastructure as well as a process landscape which acts as an enabler to fulfill the customer’s business goals.

Many companies commonly face two important challenges - increasing the customer’s service organizations uptime and reducing internal service costs. Thus, the service providers may implement an event management process to help to achieve these goals. The event management activities have changed over time with an increase in the abstraction level of service management systems, from polling simple status surveillance information to analyzing complex workflow data [3]: This is done by using intelligent agents to retrieve complex information about the status and the workload, thereby enabling service providers to ensure the continual uptime of a service object. Because of this, the service management often uses a distributed software architecture [10] where software agents are used to read the service data and correlate the information to provide a service operator with meaningful information.

![Figure 1: ITIL v3 Event Management Process](image)

The Information Technology Infrastructure Library (ITIL) was developed by the Office of Government Commerce (OGC), and for many service-related organizations, it serves as a reference framework for the implementation of such service processes. As a best practice approach, ITIL also recommends an event management reference process (c.f. Fig.1). This process definition can be subdivided into the four basic activities: maintenance of event monitoring mechanisms and rules, event filtering and categorization, event correlation and response selection and event review and closure [16].

ITIL defines an event in this context as ‘an alert or notification created by any IT service, Configuration Item or monitoring tool. Events typically require IT operations personnel to take actions, and often lead to Incidents being logged’ [16]. ITIL proposes three categories for event classification:

- **Information events** - appear commonly and might become important in a certain context
- **Warning events** - indicate a precedent critical situation
- **Exception events** - indicate that a certain threshold has been exceed
Considering this definition, it is possible to separate two similar research topics which are both covered by the ITIL event management definition. While \textit{event management} in a closer sense works only with exceptions, \textit{property monitoring}, which is sometimes referred to as condition-based monitoring, works also with continuous low-level information events (e.g. machine values). This differentiation is essential regarding the service data characteristics. Sensor values such as temperature, voltage or speed values are generally collected continually, so many property monitoring solutions are able to use regression methods to predict failure situations. Event management systems have to correlate events which might appear sporadically, not continually. Therefore, these systems have to fall back on more robust methods for prediction.

By identifying a set of mechanisms and rules, events may be classified and filtered. In this paper, we assume that the idea of the activity \textit{event correlation} is rooted in the experience that an event may not be uniquely interpretable for a service operator and should be regarded in the context of its preceding and successive events. A correlation consists therefore of a set of events which has a certain structure. This reproducible sequence forms a \textit{pattern}. With these patterns, failure situations may be identified\footnote{This paper focuses on failure situations which occur repeatedly and are therefore predictable by analyzing historical data. It does not consider situations which appear only once.}. By analyzing the workflow data of service objects in this way, failures should be found as soon as possible and appropriate actions can be planned in time. A better planning strategy may help minimize working time costs as well as material logistics costs on the service provider side.

ITIL proposes a final event review to keep the event management process transparent and controllable. From an organizational point of view, it is possible to differentiate the event management quality in consideration of the \textit{reaction time}.

In the worst case, an alarm message is generated after the customer has perceived the problem. In this case the customer would call the service provider first. Thus, this behavior can described as \textit{reactive} service. If the service provider is alarmed directly before or at the same time as the failure is noticed by the customer, it is possible to start emergency actions, e.g. to pre-clarify the situation or to contact the customer first. This reaction can be considered as \textit{proactive} behavior, because it allows the service organization to start emergency counter-measures such as pre-clarification and/or emergency orders before the customer acts. One major disadvantage of proactive service is the lack of time to handle the failure situation as a standard operative action, which implies that alternative emergency mechanisms have to be used.

From an economic standpoint, correlations that are able to predict future system failures are most valuable, because the customers' uptime is maximized and previously unplanned actions may be planned in future. In this sense, it is reasonable to separate proactive behavior from \textit{predictive} behavior. A pattern can be labeled \textit{predictive}, if it enables its service organization to pre-plan upcoming actions and/or to set up appropriate counter-measures. Figure 2 shows a time-line illustrating the sequence of predictive, proactive and reactive behavior. Note that the reaction time depends on the point of failure perception as well as the event management process implementation. The point of failure perception can be influenced by the quality of
patterns; the process refers to the service organization’s ability to act immediately. Therefore, it is not possible to define exact time intervals which are generally valid.

\section{2 Statistical Methods for Event Correlation and Failure Prediction}

Based on different research disciplines, there exists a huge variety of methods to implement event correlation mechanisms. Some examples: Hanemann and Marcu differentiate hypotheses-based approaches such as the codebook approach, case-based reasoning and active probing, \cite{3} Hanemann also proposes a combination of rule-based mechanisms and case-based reasoning for correlation. Besides these approaches there exist data-driven methods. For example, Wietgrefe et al. use a neural net to implement a correlation system \cite{15}. The definition of event correlation does not basically consider time distances which may occur from the correlation trigger to the actual occurrence of the site problem. Many correlation systems work with patterns and notify the service operator after the problem occurred. From the customer’s point of view, this results in reactive behavior, because a necessary action does not start before the failure occurs and usually the customer informs the service provider about it. The main purpose of a reactive system may therefore be seen as support for field service engineers.

In this sense, event correlation systems have to be enhanced with mechanisms for probability forecasting. A lot of scientific approaches deal with this problem. Flatin et al. summarize different approaches in ‘Event Correlation in Integrated Management-Lessons Learned and Outlook’ \cite{2}. As well as classic statistical methods \cite{9}, regression- and classification algorithms are commonly used \cite{7, 14}. In addition, there are already a variety of more specialized algorithms available. For example, Gary Weiss proposes the \textit{Timeeweaver} algorithm, which may be suitable for identifying predictive patterns \cite{13}. Salfner describes in his doctoral thesis 'Event-based Failure Prediction - An Extended Hidden Markov Model Approach’ how Hidden semi-Markov Models (HSMMs) can be applied to predict system failures. He compares the application with the efficiency of standard classification algorithms like Support Vector Machines (SVM) und Naive Bayes \cite{17}. Li et al. use the Cox Regression algorithm to identify variables which influence an upcoming hard down situation at most \cite{6}. Taking these factors into consideration, it is also possible to build a pattern which predicts system failures.
3 Developing a Process for Pattern Identification

The goal of this paper is not to find a new algorithm which finds patterns better, but to define a process to identify proactive and predictive patterns. This process uses statistical means and data mining algorithms, as well as expert knowledge, which is commonly available in cost-intensive service organizations, and searches for semantically connected data structures. These structures are used as indicators for upcoming equipment problems. The process consists of a set of activities. The diagram in Fig.3 shows how these steps are linked in a sequence. Based on economic considerations and technical feasibility, a use case has to be identified which describes a certain failure situation and its economic consequences. Starting with the analysis of frequency distributions, significance tests and the application of the Generalized Sequential Pattern (GSP) algorithm, a basic set of events may be identified. This set may then be structured by domain experts into semantically dependent sequences. The process ends with a final significance test to confirm the pattern’s efficiency. The process is basically procedural; though practical application showed that in some cases it might become necessary to enhance the raw/detail pattern by redefining the use case and/or retrieving additional data from the domain experts.

In the following subsections, this process will be explained in detail, starting with some basic information on the economical perspective. Afterwards, we describe how this process was applied in a case study.

3.1 Business Impact and Technical Feasibility

To identify patterns, it is important to consider the connection of cause and effect. Our research experiences proved that single events can not generally be interpreted without context information. Because the actual cause of a system failure is a defect of one or more sub-components, every use case in the process refers directly to a certain material defect and not to a certain system condition. We assume, that the impact of a certain defect always manifests itself in a specific constellation of events. An inverse deduction, namely the conclusion from one or more events to a certain system condition is usually only possible in a few cases, because a specific condition is often caused by different defects. Figure 4 visualizes the difference between the two approaches. Low level approaches (e.g. property monitoring) start usually with the knowledge of which properties may cause a system to fail. This approach may not be generally adapted for event correlation systems, because an event by definition represents aggregated sub-component information. Therefore, an a priori deduction of the connection event set/system error is often not possible.

From an economic view, there are also different ways of approaching the search for patterns. One possibility is a top-down analysis which focuses more on the generation of economically useful patterns rather than on a maximum amount of patterns. Considering spare part defects as the original problem and its consequence, a certain system error, the top-down approach

---

2In the service domain, a use case might be based on a problem which is rooted in a common defect of a certain spare part.
3.1 Business Impact and Technical Feasibility

Figure 3: Process Overview

deductive approach, e.g. property monitoring

\[
\text{Properties} \rightarrow \text{system error}
\]

if properties \( x_1, \ldots, x_n \) exceed their thresholds, an error will occur

inductive approach, e.g. event monitoring

\[
\text{material defect} \rightarrow \text{system error} \rightarrow \text{Events}
\]

Inductive approach from training data; a certain system error manifests usually in very similar event combinations

Figure 4: Consideration of Cause and Effect
starts by defining a use case. Therefore, the most frequent root causes of all defective spare parts (defining a *use case*) should be analyzed in order to continue with an economic investigation. Two aspects of service management are often emphasized: to ensure high uptime for customers and to work as cost efficiently as possible. Therefore, it is necessary to analyze the potential uptime increase and cost savings in order to guarantee efficient patterns. The uptime analysis considers the information of how frequently a defect appeared within a certain period of time and which spare parts would cause the most down time:

\[
\text{Additional uptime potential} = \text{Number of defects per period} \times \text{Mean Time To Restore Service}
\]

A cost analysis depends mainly on the structure of the service organization. Therefore, it is necessary to clarify what are the main cost drivers in the service escalation process. If it is possible to determine the mean service costs of a single service intervention, the potential cost saving may be calculated as:

\[
\text{Potential cost savings}^3 = \text{Number of defects per period} \times \text{Mean Service Costs per Service Intervention}
\]

These calculations have to be adapted depending on the characteristics of the service organization and its business environment. As a result, a calculation for each pattern shows the cost-saving potential and the possible uptime increase that can be reached for a pattern. This approach alleviates the implementation of a control mechanism according to the ITIL event management process activity *event review and closure* and supports continual service improvement. As soon as a use case is identified as economically valuable, domain experts have to be consulted to ensure that the pattern development is technically feasible. The main aspects required are:

- There has to be reproducible underlying defect, which is not considered as an *'Act of God'*\(^4\).
- There has to be a proper amount of training data which can be used to build training sets and which can be used for significance tests/statistical validation. This also implies the need of a certain level of homogeneity of subcomponents.

### 3.2 Developing a Raw Pattern

The process is based on the *assumption that certain events are very frequent just before the failure occurs* and that they are measurable in a weaker instance as predictive indicators. To build a pattern, training data has to be acquired which can be examined a posteriori. Thus, in a first step, the frequency distributions of two training sets are compared (c.f. Fig.5). To create those sets it is necessary to define a *window width* \(w\) which limits the time span of each training case. The size of \(w\) depends on the service data and the use case itself and has to be adapted appropriately.

Set A is a set of log files from different sites where a spare part was replaced. Set B contains log files of sites where no failure occurred. The result of the comparison reveals two important

---

\(^3\)Considering prevented on-site repair activities

\(^4\)It is not possible to predict a technical problem which is caused by suddenly appearing incidents (e.g. lightning stroke, defective fuse, etc).
3.3 Significance Tests

The evaluation of frequency distributions may be limited to a small sample due to software capacity restrictions. To get more details, it is possible to use significance tests for each event of the raw pattern where larger subsets A’ and B’ can be analyzed. From a physical point of view, events are commonly stored as text strings in a log files. Therefore, the amount of data which is used in set A’ and B’ for these tests may be larger than in A and B because the data may be analyzed by a standard regular expression search tool.

To get a detail pattern from the raw pattern, it may be helpful to use an additional sequence analysis. This can be done by using the Generalized Sequential Pattern Algorithm (GSP).[11] By applying this algorithm to training set A, possible sequence candidates can be identified quickly. The input set may be focused on raw pattern events. To identify the correct window width of interesting sequences, set A should be analyzed in adjustment with field experts.

3.4 Developing a Detail Pattern

The raw pattern is a set of unstructured events which can be used as a basis for the development of a detail pattern. Here, the events are structured into semantic blocks. A semantic block is a semantically connected, structured sequence of events. The dependencies between events from the raw pattern are identified by domain experts and are weighted for pattern sensitization if necessary.
The example in Fig.6 shows the connection of single events to a semantic block: Block 1 consists of all the events e1\(\sim\)e4 and the error events E1 and E3 in the time order e3, e1, e2, E3, e1, e4, E1.

Semantic blocks occur within a certain time frame in the log file. The semantic blocks may now be counted depending on the chosen window width \(w\). The detail pattern has to be verified by significance tests. A critical site status may be classified by using *Shewhart maps*. Practical experience showed that it is necessary to base the classification on site-specific values, because the semantic block count may not be null in call cases, but fluctuates around a certain *normal operation value*. The reasons are easy to comprehend from a practical standpoint: on the one side, a complex technical site has a variety of subcomponents where construction details may differ to some degree. On the other side, the degree of utilization or the workflow for each service object may vary significantly. Thus, it is necessary to calculate a normal operation value for each pattern and/or semantic block to set an actual count value in relation to the normal operation value. In some cases, it may be necessary to set up independent control charts for each semantic block. Therefore, it might become difficult to define the upper limits in the charts manually - a decision tree model might be useful for the pattern designer to reduce the complexity.\(^5\) For the final significance tests, a regular expression tool may provide the necessary functions to identify chronologically connected semantic blocks.

### 3.5 Using the Pattern for Event Correlation

The developers of service data log files do usually not focus on machine readable processability. Therefore, it is often not possible to retrieve continuous metrics which can for example be used as a basis for a regression algorithm. For this reason service data mining experts have to find another appropriate metaphor. Regression uses the idea of a 'steadily abrasion': based on historic values, the most probable future values will be predicted. The idea we propose is based on the metaphor of a 'juddering' system: a single or multiple misbehaviors of a site regarding

\(^5\)For example, this might be the C4.5- or CHAID-Algorithm; the count values of the semantic blocks might be used as input variables.
historic normal operation values, which indicates a future failure situation. These misbehaviors can be statistically interpreted as outliers on a c-chart, where the crossing of a defined upper control limit triggers an action (e.g. sending a warning message to a service Operator).

Figure 7: Example: Pattern detection on a single site

The c-chart in Fig.7 shows a site specific example how a predictive pattern classification would look like. The figure shows a pattern that indicates vertical movement problems of the patient table of a computer tomography. The customer called the service provider on day 76 (x-axis). The graph shows a significant spike on day 17 (y-axis). This could be interpreted as a first 'judder' of a defect motor controller in the table. The failure would have been predictable on day 48 (spike), 28 days before the customer’s call. In this example, we used one c-chart for all semantic blocks, whereas the upper threshold for escalation was defined at 2*STDDEV of the last 30 days.

4 Case Study

The service object we chose for our example analysis is a computer tomograph. The use case manifests itself, from the customers point of view, as an abort of a spiral scan. The defect itself happens in the data acquisition phase, where information is being transferred from the gantry to the computer. Defective hard disks and/or communication problems are the reasons why the scan raw data cannot be written to the hard disks of the data acquisition computer. As

---

6The shown upper limit (red line) and the warning limit (yellow line) are simplified as straight line here which refers to day 76. Note, that in some cases, more complex models (e.g. ARIMA) might increase the accuracy. See also Miloucheva/Anzaloni/Müller ([9]) for additional information.
a consequence, the scan may be aborted. Unfortunately, we were not able to obtain enough data to build separate patterns for both the disk problem and the communication device, so we had to build one collective pattern for both defects. This combination is possible because both device defects manifest themselves in a very similar way in the log files and are finally causing the scan abort.

The analysis of the error frequency was based on the business data which was obtained from the ERP system. The uptime analysis results proved an average uptime increase of approximately two hours per defect. The cost analysis showed that these defects caused a significant amount of service cost due to multiple on-site repairs, overtime fees and emergency spare part transports. So we calculated a potential profit which motivated the development of an associated pattern.

For research purposes, we collected 52 training cases for set A with continuing log files of 30 days. Domain experts could initially pre-clarify single failure events and assumed uncommon failure distributions in a majority of the training set. To build the raw pattern, the frequency distributions of 13 (=25%) cases in set A have been analyzed. The raw pattern set held 28 single events, which occurred in $\geq 12$ cases (92 %) very frequently or only in the failure situation. Due to the significance tests of each event, some events could be identified as not relevant and had been rejected. The detail pattern was built with the help of CT experts. The following chart shows an example for a frequency distribution analysis: The events CT_ACU 3058 to CT

![Figure 8: Comparison of Frequency Distributions](image)
STC69 appeared only in set A and CT_ISV 37 to CT_MSM222 appeared significantly more frequently in the training set A than those messages would appear in a normal operation mode (set B). The chart (blue columns) shows the relative frequencies of each single event of set A divided by set B. For example, CT_ISV 37 appeared in A about 3 times as much often as in B. Events with no column exist only in set A and could not be found in B. The point markers which are dimensioned on the second y-axis additionally show how frequent the set A events occurred in relation to all set A events. CT_ITH202 is an example for a so-called 'rare event' – it is obvious that this event seems to be very rare in comparison to all events, but it is frequent regarding set proportion of set A and B.

<table>
<thead>
<tr>
<th>Support</th>
<th>Transaction 0</th>
<th>Transaction 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.667</td>
<td>CT_ISV32, CT_ITH1</td>
<td>1</td>
</tr>
<tr>
<td>0.611</td>
<td>CT_ISV32</td>
<td>CT_DIC18</td>
</tr>
<tr>
<td>0.611</td>
<td>CT_DIC18</td>
<td>CT_DIC18</td>
</tr>
<tr>
<td>0.611</td>
<td>CT_ITH1</td>
<td>CT_DIC18</td>
</tr>
<tr>
<td>0.611</td>
<td>CT_ML50</td>
<td>CT_DIC18</td>
</tr>
<tr>
<td>0.611</td>
<td>CT_ISV32, CT_ITH1</td>
<td>CT_DIC18</td>
</tr>
<tr>
<td>0.611</td>
<td>CT_ISV32</td>
<td>CT_ISV32</td>
</tr>
<tr>
<td>0.611</td>
<td>CT_ITH1</td>
<td>CT_ISV32</td>
</tr>
</tbody>
</table>

Figure 9: GSP Algorithm Application Example

Figure 9 shows the result of a GSP application. 23 training cases were analyzed for frequent item sets using a support factor of 0.6. The GSP window width parameter was set to w = 1 minute, because we were only interested in items that come in a close chronological sequence. In this case it seemed to be reasonable to use only a subset of all events as GSP input due to reduce the calculation time of GSP. The highlighted data set contains different events. The events CT_ISV32 and CT_ITH1 are a part of the raw pattern. We investigated the sequence CT_ISV32/CT_ITH1 more closely, because these messages appear together in the given distance of s = 1.

The GSP results had been discussed with a domain expert who confirmed in this case that CT_ISV32 is an error that comes with a nearby IT1 explanation. Based on the raw pattern events and the GSP results, 20 semantic blocks were identified, which are directly connected to hard disk problems and/or the communication system. The ISV32 event was identified as serious problem of the control computer and was associated with a reset event (CT_SSQ211). Fig.10 shows an excerpt from the original log file where the combination CT_ISV32/SSQ211/ITH1 appears: The significance tests consisted of 39 failure cases (set A, True Positive) and 5974 placebo files (set B, True Negative). In set A, 27 out of 39 cases were identified correctly, where 5966 out of 5974 log files were classified correctly in set B. By rating the true positive result it has to be considered that it was not possible to calculate an exact

---

7 'Rare Events' for further details see definition from G. Weiss in [8], S.765 and 'Small disjuncts' in [14], S.1.
8 X-axis shows event types, Y-axis shows the relative frequencies of each single event of set A divided by set B.
9 s was set to 1 minute. In this case it seemed to be reasonable to use only a subset of all events as input variables for GSP to minimize the calculation effort.
accuracy rate because no final spare part examination data was available. A sample analysis of three incorrect classifications justifies the assumption, that some spare parts have been replaced although they had no defects.

5 Conclusion and Future Work

Data Mining is often described as an adequate method to find patterns in big, unstructured databases. From a practical point of view, the application of data mining algorithms often fails due to a lack of understanding of how those algorithms can be applied in a concrete situation. The method shown therefore resembles a cooking recipe, which consists of list of ingredients (statistical methods, data mining algorithms) and a description how and when to mix these ingredients (process activities). The process we describe showed its usefulness and applicability in practice - we successfully identified several patterns for different healthcare service objects which are used for computer tomography, magnetic resonance tomography and vascular surgery.

Our future work will focus on an autonomous software agent which is able to correlate those patterns and integrates into commonly existing service management environments. Though we started by analyzing healthcare service equipment, we anticipate that the process shown is not limited to this sector and therefore we are going to analyze its applicability into other service segments as well.
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