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Abstract

Non-destructive testing (NDT) is regarded as one of the key elements in ensuring quality of engineering systems and their safe use. A failure of NDT to detect critical defects in safety-relevant components, such as those in the nuclear industry, may lead to catastrophic consequences for the environment and the people. Therefore, ensuring that NDT methods are capable of detecting all critical defects, i.e. that they are reliable, is of utmost importance.

Reliability of NDT is affected by human factors, which have thus far received the least amount of attention in the reliability assessments. With increased use of automation, in terms of mechanised testing (automation-assisted inspection and the corresponding evaluation of data), higher reliability standards are believed to have been achieved. However, human inspectors, and thus human factors, still play an important role throughout this process, and the risks involved in this application are unknown.

The overall aim of the work presented in this dissertation was to explore for the first time the risks associated with mechanised NDT and find ways of mitigating their effects on the inspection performance. Hence, the objectives were to (1) identify and analyse potential risks in mechanised NDT, (2) devise measures against them, (3) critically address the preventive measures with respect to new potential risks, and (4) suggest ways for the implementation of the preventive measures.

To address the first two objectives a risk assessment in form of a Failure Modes and Effects Analysis (FMEA) was conducted (Study 1). This analysis revealed potential for failure during both the acquisition and evaluation of NDT data that could be assigned to human, technology, and organisation. Since the existing preventive measures are insufficient to defend the system from identified failures, new preventive measures were suggested. The conclusion of the study was that those preventive measures need to be carefully considered with respect to new potential risks, before they can be implemented, thus serving as a starting point for further empirical studies.

To address the final two objectives, two preventive measures, i.e. human redundancy and the use of automated aids in the evaluation of NDT data, were critically assessed with regard to potential downfalls arising from the social interaction between redundant individuals and the belief in the high reliability of automated aids.

The second study was concerned with the potential withdrawal of effort in sequential redundant teams when working collectively as opposed to working alone, when independence between the two redundant individuals is not present. The results revealed that the first redundant inspector, led to believe someone else will conduct the same task afterwards,
invested the same amount of effort as when working alone. The redundant checker was not affected by the information about the superior experience of his predecessor and—instead of expected withdrawal of effort—exhibited better performance in the task. Both results were in contradiction to the hypotheses, the explanations for which can be found in the social loafing and social compensation effects and in the methodological limitations.

The third study examined inappropriate use of the aid measured in terms of (a) agreement with the errors of the aid in connection to the frequency of verifying its results and in terms of (b) the overall performance in the task. The results showed that the information about the high reliability of the aid did not affect the perception of that aid’s performance and, hence, no differences in the actual use of the aid were to be expected. However, the participants did not use the aid appropriately: They misused it, i.e. agreed with the errors committed by the aid and disused it, i.e. disagreed with the correct information provided by the aid, thereby reducing the overall reliability of the aid in terms of sizing ability. Whereas aid’s misuse could be assigned to low propensity to take risks and reduced verification behaviour because of a bias towards automation, the disuse was assigned to the possible misunderstanding of the task.

The results of these studies raised the awareness that methods used to increase reliability and safety, such as automation and human redundancy, can backfire if their implementation is not carefully considered with respect to new potential risks arising from the interaction between individuals and complex systems. In an attempt to minimise this risk, suggestions for their implementation in the NDT practice were provided.
Zusammenfassung

Die zerstörungsfreie Prüfung (ZfP) wird als eines der wichtigsten Qualitätssicherungsmaßnahmen für technische Systeme und deren sichere Anwendung betrachtet. Wenn die ZfP kritische Defekte in sicherheitsrelevanten Anlagen, wie z.B. in der Kerntechnik, nicht entdeckt, kann dies zu katastrophalen Folgen für die Umwelt und den Menschen führen. Deshalb muss gewährleistet sein, dass die Verfahren der ZfP zuverlässig sind, d.h. dass sie alle kritischen Defekte entdecken können.


Das generelle Anliegen der Autorin dieser Arbeit ist die erstmalige Feststellung der Risiken der mechanisierten ZfP und das Aufzeigen von Möglichkeiten, diese zu verringern. Die konkreten Ziele dieser Arbeit sind dementsprechend (1) die potenziellen Risiken bei der mechanisierten Prüfung aufzuzeigen und zu analysieren, (2) präventive Maßnahmen für diese Risiken abzuleiten, (3) diese präventiven Maßnahmen kritisch hinsichtlich neuer Risiken zu beleuchten sowie (4) Umsetzungsvorschläge aufzuzeigen.


Für die letzten beiden Ziele wurden zwei präventive Maßnahmen untersucht: die menschliche Redundanz und die Anwendung automatisierter Assistenzsysteme bei der ZfP-Datenbewertung. Im Fokus lagen potenzielle Schwachstellen, die aus sozialer Interaktion der redundanten Individuen und aus dem Vertrauen in die hohe Zuverlässigkeit der automatisierten Assistenzsysteme entstehen können.


Die Ergebnisse dieser Studien haben das Bewusstsein dafür erhöht, dass Methoden zur Erhöhung der Zuverlässigkeit und Sicherheit sowie Automatisierung und menschliche Redundanz versagen können, wenn die potenziellen Risiken ihrer Umsetzung aufgrund der Interaktion zwischen Mensch und Technik nicht bedacht werden. Um diese Risiken bei der Anwendung präventiver Maßnahmen zu minimieren, wurden Vorschläge für die ZfP-Praxis erarbeitet.
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1. Introduction

Increasing demands for safety in our daily life and the infrastructure around us have led to the development of appropriate risk management and life prediction tools. Quantifiable non-destructive testing (NDT) methods are a key in providing substantial information about the integrity of materials, components, and systems by evaluating their properties without affecting their state in any way (e.g. V. Deutsch, Platte, Schuster, & Deutsch, 2006; Erhard, 2013; McGonnagle, 1975; Raj & Venkatraman, 2013). Non-destructive examination (NDE), non-destructive inspection (NDI), and non-destructive evaluation (NDE) are commonly used synonyms for NDT.

NDT is defined as “an examination, test, or evaluation performed on any type of test object without changing or altering that object in any way, in order to determine the absence or presence of conditions or discontinuities that may have an effect on the usefulness or the serviceability of that object” (Hellier, 2013, p. 1.1). According to the German Society for Non-Destructive Testing, NDT is one of the most important methods of safety monitoring (V. Deutsch et al., 2006), as it is an “essential part of quality control of engineering systems and their safe use” (Erhard, 2013, p. 161). Failure of NDT to detect a critical defect in the material—even though it is just a first step in technical diagnostic—might lead to catastrophic events and endanger society and the environment (Erhard, 2013).

Determining whether NDT is capable to find all critical defects is expressed in terms of reliability. It is known that the capability of NDT to find critical potentially structure-breaking defects in the materials depends not only on the technical capability of the equipment, but also on the conditions under which the NDT inspection is carried out and the human and organisational factors (Müller et al., 2013). Whereas technical capability is typically addressed using quantifiable methods, i.e. the Probability of Detection (POD) curves\(^1\), human factors are difficult to include in the quantitative assessments, and are hence, largely neglected in the reliability assessment.

Addressing human factors in NDT plays a vital role in ensuring safety of organisations with high reliability and safety demand. It is best illustrated on examples of accidents and events that had happened due to too little attention being dedicated to human factors. One such example is the crash of the United Airlines flight 232 in Sioux Gateway Airport (Sioux City, Iowa) en route from Denver to Philadelphia. In the accident report following the crash, the

---

\(^1\) POD is used to ascertain whether a defect of a certain quality, for example the size, will be detected with 90% probability and 95% confidence.
National Transportation Safety Board (1989) summarised the accident and the cause of the crash:

On July 19, 1989, at 1516, a DC-10-10, N1819U, operated by United Airlines as flight 232, experienced a catastrophic failure of the No. 2 tail-mounted engine during cruise flight. The separation, fragmentation and forceful discharge of stage 1 fan rotor assembly parts from the No. 2 engine led to the loss of the three hydraulic systems that powered the airplane's flight controls. The flight crew experienced severe difficulties controlling the airplane, which subsequently crashed during an attempted landing at Sioux Gateway Airport, Iowa. There were 285 passengers and 11 crewmembers onboard. One flight attendant and 110 passengers were fatally injured.

The National Transportation Safety Board determines that the probable cause of this accident was the inadequate consideration given to human factors limitations in the inspection and quality control procedures used by United Airlines' engine overhaul facility, which resulted in the failure to detect a fatigue crack originating from a previously undetected metallurgical defect located in a critical area of the stage 1 fan disk […] (Executive summary, p. iv).

In a more recent event, U.S. Nuclear Regulatory Commission (2012) issued a report on a failure of an NDT in-service inspection (ISI) in 2009 to identify five Primary Water Stress Corrosion Cracking (PWSCC) indications in the steam generator (SG) safe-end weld. The two 100% through-wall and three partial through-wall indications exceeding the acceptance criteria were detected in a subsequent ISI in 2012. A post-event evaluation suggested that it was very likely that the indications existed in 2009, that the indications were within the inspectors’ “ability to foresee and correct” (p. 11), and that the “examinations performed on SG safe-end weld did not provide assurance that the structural boundary of the reactor coolant system remains capable of performing its intended safety function” (p. 11). A root cause evaluation yielded the following conclusion:

The evaluation determined that the root causes included that the site NDE organization did not adequately implement their responsibility to ensure effective application of the examination procedure by supplemental examination personnel and that the on-site briefing conducted with NDE technicians was not adequate to ensure successful execution of the examination (p. 10).

Even though this event did not lead to an accident, it illustrates that NDT can fail and that the underlying causes can extend beyond the technical capability.

The motivation for addressing human factors in NDT came from a number of inspections, during which significant variations in the individual performances were observed but could not be overcome by physical or engineering methods (e.g. Fücsök & Müller, 2000; McGrath, Worrall, & Udell, 2004; McGrath, 1999; Nichols & Crutzen, 1988; Nockemann, Heidt, & Thomsen, 1991).

The observed variability between the inspectors—shown to decrease NDT reliability—is typically addressed by improving of the inspectors’ technical ability, by assuring only those that display their ability in a blind performance demonstration can be sent out to inspect (applies typically to the U.S.A.), by improving the inspection procedures, by introducing human redundancy, and by increased automation of the inspection process.

However, focusing only on the individual as a source of failure and applying methods such as more strict procedures, supervision, training and introducing automation to replace the human

---

2 Indication is a representation of a signal from a discontinuity in the material in the format typical for the method used.
operators as much as possible is an approach that is slowly being abandoned, as looking into
the interactions between all the present systems, i.e. the individual, the team, the technology,
the organisation, and the extra-organisational environment, takes over the attention in the
contemporary human factors and human error research (e.g. Badke-Schaub, Hofinger, &

As many other domains, NDT is experiencing a rise in the use of automation. Automation-
assisted inspection (in NDT—and hereafter—referred to as the mechanised inspection) is seen
as beneficial, not only due to expected higher reliability and the advantage of storage of data
for later use or re-evaluation, but also as a means of decreasing human variability observed
during manual inspection. In this process, NDT inspection personnel is not replaced by
automated systems and asked to monitor them, but the inspector is still actively involved in
the setup of the measurement system, and, most importantly, in the evaluation of the collected
data (even though not automated or mechanised per se, evaluation is, in this thesis, embedded
in the term mechanised testing).

Contemporary human-automation interaction research suggests that increased automation is
not only related to benefits, but also to costs—a paradox frequently dubbed as the automation
ironies (Bainbridge, 1987) or automation surprises (Sarter, Woods, & Billings, 1997). Those ironies
and surprises refer to those elements in the interaction between human users and automation
that were not considered by the automation designers, but which can fundamentally change
the responsibilities of the human operators of systems and the nature of the cognitive
demands, e.g. the need for new skills, retention of old skills for problem solving, loss of
situation awareness, different nature of workload, reliance on automation, etc. (e.g. Manzey,
2012; Parasuraman & Riley, 1997; Sarter et al., 1997; Sheridan & Parasuraman, 2005).

The costs of automation use in NDT were never investigated. Therefore, the overall aim of
this study was to explore those risks and to find ways of preventing them. This was achieved
by identifying the risks, their causes and consequences, and by suggesting preventive
measures. However, as with introducing automation, implementing preventive measures can
also lead to new risks. The two singled out preventive measures, i.e. the human redundancy
and the use of automated decision aids, have yielded a substantial amount of attention in the
human factors field. Even though both are associated with benefits for the increase of NDT
reliability—the former as a measure of error recovery, and the latter as a defect detection
aid—findings from the literature suggest that the lack of independence between the redundant
elements (Clarke, 2005) and over-trust in automated aids (Parasuraman & Riley, 1997) may
actually counteract the expected benefits. Hence, the objective of this study was to investigate
for the first time the potential problems that can arise from the implementation of these
measures in NDT.

Addressing risks associated with mechanised NDT and of implementing preventive measures
is a relevant step in the long-term endeavour of ensuring that NDT inspections are performed
reliably, thereby contributing to the overall safety of the organisation they serve to protect and
maintain.

The relevance of addressing this issue is especially high in domains, in which failures can lead
to catastrophic consequences. Nuclear industry and aviation have been, thus, the front-
runners in human factors research. A new emerging field that is of safety concern—and will
be, even after all the nuclear power plants stop producing energy—is the final disposal of
spent nuclear fuel. No permanent repositories for spent nuclear fuel exist currently in the
world, and the operation of the most developed programmes—that of Finland and Sweden—is
scheduled for the near future. This application carries unknown risks, but at the same time,
the highest safety and reliability standards need to be achieved as the spent nuclear fuel is expected to be safely stored for at least the next 100,000 years (the extent of the safety assessment). The work presented in this dissertation has been conducted within the scope of this challenging new field and concentrates, hence, primarily on the nuclear domain.

The work is organised in the following manner: Following this introduction, the second chapter will present the theoretical underpinnings used as the motivation for the empirical work. The chapter will introduce the field of NDT, outline the role of human factors in NDT, present the current state of the art in the research field, and close with identifying the challenges of the field and the aims of the study.

The subsequent chapters are concerned with the empirical work conducted within the scope of this dissertation. The three conducted studies will each begin with a theoretical background, followed by the aims of that particular study, the hypotheses, the method, the results, and their individual discussions.

The first study will be presented in the third chapter. In the theoretical part, relevant aspects of human error and the fundamentals of risk management will be outlined, as the aim of this study is to identify risks associated with mechanised NDT. In the empirical part, will present the risk assessment approach chosen to identify the risks, the methodology, and the results will be presented, followed by the discussion of the findings. A special emphasis will be given to the identified potential preventive measures and the implications of their implementation. The chapter will conclude by raising questions about the optimal implementation of two preventive measures, i.e. the application of human redundancy and of the use of automated aids in the evaluation of NDT data, which lay the foundations for further empirical work.

The following two studies will be outlined in chapters 4-6. Taking into account the similarities in the applied method in both empirical studies, the fourth chapter will present the design of the experimental task and the recruitment of the participants.

The fifth chapter is concerned with the application of human redundancy in the evaluation of data acquired with mechanised systems. It will commence with the theoretical underpinnings of human redundancy and its potential downsides when applied in complex industrial environments. Considering a particular scenario in which human redundancy can be implemented in NDT, i.e. sequential redundancy, the roles of both inspector roles will be scrutinised with respect to a) expectation one’s work will be subdued to human redundancy, and b) the effects of familiarity between the inspectors on the performance. After presenting the method and the results of two experimental studies, this chapter will conclude with a discussion of the results and with suggestions for the implementation of human redundancy in NDT.

The interaction between the inspectors and an automated detection aid will be explored in the sixth chapter. The focus will be put on the belief in high or low reliability of the aid, propensity to take risks, differences in verification behaviour, and their potential consequences on inappropriate automation use in a data evaluation task. As in the previous study, after presenting and discussing the results, recommendations for overcoming problems that can arise from working with automated aids in NDT will be given.

In the seventh chapter, the results of all three studies will be jointly discussed with emphasis on their implications for the reliability of NDT.
2. Human factors in non-destructive testing

“The reconstruction of mindset begins not with the mind. It begins with the circumstances in which the mind found itself”
Dekker, 2002, p. 50

The purpose of this chapter is to provide with general understanding of non-destructive testing, present the existing state of the art in the study of human factors in NDT, and identify research that is still missing in the field. This will lead to establishing the aims and the objectives of the study, which will be explored in the following chapters.

Everyone who had ever been examined by a doctor with an ultrasound or an x-ray machine had in fact been non-destructively examined, i.e. the doctors could learn about the condition of our internal organs and the functioning of our organism without surgically opening to see. Non-destructive methods are also widely used to inspect materials, without damaging them. To understand how these methods are used in materials’ testing, this chapter will begin with addressing some fundamentals of non-destructive testing (NDT), with respect to different methods, applications, and reliability (section 2.1).

Human performance and its influence on reliability and safety in complex organisations, such as the nuclear power plants, have been a topic of research in the field of human factors since its beginnings. The obtained knowledge is continuously used to identify and prevent risks stemming from the interaction of humans with ever-developing technology. Some of that knowledge, relevant to this study, will be presented, including the sources of variability in the inspection performance, models of human performance in NDT, and a review of existing literature on human factors in NDT (section 0). Finally, the chapter will conclude with the challenges and the aims of the study (section 2.3).

2.1. Non-destructive testing

In our daily life, we rely on structures around us, such as the bridge we walk on, the plane we fly with or the nearby power plant, to hold and function as intended. One of the tasks in ensuring those structures will hold and withstand different conditions over the planned life cycle is to ensure that materials, components, or structures do not contain discontinuities—
deemed critical for the component—that could endanger their structural integrity and have an impact on their functionality. This is achieved by means of non-destructive testing.

NDT can be achieved using almost any kind of energy and letting it interact with the component, the oldest of which is using the naked eye to look for changes on the surface. Generally, NDT methods aim at understanding the interaction of some form of energy (in form of rays or waves) that is being sent through or into the material, and the material itself (Raj & Venkatraman, 2013). Each NDT method acts upon the material through its physical ability. For example, ultrasonic testing (UT) sends sound waves through the material, eddy current testing (ET) is based on induction of currents, radiographic testing (RT) penetrates the material with electromagnetic waves with high frequency (x-ray), and in visual testing (VT) the objects is illuminated and then inspected with an eye or with other photosensitive devices, such as a camera. The choice of the method to be used depends on the material, geometry, defect type and location, applicability, accessibility, and suitability (e.g. Raj & Venkatraman, 2013). For example, UT and RT are best suitable to look for discontinuities in the volume of the component, ET for discontinuities at or near to the surface, and VT for discontinuities at or open to the surface. Other frequently applied methods include thermography, liquid penetrant testing, magnetic particle testing, etc.

In addition to the physical principles of each method and the location of the discontinuities that need to be found, the method with which NDT is applied depends on the degree of involvement of the inspector and the technology. With that respect, NDT methods can be divided into manual, semi-automated (or automation-assisted), and fully automated methods.

In manual UT, for example, an inspector typically goes on-site with a hand-held device, prepares the component and the equipment, conducts the inspection by manually displacing the probe (the sender and the receiver of the energy, i.e. ultrasound, being sent through the material) along the component, and interprets the signals.

In semi-automated testing, i.e., mechanised testing, the testing equipment is mounted on a manipulator and the data acquisition is carried out by automatically displacing the probe along the inspection area. Still, the inspector, or a team of inspectors, is involved in the preparation of the equipment and the setup of the software, monitoring of the automatic scanning process, and—most importantly—they are involved in the evaluation of the collected data. Even though only the process of acquisition can be mechanised, the corresponding data evaluation bears characteristics that makes it significantly different from that of evaluating signals in manual inspection and rather specific to mechanised inspection. E.g., in comparison to some manual NDT methods (e.g. UT), in which only the raw signal amplitudes are instantaneously evaluated, evaluation of data acquired by mechanised methods benefits from the possibility of using several views and tools for visualisation of the collected data during the analysis. Thus, in this thesis, the term “mechanised testing” includes both acquisition and evaluation of data.

Fully automated NDT is carried out without direct involvement of the human operator, where data collection, data evaluation, and even the decisions are performed automatically.

Absolutely homogeneous material does not exist. All materials contain discontinuities, but not all of them threaten the integrity of the structure. NDT is used to record all signals of discontinuities in the material, to report all those that exceed a predetermined reporting threshold and, finally, to identify those discontinuities in the material that are large enough to cause concern of structural failure, i.e. the critical defects (Ali, Balint, Temple, & Leevers, 2012). A defect is defined as “a component discontinuity that has shape, size, orientation, or location, such that it is detrimental to the useful service of the part” (Hellier, 2013, p.2.24).
There are different kinds of defects (e.g. cracks, delaminations, pores, inclusions) and they occur during the material’s forming process, component manufacturing (both prior to its use), or develop in the material during the operational period (in-service) (McGonnagle, 1975). In industries, in which in-service inspection (ISI) is used, e.g. in the nuclear industry and aviation, structures with defects can be put to further use, provided that the defect size is regularly monitored before the defect grows to a critical size that could result in structural failure. This is known as the damage tolerant design (Raj & Venkatraman, 2013). Judgment about the materials being free of critical defects will, thus, allow those materials, components and systems to be used (V. Deutsch et al., 2006). If faulty, it could lead to devastating effects for the people and the environment.

2.1.1. NDT task

The primary role of the inspector is to detect (i.e. identify, find) and interpret signals received from the equipment (i.e. determine the size, shape, orientation and, frequently, the type of found indications).

In doing so, the inspector is guided by a set of inspection procedures and instructions, which determine how to find and analyse the signals the equipment is providing. Inspection procedures and instructions are some of the most important tools in everyday life of an NDT inspector. An inspection procedure is a written description of all essential parameters that need to be applied when carrying out an inspection. NDT instruction, on the other hand, is a precise, written description of the steps that must be followed during testing (DIN EN ISO 9712:2012). NDT procedures and instructions are typically written by certified personnel in accordance with standards, codes, or specifications.

The NDT process is embedded into an organisational context that goes beyond the organisation carrying out the inspection. Hence, the inspector (or a team) carrying out the task is influenced by the organisation it serves, but also by the service provider, regulators, and the international and national laws and regulations (Figure 1).

Figure 1: Organisational structures affecting the NDT inspections
Having interviewed about 200 German inspection companies, and having carried out a series of workshops, expert panel discussions, and five case studies, the German Institute for Vocational Education and Training \(f\)-\textit{bb} (\textit{Forschungsinstitut Berufliche Bildung}) described the overall NDT duties (Zeller, Küfner, & Neumann, 2012), as depicted in Figure 2.

![Diagram of a typical NDT inspection working cycle](image)

**Figure 2**: Typical NDT inspection working cycle (adapted and translated from "\textit{Untersuchung zu neuen und modernisierten Berufsprofilen und einem Berufsgruppenprinzip für prüftechnische Berufe. Abschlussbericht}" [unpublished], by B. Zeller, C. Küfner, and F. Neumann, 2012, Nürnberg: Forschungsinstitut Berufliche Bildung (\textit{f-bb}) GmbH)

A successful NDT inspection requires careful planning, choice of appropriate NDT inspection methods and techniques, quality inspection procedures, and qualified and trained inspection personnel. Whereas these decisions are made by the service provider and the customer in accordance with the prescribed laws and procedures, the NDT inspection task (execution of the inspection + documentation) can be broken down into the three main steps. First, the inspector needs to \textit{prepare}, i.e. familiarise himself with the inspection procedure, prepare the equipment and the inspection area or the component, and adjust the equipment to the appropriate sensitivity to find the desired discontinuities in the structure (a process also known as the calibration). Second, the inspector needs to \textit{inspect} the structure. This process is highly dependent on the NDT method, as the tools one uses (hardware and software) differ. In any case, during the inspection one searches for defects. If they are at the surface, one can decide by looking at them or by touching them whether they are defects that need to be reported. If they are situated in the component’s volume, they can no longer be seen, which makes the inspection task more demanding. In this case, the inspector does not identify and interpret defects (discontinuities that might be harmful for the component), but rather the signals received by the equipment. These are called \textit{indications}. Not all indications necessarily reflect defects in the component, i.e. signals can also come from the geometry of the component, the equipment, the material’s structure, etc. The task of the inspector is to distinguish between signals coming from discontinuities or other sources and further analyse those they are required to (this requirement depends on the magnitude of the signals above a predetermined reporting threshold, which can be determined, e.g. by the fracture mechanics). For the process of indication interpretation, the signals are analysed to that extent that the inspector is estimating the defect’s size, position, the orientation and, if possible, the type. The final step is to \textit{report} (document) all the findings. (How the findings of the inspection are dealt with goes beyond the task of the NDT inspector and will not be discussed in this thesis.)

NDT task is, hence, a very complex task, during which the inspectors have to rely on their sensory, perceptual, cognitive, and motor skills. It is described as signal detection, information processing, and as a decision-making task. It requires high vigilance, because inspections are
often carried out over long periods of time, on large components, with attention shifting from
the object to some kind of a display; the task being frequently monotonous, tedious, and even
boring. Moreover, the operating personnel require skill, knowledge, training, experience, and
official qualification to be able to carry out the task. The task is greatly affected by the
environment in which it is carried out. It frequently includes high noise, vibration, high
temperatures and humidity, poor lighting, restricting working place, in nuclear industry (of
interest for this thesis) high radiation and protective equipment, all of which may significantly
degrad performance. The inspected object (with its shape, surface roughness, and
accessibility) and the equipment are known to affect further the quality of the inspections.

When employed to detect and estimate the size of defects in thick metal components or the
welds, NDT can be a demanding cognitive task. A successful result requires the application
of knowledge about the inspected component, understanding of available NDT techniques, and
interpretation of a large variety of signal characteristics. Reaching a correct decision depends
on the accuracy of the information obtained and the effectiveness with which the information
is interpreted and weighed (Harris & McCloskey, 1990).

Under regular circumstances, the task is manageable for an average qualified and experienced
inspector. However, as the conditions get harder and the line between an acceptable and an
unacceptable discontinuity becomes harder to draw, the demands of the task rise and sharper
skill and judgment by the inspector are required (Dickens & Bray, 1994; Enkvist, Edland, &
Svenson, 1999).

### 2.1.2. NDT reliability

NDT methods are not capable of finding all defects. Establishing whether and to what degree
an NDT method can detect the critical defects is usually expressed in terms of reliability.
Reliability of NDT generally refers to “the degree that an NDT system is capable of achieving its
purpose regarding detection, characterization and false calls” (Taylor & Nockemann, 1999, p. 7).

Ideally, that what is reported after an NDT inspection in the inspection report should
correspond to the true state of the component. In reality, these two sometimes differ due to a
number of factors that can influence the NDT inspection results.

NDT reliability assessments focus primarily on the technical aspects of reliability, resulting in
further advancements in technology. Supporting this statement is the fact that the reliability is
typically expressed in terms of probability of detection - in short, the POD (Berens, 1989).
With the help of POD curves reliability is expressed in terms of defect detection dependency
on some selected parameter, such as the defect size, depth, orientation, etc. This method
assumes that a property of the defect—most frequently the defect’s size—is the most
important determinant of whether this defect is going to be found. However, measuring the
overall NDT performance using only the POD has been deemed unsuitable because, among
other things, POD does not take the inspectors’ ability to discriminate between defect and
non-defect indications and the inspectors’ decision criteria into account (Spanner Sr., 1986).

According to the Modular Reliability Model, developed by the NDT community during the first
European-American Workshop on Reliability of NDT (Nockemann & Fortunko, 1997), NDT
reliability depends not only on the intrinsic capability of the NDT system, i.e. its technical
capability, but also on the application parameters, and the human factors. Application
parameters refer to the factors reducing the capability of an NDT system (e.g. the material
surface conditions or access to the component) and human factors to the factors furthermore
reducing the system’s capability or effectiveness. Human factors were more thoroughly
defined as “the mental and physical make of the individual, the individual’s training [5] and experience, and
the conditions under which the individual must operate that influence the ability of the NDE system to achieve its intended purpose” (Taylor & Nockemann, 1999, p. 8).

In light of new research illustrating the effects of organisation on the reliability (Bertovic, Gaal, Müller, & Fahlbruch, 2011; Gaal et al., 2009), the model was further expanded by Müller et al. (2013) by embedding the three influencing factors (intrinsic capability, application parameters, and human factors) into an organisational context (Figure 3).

Supporting this model is the classification of the factors having the biggest influence on reliability into 10 classes (Ali et al., 2012, p. 104):

- Arising from the technique itself, capability even in the best of circumstances;
- Setting up and calibrating the equipment;
- Poorly written, or absent procedures, and the inspector experiencing difficulty applying the procedure;
- Human factors, which enhance the opportunity for errors, such as fatigue due to long shifts or un-adjusted shift work;
- The aims of the inspection (is it a purpose designed inspection or a general purpose one, is it being used simply to satisfy regulatory requirements);
- The inspectability of the component (access, surface finish, etc.);
- Defect characteristics (especially if they differ from those the NDT is designed for);
- Management of the inspection (clear information, communication, breaks, commercial pressures, etc.);
- Data processing and classification (may be more appropriate in automated systems);
- Reporting (sometimes even critical defects might be found, correctly sentenced but unreported).

Figure 3: Modular reliability model (From "Paradigm Shift in the Holistic Evaluation of the Reliability of NDE Systems", by C. Müller et al., 2013, Materials Testing, 55(4), p. 264. Reprinted with permission of the Carl Hanser Verlag)
There is no doubt that inspectors play a vital role in an NDT inspection. The inspector is there to operate the equipment, interpret its signals, appropriately use the procedures, and do all that in frequently very unfriendly environment. Even after the equipment and the procedures are adequate, the largest variation comes from the inspecting personnel. When asked about the performance in the field, the study participants—all experienced inspectors—state that different inspectors frequently produce different results (e.g. Wheeler, Rankin, Spanner, Budalmente, & Taylor, 1986).

However, the consideration of human and organisational factors in the estimation of NDT reliability has not deserved sufficient attention. Whereas methods for measuring the equipment’s capability have been excessively developing, the causes of human variability in NDT and ways to mitigate them are still in the background.

2.1.3. Types of errors in NDT

The variability in NDT is typically associated with differences between the inspectors in detecting and interpreting defects. This difference can lead to a defect not being detected or its size being underestimated or overestimated. The different types of errors will be addressed in this section.

2.1.3.1. Errors in defect detection

NDT is, above all, a signal detection task. In signal detection, the task is to determine whether a stimulus is present or not, i.e. the aim is to distinguish a signal from a background interference or noise (Swets, 1996). Thereby, two correct or two false responses to the stimulus, i.e. a defect in the material, can be made: one can correctly or falsely accept or reject a signal.

If there is a defect in the material reflecting a signal strong enough to be distinguishable from the background noise, the inspector will most probably detect it (true positive). However, other signals coming from the material, the surface of the component or the interference of the equipment might mask the actual signal and cause that signal to be missed (false negative).

Even when no defect is present, an inspector receives a number of signals from the interference of the equipment, from the material, or from the surface of the component (all part of the background noise). If interpreted correctly, one has made a correct rejection (true negative), i.e. one has rejected a supposed signal as being part of the background noise. However, if misinterpreted for a signal, the inspector will report a false alarm (false positive). Figure 4 shows all possible responses to an existing or not existing defect in the material.

Two of the four responses are the correct ones: the correct acceptance and the correct rejection (i.e. true positive and true negative). Of concern are the misses and the false alarms.

Misses and false alarms do not raise the same concern for the ultimate safety of the structure. Note that a miss is critical only when the defect is of a size that might raise concern of the structure’s integrity. Whereas false alarms can lead to unnecessary repair or replacement of the component and—consequently—to financial cost, a missed defect can raise the possibility of structural failure and pose a threat to safety, economics, reputation, and the environment. It is in interest of every organisation to keep both at a minimum or, ideally, to completely avoid them. From the safety side, however, misses are significantly more important and of main concern in the reliability assessment.
<table>
<thead>
<tr>
<th>Response</th>
<th>Presence in the material</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defect</td>
<td>HIT (True positive)</td>
</tr>
<tr>
<td></td>
<td>FALSE ALARM (False positive)</td>
</tr>
<tr>
<td>No defect</td>
<td>MISS (False negative)</td>
</tr>
<tr>
<td></td>
<td>CORRECT REJECTION (True negative)</td>
</tr>
</tbody>
</table>

Figure 4: Defect detection as a signal detection paradigm

A critical defect might inadvertently be left in a structure because of several reasons. First, an NDT method might not detect the defect. Second, once detected, the inspector may incorrectly sentence the defect (make an incorrect decision about the criticality of the defect). Some other examples include the inspector failing to report the defect, or the repair shop failing to correctly repair the component (Ali et al., 2012).

2.1.3.2. Errors in defect interpretation

Another issue of concern, apart from the detection, is the interpretation of defects, e.g. the assessment of the defect’s size. Accurate sizing requires skill and experience. A statement about the size of the defect often leads to the assessment of the criticality of that defect.

It is well known that every repeated measurement produces different values, often normally distributed. I.e. if repeatedly measuring a defect of a specific size that defect can, on occasion, be undersized or oversized. Underestimating the size of the indication and, thereby, the criticality of the defect, can pose a threat to safety. Overestimating the defect’s size will raise concern and—similarly to false alarms—may result in the dismissal of a component that is fit for purpose and, thus, lead to an unnecessary financial cost (e.g. Ali et al., 2012). Other errors include wrong positioning, orientation, and the wrong determination of the defect type.

In simple cases, where the signals to be found are big enough and not ambiguous, it can be assumed that the majority of the inspectors would be unified in their assessment of the signal. As the conditions become more difficult (e.g. the signals hardly distinguishable from the background, poor accessibility to the inspection area, difficult working environment, etc.) the results of different inspectors begin to vary.
Perfect, flawless performance is impossible. Performance per se cannot be exclusively “good” or “bad”, as it is not a static entity. Performance is a “highly dynamic interactive process, between the individual and the context in which he operates” (Enkvist et al., 1999, p. 13). As such, the human performance in complex organisations with high safety and reliability demand, such as the nuclear power industry or aviation, is determined by a number of factors, which have been a topic of a decades-long endeavour in the field of human factors.

The overall aim of human factors research and engineering is a more effective system performance (Harris & Chaney, 1969). This is achieved by identifying human performance problems; by applying human knowledge to the design of the system (maximising the effects of human capabilities, and minimising those related to human limitations); by reducing system costs (people, equipment and information); by developing and maintaining human resources (e.g. high morale and job satisfaction); and, finally, by utilising the gained knowledge to other similar situations that currently exist or will occur in the future. Human factors discipline is seen as an area where psychology and engineering intersect and is, as such, multidisciplinary in nature. Goals of human factors are to avoid the negative effects of the interaction between humans and technology, or to decrease them in order to increase the well-being of people, functioning of the systems, and safety (Badke-Schaub et al., 2012).

However, the role of human factors in various industrial applications was not always straightforward. According to Reason (1993), only after the technological revolution of the last century has provided us with reliable technological systems and solutions, has it become clear that the human operator plays a crucial role in safety. This was followed with a period, in which not only the technology or the human are seen as main error causes, but rather the interaction between different subsystems (socio-technical approach), e.g. between the technology and the operator, or the operator and the organisation. Wilpert & Fahlbruch (1998) expanded this view by stating that the modern complex, often conflicting, settings require not only the intra-organisational, but also the inter-organisational approach (taking relationships between organisations into account).

The approach to human factors in NDT has not undergone a similar development as its original discipline. The focus is still mainly on the inspector and the prevention of human errors. In NDT literature, the “human factor”—referring to the inspector—has been frequently identified as the main source of error or variability in the results, even though the influences of the working conditions and the inspection procedure are generally acknowledged. This can be observed in the definition of human factors in NDT as:

the mental and physical make of the individual, the individual's training and experience, and the conditions under which the individual must operate that influence the ability of the NDE system to achieve its intended purpose (Taylor & Nockemann, 1999, p. 8).

In contrast, the contemporary understanding of safety and reliability in high-risk occupations and organisations consider a much broader perspective by including environmental and organisations factors. Moreover, they emphasise the importance of looking not only into the single elements of the socio-technical system, but also into the interaction between system components, i.e. the individual, the team, the technology, the organisation, and the environment (Badke-Schaub et al., 2012; Fahlbruch & Wilpert, 1999; Reason, 1997; Wilpert & Miller, 1999). Giesa and Timpe (2002) elaborate this by saying that environment, organization, technology and the individual are so interconnected that saying that a cause of a failure is either technology or the human does not do them justice.
That looking only into the person—rather than into the entire system—is a limited approach to ensuring safety and reliability was extensively elaborated in human error literature and in reference to prevention of organisational accidents (e.g. Reason, 1990, 1997; Woods, Dekker, Cook, Johanness, & Sarter, 2013). It is also reflected in the widely accepted definition of human factors by the Health and Safety Executive (HSE):

Human factors refer to environmental, organisational and job factors, and human and individual characteristics which influence behaviour at work in a way which can affect health and safety (HSE, 1999, p. 5).

This definition emphasizes three relevant aspects that have an effect on people’s health and safety-related behaviour:

- The job, i.e. matching the job to the person in terms of workplace and working environment design, and the individual’s requirements for information and decision-making, as well as task and risk perception.
- The individual, i.e. individual’s personal attitudes, skills, habits, and personalities, which—depending on the task demands—can turn into strengths or weaknesses and have an effect on task performance.
- The organisation, i.e. work patterns, the culture of the workplace, resources, communications, and leadership and so on.

By comparing the two definitions—the general one and the definition of human factors by the NDT community—it appears that the consideration of human factors in NDT is rather limited because of its primary focus on the inspector. Even though this may be a prevalent definition in the NDT circles, there have been various studies in the field taking into account the broader perspective of human factors, as coined by the HSE and the experts alike.

In the following sections, the motivation for addressing human factors in NDT, i.e. the variability in the inspection results, will be addressed. This will be followed by models of human performance in NDT and a literature review.

2.2.1. Variability in NDT

As mentioned in the introduction, the motivation for addressing human factors in NDT came from a number of inspections, during which significant variations in the individual performances were observed but could not be overcome by physical or engineering methods (e.g. Fücsök & Müller, 2000; Nockemann, Heidt, & Thomsen, 1991). For example, in their study of radiographic weld inspection and the evaluation of radiographic film images, Nockemann et al. (1991) found differences in performance (expressed in terms of Receiver Operating Characteristics, ROC [Swets, 1996]) between professional inspectors and scientists (as both were represented in the study), which they assigned to the difference in experience. However, even equally experienced individuals varied in their performance, reason for which remained unknown. The Nordtest NDE Programme (1976-1990) revealed differences among inspectors in accepting and rejecting a defect. The results of the two phases of the Programme for the Inspection of Steel Components (PISC)—PISC I (1976-1979) and PISC II (1981-1984)—furthermore highlighted the variability in human performance. This was illustrated by a large scatter in the inspection results and a tendency to either oversize or undersize defects (McGrath, 1999). The study performed by the Netherlands Institute of Welding (NIL) between 1991 and 1995 resulted in detection reliability of only 50% and substantial sizing deviations, which the authors attributed to manual testing. Thus, they suggested that mechanised NDT methods should be preferred, if high detection reliability is to be expected (McGrath, 1999).
These and other similar observations initiated a number of studies and research projects with the aim of determining causes of the variability. Considering the potential safety implications, most of the research had been carried out in the nuclear industry (followed by aviation, and substantially less accounts can be found related to oil and gas, and railway). The specific conditions encountered in the nuclear industry can make the NDT task especially demanding, which is why investigating human factors in this application received more attention, e.g.:

- The effects of an unreliable inspection can be catastrophic, i.e. leakage of highly radioactive nuclear waste into the environment.
- The components to be inspected have complicated geometries, and consist of materials and welds often difficult to inspect (e.g. austenitic materials).
- Inspections are carried out under unfriendly working conditions, i.e. radiation, wearing of the protective equipment, humidity, surrounding noise, heat originating from the material being inspected and the surroundings, time pressure caused by the heat and economic pressure, poor accessibility to the testing object, and so on.

Task complexity and the working conditions, typical for this context, but also potential inadequate quality control and maintenance practices, and other factors can shape human performance in unwanted ways, which is why their identification is an important step in understanding human behaviour in this context. The so-called *performance shaping factors (PSF)* can be internal or external to the person. The internal PSFs include all those characteristics of the person that influence this performance, e.g. skills, motivation, and the expectations. The external include the work environment, including the equipment design, and the procedures. The work environment, which places high demands on the operator and does not match the operator’s capabilities and limitations, can cause psychological and physiological stressors, considered as one of the most influential PSFs. A good match between the internal and the external PSFs will lead to a more reliable and optimal performance. On the contrary, a mismatch will lead to disruptive stress and suboptimal performance (Swain & Guttmann, 1983).

### 2.2.2. Models of human performance in NDT

Since the first studies in this field emerged, the scientists have attempted to understand the abundance of factors affecting the NDT inspectors in their work by setting up theoretical conceptual models based on observations and the understanding of factors affecting human performance.

Figure 5 illustrates the model of mechanised UT/ISI man-machine system developed by Spanner Sr. (1986).
In this model, the mechanised system is performing the sensing, information processing, decision-making, and action functions. Training, education, and management are seen as inputs into the model. The inspector’s task consists of signal interpretation, which is treated as a signal processing, pattern recognition, and a decision making process. Important outcome of this model is that the performance is seen as a result of interaction between the inspector and the technology in the context influenced by the management, the procedures, and the immediate working environment.

Two years later, Harris (1988) described human performance as an information-action-feedback loop influenced by a set of performance shaping factors (Figure 6). Based on this model, effective performance can be expected only when sufficient feedback is provided between an input of information through some sensory channel (visual, auditory, tactile, etc.) and an execution of the action in a form of some motor activity (manual, speech, etc.). This feedback must be complete, relevant, and timely appropriate. The nature of the task, the equipment, and the procedures affect this relationship internally, and the performance shaping factors externally.
In the conceptual framework of Behravesh, Karimi, and Ford (1989) the inspectors’ capability of finding defects is influenced by a set of internal (personal) and external (environmental) factors. In line with the systems approach, poor performance is not equated with personal deficiency, neither with the situation alone, but is seen rather as a result of “behaviour in a person-environmental system characterized by constant change in both internal and external (situational) requirements” (p. 2236). Human factors can be identified by a theoretical “top-down” approach and by an empirical “bottom up” approach. In the first, effective performance is seen as a product of skilful, motivated person interacting with a responsive environment. Inspector’s poor performance can be primarily understood as a function of contextual (physical and social environment) and motivational factors. Skill, though important, can be acquired through training. Performance can assume meaning only when it is evaluated within the context in which it occurs. In a complex environment (such as that of a nuclear power plant) motivation, decision-making and problem-solving skills, attention, and emotional resources, physical and mental stress, and feedback may determine the success of the performance. According to the latter, i.e. the empirical “bottom-up” approach, effective performance is defined by people’s conception of a competent worker and/or a productive work episode.

The variations of internal and external factors affecting NDT reliability have been suggested by other researchers as well. According to Dickens & Bray (1994) inspection reliability is affected by the operator, engineering, and stochastic factors (see Figure 7).

Engineering decisions—related to the duration of the inspection, the working environment, or the procedures—create conditions extrinsic to the operator that can have a direct effect on the inspection reliability, as well as on the inspectors themselves. On the other hand, factors intrinsic to the operator, such as training, experience, motivation, and expectations, affect the operator and indirectly the inspection reliability.

Bertovic, Gaal, Müller, & Fahlbruch (2011) conceptualised possible influences on the manual ultrasonic in-service inspection (UT/ISI) performance in nuclear power plants (Figure 8).
According to this conceptual framework, the quality of manual UT/ISI inspection performance is influenced by a set of internal personal predispositions (cognitive, perceptual, social, personality, knowledge, and skills), by a set of external influences (organisational and physical working environment), by technology, and by the organisation. The working environment, coupled with the equipment one uses has a moderating effect on the performance. For example, difficult working conditions, e.g. high radiation, heat, and high time pressure, could give rise to mental workload and the arousal, resulting in a decreased
inspection quality. Under optimal conditions, on the other hand, mental workload would remain constant and could give rise to work satisfaction, and through that positively affect the inspection performance. The organisational context, including both the intra- and inter-organisational factors (management practices, standard operating procedures, industrial relations, etc.), is given special importance, as the entire model of influences is embedded into it.

Unlike other models, which remain only theory-based, parts of this framework were empirically tested. The results revealed time pressure (an example of organisational working conditions) and mental workload as significant moderators of the NDT inspection performance. Moreover, the study highlighted a number of organisational factors of noteworthy effect on the inspection performance (Bertovic et al., 2011; Gaal et al., 2009).

In summary, the presented models jointly explain human performance in NDT as a function of internal inspectors’ characteristics and predispositions, working environment, technology, and the organisation – a view that is in line with the trends in general human factors research.

Even though not designed exclusively to empirically verify the aforementioned models, a number of studies has been carried out to a) identify sources of variability in the inspection results and b) to find ways to mitigate the effects of that variability on NDT reliability. In the following section, an overview of those studies will be given.

2.2.3. Human factors in NDT reliability: literature review

In comparison to other fields, human factors in NDT have been a rather poorly investigated field. In the past 30 years, only a handful of institutes engaged into the research in this field.

The focus of study can be divided into six areas: the individual, group/team, the working conditions, the organisation, inspection procedure, and technology. Thus, the review will be presented accordingly.

2.2.3.1. Individual

A frequent discussion in NDT is the distinction between a “good” and a “bad” inspector. Which qualities make out a “good” inspector is a question researchers in this field have dealt with theoretically and empirically. Typically, that description refers to abilities, attitudes, skills, personality traits, cognitive strategies, and the experience an inspector should have that is expected to lead to an optimal NDT performance and, consequently, to higher NDT reliability. Table 1 summarises the main findings and conclusions of the studies concerned with the individual.
Table 1: Theoretical (T), experimental (E), and survey (S) considerations of the effect of individual traits and differences on NDT performance

<table>
<thead>
<tr>
<th>Performance shaping factors</th>
<th>Conclusions</th>
<th>Reference</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge and understanding of NDT theory</td>
<td>Associated with better performance</td>
<td>Behravesh et al., 1989; Wheeler et al., 1986</td>
<td>T</td>
</tr>
<tr>
<td>Abilities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical comprehension</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personality</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conscientiousness</td>
<td></td>
<td>Behravesh et al., 1989</td>
<td>T</td>
</tr>
<tr>
<td>Cautiousness</td>
<td></td>
<td>Bell et al., 2012; McGrath, 2008</td>
<td>E</td>
</tr>
<tr>
<td>Original thinking</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpretable habit of action (Preference for the routine)</td>
<td>Associated with high theoretical knowledge and long practical experience</td>
<td>Norros &amp; Kettunen, 1998; Norros, 1998</td>
<td>S</td>
</tr>
<tr>
<td>Procedural habit of action (Preference for adherence to the procedure)</td>
<td>Associated with long experience with less theoretical background</td>
<td></td>
<td>S</td>
</tr>
<tr>
<td>Adherence to the inspection procedure</td>
<td>Associated with better performance</td>
<td>McGrath, 2008</td>
<td>T</td>
</tr>
<tr>
<td>Experience</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Negative correlation with the error score</td>
<td>McGrath, 2008</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td>Higher inspection precision</td>
<td>Bertovic, et al., 2011</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td>Has not shown to increase performance</td>
<td>Enkvist et al., 2001c; Enkvist, 2003; Spanner &amp; Harris, 1999; Wheeler et al., 1986</td>
<td>E</td>
</tr>
<tr>
<td>Cognitive strategies</td>
<td>Support effectiveness (can be applied in training, or transformed into a checklist to be followed during the inspection)</td>
<td>Harris &amp; McCloskey, 1990; Harris, 1990, 1992</td>
<td>E</td>
</tr>
<tr>
<td>Development and testing of explicit hypotheses</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avoidance of reaching a conclusion early in the inspection process, before all available information has been obtained and considered</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Application of knowledge during the inspection by putting it in the if-then logic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avoidance of the arbitrary elimination of information from consideration during the process of reaching an inspection conclusion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capacity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental workload</td>
<td>Increases variability and negatively affects precision</td>
<td>Bertovic, et al., 2011</td>
<td>E</td>
</tr>
<tr>
<td>Attention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motivation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-confidence, task orientation, consistency</td>
<td>Associated with better performance</td>
<td>Behravesh et al., 1989; McGrath, 2008; Wheeler et al., 1986</td>
<td>T</td>
</tr>
<tr>
<td>Stress resistance/tolerance of environmental conditions</td>
<td>Fosters inspection precision/Associated with better performance</td>
<td>Bertovic, et al., 2011; Wheeler et al., 1986</td>
<td>T</td>
</tr>
</tbody>
</table>
The above-mentioned suggests that individual differences have puzzled the NDT community and efforts have been made to identify those individual traits that can foster optimal inspection performance. E.g. suggestions have been made to use the acquired knowledge in the selection of the inspecting personnel as well as to develop those traits predictive of good performance. However, there have been only a few reports showing how their implementation shapes performance. They include implementation of the cognitive strategies into a checklist to be used during the inspection (Harris & McCloskey, 1990; Harris, 1990, 1992) or using aptitude and personality tests or in a) tailoring a better training course adapted to the needs and the capabilities of the personnel (Bell et al., 2012) and in b) the selection of the inspecting personnel (Spanner & Harris, 1999; Spanner, 1999). Nonetheless, they are still scarcely, if at all, implemented in the practice.

Contradictory results were obtained about experience, often thought of as a good predictor of NDT performance. Typically, the more experience an inspector has, the better in NDT he is assumed to be. For example, McGrath (2008) established a negative correlation between years of manual ultrasonic experience and the overall ultrasonic error score indicating that good performance is related to field experience. Some studies contradict this assumption, by providing no evidence that experience correlates with the performance (Enkvist, Edland, & Svenson, 2001b; Enkvist, 2003; Spanner, 1999; Wheeler et al., 1986). According to Enkvist et al. (1999), the danger lurking behind a belief in the experience is an exaggerated feeling of self-competence that may lead the inspectors to disagree with the guidelines of the procedure. This is not to say that experience is not a significant predictor of good NDT performance, but rather that relying mainly on experience might not be the best approach to assuring high standards of NDT reliability.

2.2.3.2. Group/team

Working in a team is generally believed to improve performance. For example, Dickens & Bray (1994, p. 1040) suggested that it is “less likely for two people to miss a potential discontinuity”. One third of inspectors in the study of Wheeler et al. (1986) reported they are likely to find indications previously not found by another inspector. The social influence is seen as beneficial in aiding in the decision-making process by “confirming or disputing signals that have been interpreted” (Taylor et al., 1989, p. 342), which is why human redundancy is often suggested as a method giving rise to NDT reliability (McGrath, 2008).

The only found study examining the benefits of adding more inspectors to improve inspection accuracy was reported by Harris & Chaney (1969). They had ten experienced inspectors independently carry out the inspection task resulting in an observable improvement in the accuracy for the first six inspectors, whereas the next four did little to improve performance of detecting critical defects. In the case of less-critical defects, the accuracy continued to improve as additional independent inspections were added, however at lower overall detection rate than the critical ones. The authors suggest that under certain conditions the team approach to increasing inspection accuracy may be useful.

Plenty has been achieved in the qualification and training of the inspection personnel, in the technology, as well as in the way inspections are carried out since Harris & Chaney’s study to further foster these findings. The topic of team and the group influences possibly affecting the reliability of the NDT inspections is insufficiently investigated and remains not well understood.
2.2.3.3. Working conditions

The influence of the environmental conditions on the inspection performance has been a topic of a few empirical studies concerned primarily with manual UT during in service inspections in Table 2.

Table 2: Experimental studies (E) on the influences of working conditions on the manual UT performance

<table>
<thead>
<tr>
<th>Performance shaping factors</th>
<th>Conclusions</th>
<th>Reference</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environmental conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature, humidity, noise level</td>
<td>No significant difference in performance between optimal and suboptimal conditions</td>
<td>Murgatroyd et al., 1994</td>
<td>E</td>
</tr>
<tr>
<td>Noise</td>
<td>A certain amount of stress is associated with better performance</td>
<td>Enkvist et al., 2001a, 2001b</td>
<td>E</td>
</tr>
<tr>
<td>Organisational working conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shift length, shift times, breaks, number of working days, number of rest days</td>
<td>No significant difference in performance between optimal and suboptimal conditions</td>
<td>Murgatroyd et al., 1994</td>
<td>E</td>
</tr>
<tr>
<td>Time pressure</td>
<td>Increases variability and decreases inspection precision</td>
<td>Bertovic, et al., 2011</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td>A certain amount of stress could increase the performance in a familiar task</td>
<td>Enkvist et al., 2001a, 2001c</td>
<td>E</td>
</tr>
</tbody>
</table>

The experimental results of Murgatroyd et al. (1994) seem to show that suboptimal working conditions do not significantly affect performance. However, as elaborated by Pond, Donohoo, and Harris, Jr (1998) this happened because the simulated suboptimal conditions were not difficult enough and not representative of the practice. To support that, they referred to a number of studies and reports showing that a) the conditions in NPPs are in fact more difficult than simulated in the study and that b) decrements in performance could be expected only under conditions more difficult than the ones measured. Pond et al. suggested that more attention should be given to developing strategies of mitigating the performance decrements already established to be influenced by the environment, rather than to further investigating them. Further research should be invested into those factors the industry has the ability to control (as opposed to heat and noise), such as the job design or the managerial practices.

A shift of attention from the working conditions towards organisation has been a topic of several, mainly theoretical, considerations, as will be elaborated in the following section.

2.2.3.4. Organisation

Organisation, in line with the modern safety research, can be singled out as one of the most salient influences on reliability and safety. Already in 1986, J. C. Spanner Sr. pointed out the importance of organisation, by considering management as an important input in the UT/ISI man-machine system (see Figure 5). Continuing efforts have been invested into raising the awareness of the superior influence of the organisation on the reliability of NDT. Table 3 summarises those efforts.
<table>
<thead>
<tr>
<th>Performance shaping factors</th>
<th>Conclusions</th>
<th>Reference</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organisational climate</td>
<td>Some of the major contributors to NDT reliability</td>
<td>Spanner Sr., 1986;</td>
<td>S</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Taylor et al., 1989;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wheeler et al., 1986</td>
<td></td>
</tr>
<tr>
<td>The support or frustration attributed to the organisation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Faith and trust placed in individuals and teams by the employer or contracting organisations</td>
<td></td>
<td>Behravesh et al., 1989;</td>
<td>S</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Spanner Sr., 1986</td>
<td></td>
</tr>
<tr>
<td>Extent and quality of supervision</td>
<td></td>
<td>Behravesh et al., 1989;</td>
<td>S</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Spanner Sr., 1986</td>
<td></td>
</tr>
<tr>
<td>Management</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organisational context</td>
<td>Competitive market (demands to keep production and maintenance costs as low as possible) and technical rules (in terms of use of different standards, often required by the utility), are seen as having the largest influences on NDT reliability</td>
<td>Holstein, Bertovic, Kanzler, &amp; Müller, 2014</td>
<td>T/S</td>
</tr>
<tr>
<td>Regulators, utilities, plants and contractors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal—the business process (financial agreement between the customer and the service provider), the information process (exchange of information between both parties), and the delivery process (the delivery of the service, i.e. the NDT inspection)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>External—safety culture, social/ethical culture, market/financial frame, regulatory requirements and technical rules</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedback</td>
<td>Situations in which informational and supportive feedback are not available may lead to inspectors developing negative beliefs about their capabilities and opportunities of exercising them</td>
<td>Behravesh et al., 1989</td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>Lack of feedback can lead to an impression that the utilities do not take the effort of the inspectors seriously and do nothing to adjust their expectations</td>
<td>Wheeler et al., 1986</td>
<td>S</td>
</tr>
<tr>
<td>Preparation for the inspection</td>
<td>Some of the major contributors to NDT reliability</td>
<td>McGrath, 2008</td>
<td>T</td>
</tr>
<tr>
<td>In terms of access, safety and plant surface condition</td>
<td></td>
<td>Bertovic, et al., 2011</td>
<td>T</td>
</tr>
<tr>
<td>In terms of instructing the personnel about the inspection and planning of the inspection</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suitable documentation (risk assessments, inspection procedures, standards, acceptance standards, access and cleaning requirements, drawings and photos and equipment inventory)</td>
<td></td>
<td>Bertovic, et al., 2011;</td>
<td>T</td>
</tr>
<tr>
<td>Adequate time for the inspection</td>
<td></td>
<td>McGrath, 2008</td>
<td>E/T</td>
</tr>
</tbody>
</table>

Table 3: Theoretical (T) and survey (S) considerations of the effect of organisation on the reliability of NDT
All of these instances reflect predominantly theoretical, rather than empirical, considerations of the organisational influence on reliability of NDT. Supervisory and managerial practices within an organisation, appropriate planning, execution of the inspections, and the inter-organisational context are hypothesised to have a significant impact on NDT reliability. This was acknowledged by the community by updating the widely-accepted NDT reliability model (Müller et al., 2013; see section 2.1.2 and Figure 3) so that it includes organisational context, under which all other influencing factors (intrinsic capability, application factors, and human factors) are embedded.

What remains lacking is establishing direct causal relationships between the influences and the performance, and above all, strategies for improvement and their practical implementation.

2.2.3.5. Inspection procedure

Inspection procedures are frequently mentioned as having a substantial influence on the performance (e.g. Enkvist et al., 1999; McGrath, Wheeler, & Bainbridge, 2009; McGrath, 2008). This is not surprising, since—apart from the testing equipment—the inspection procedure is the most valuable tool in the hands of an inspector. If important information in the procedure is missing or if the information is misunderstood, this can lead to errors in carrying out the task. Moreover, inappropriate procedures may lead to violations.

Several attempts have been made to understand the extent of the influence of the inspection procedure on the results as well as to improve the existing procedures and NDT instructions. Table 4 summarises the main topics and their findings.

Table 4: Theoretical (T), experimental (E), and survey (S) considerations of the quality of the existing inspection procedures and their improvement possibilities

<table>
<thead>
<tr>
<th>Improved inspection procedures and protocols</th>
<th>Conclusions</th>
<th>Reference</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procedural deficiencies</td>
<td>Associated with higher event and incident rate</td>
<td>Bento, 2002</td>
<td>S</td>
</tr>
<tr>
<td>Inspection procedure</td>
<td>Leads to higher effectiveness, efficiency and satisfaction</td>
<td>Bertovic &amp; Ronneteg, 2014</td>
<td>E</td>
</tr>
<tr>
<td>Reading and applying</td>
<td>Not always done as it should</td>
<td>McGrath, 2008</td>
<td>T</td>
</tr>
<tr>
<td>Improvement</td>
<td>To be achieved using task analysis</td>
<td>Harris, 1988</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td>To be achieved using a user-centred design and the application of human factors principles</td>
<td>McGrath, 2008</td>
<td>T</td>
</tr>
</tbody>
</table>

The improvement of the inspection procedures has most frequently been dealt with by continuously improving its content. When approved, the procedure is expected to be used by the inspector, but neither verification nor its adequacy is questioned, let alone its usability. The human factors analysis of the inspection procedure presented by McGrath (2008), including guidelines on how to write better procedures, e.g. with reference to length, structure, and consistency, provided the first step in addressing the importance of not only accurate procedures, but also understandable and usable ones.
Overall, the research on this topic suggests that inspection procedures require careful attention with respect to comprehensibility and usability, and a human-centred approach to the design.

2.2.3.6. Technology

There is no doubt that the technology can affect performance. Interaction between humans and technical systems is in the core of the socio-technical systems approach and of the human factors field in general. On the one hand, the equipment, with various controls and displays, might be difficult to use or be poorly designed. On the other hand, the interaction between the inspectors and the equipment might lead to errors.

Frequently associated with errors are manual forms of NDT, i.e. most commonly, the manual UT. This is where the variations between the inspectors have been often observed, and this is why those methods received the majority of attention from the human factors perspective. The attempts to understand the underlying causes of that variability and finding ways to decrease it have been described in the previous sections.

A frequently suggested method to decrease, if not eliminate, the chance for human error has been to replace manual with mechanised methods (e.g. Forsyth, Komorowski, Gould, & Marinckak, 1999; Herr & Marsh, 1978; Liao & Li, 1998; Lingvall & Stepinski, 2000; Shafeek, Gadelmawla, Abdel-Shafy, & Elewa, 2004). In the discussion of mechanised over manual NDT, mechanised is almost exclusively seen as the front-runner in achieving higher reliability. Other advantages include an increase in data consistency, inspection speed, and the probability of detection; the ability to store data and re-evaluate at a later point in time; the possibility of computerised or completely automated evaluation of data; the ability to augment scans from different directions; and so on (Carvalho, Rebello, Souza, Sagrilo, & Soares, 2008).

Even though these arguments are not open to debate, the overwhelming focus on technology in this matter has led to neglecting some human performance issues. Even when fully-automated systems are used, human inspectors will still most probably be sent to control (Dickens & Bray, 1994). Selecting appropriate standards, preparing the equipment and the procedures, calibrating the equipment, analysing data, applying acceptance criteria and reporting findings are still carried out by the inspector. In mechanised testing, the role of inspectors is even more prevalent, especially as the result of the inspection relies on the evaluation of data conducted solely by people. Enkvist, Edland, & Svenson (1999) report that, even when the inspection is to a certain extent automated, the largest source of performance variation can be found in the inspector. According to them, the most significant task is still the evaluation of collected indications, not only their detection.

That variability is not something exclusively assigned to manual NDT, was to some extent shown by Gaal et al. (2009). Even though they admit their conclusions are limited since they are based on a sample that is too small, they observed variability in results between three mechanised teams, indicating that mechanised NDT might not be as reliable as thought of.

The major problem with respect to technology seems to be the transition from manual into the application of automated and semi-automated (mechanised) testing methods. In spite of the automaton’s superiority over manual methods in terms of reliability and efficiency, the aforementioned considerations suggest that mechanised methods are not without problems and variability between inspection teams can still be observed. However, empirical evidence of the influence of the automation use on the inspection performance is still missing.
2.2.4. Main conclusions of the literature review

The literature review reveals a number of potential causes of the variability in the inspection results arising from the individual, the group, the working conditions, the organisation, the inspection procedure, and the technology. In the following, the major results will be summarised, and the missing research identified.

In spite of the variety of the presented investigated influencing factors, an overwhelming majority has been dedicated to the individual differences and manual inspection methods (mainly manual ultrasonic testing during in-service inspections, which appears to be one of the most demanding tasks). This conclusion is based not only on the quantity of presented studies, but also on the fact that the majority of considerations of other influencing factors were primarily theoretical, whereas empirical investigations are scarce. Mechanised testing—due to its higher perceived reliability—is considered a good method to decrease or eliminate human error as it replaces the “faulty” manual inspector with more reliable automated equipment.

Common ways to tackle with human factors-related problems and the varying performance in NDT include advances in the personnel qualification (e.g. JRC-IE, 2010), improvement of the equipment by automating parts of the task (Wall, Burch, & Lilley, 2009), changing of the inspection procedures (Enkvist, 2003) and reliance on a knowledgeable NDE practitioner and his experience (e.g. Annis & Gandossi, 2011; Fücsök, Müller, & Scharmach, 2002). The human factors’ specialists, in contrast, see potential for improvement if human factors principles are applied and the knowledge gained from the studies is appropriately implemented.

There have been almost no studies concerning group influences and the interaction with automation technology. Considering that the typical measures to increase reliability and safety include automation and, often, human redundancy; the human-automation interaction and group effects have become some of the most salient characteristics of modern complex systems (Manzey, Boehme, & Schöbel, 2013; Manzey, 2012). Even though automation is designed with the aim of increased efficiency, improved safety, lower operator workload, etc.; improper use, poor design, or inadequate training for automation can be counter-effective to its aims (Parasuraman & Manzey, 2010). Similar counter-effects can be expected when the principles of technical redundancy are transferred to social systems (Clarke, 2005). In the human factors field, automation and group processes elicited plenty of research. It is clear that more attention to these topics is required in the NDT field.

This suggests that the attempts at identifying the causes of variability in NDT performance may have been rather narrow and that in looking for failure causes one should look beyond the inspector and into interactions of the inspector with other systems. Hence, a coherent picture of the human and organizational factors influencing NDT inspections is still missing.

The largest threat to NDT reliability in the field is the assumption of the majority of the researchers (e.g. Behravesh et al., 1989; Murgatroyd, 1992; Spanner Sr., 1986; Wall et al., 2009; Wall, 2013; Wheeler et al., 1986), that the variability observed in the experimental settings is even larger in the field. This is a worrisome fact. For that reason, human factors research needs to strive towards field research in conditions as close to reality as possible. This often presents with difficulty with respect to methodology.

The typical methods employed in studies include interviews, questionnaires, think aloud method, and, to a somewhat lesser extent, experiments. One of the major problems these studies jointly encounter is a rather small participant sample, which makes the conclusions of
the studies weaker. A further problem is the rare use of statistics (the studies are often analysed descriptively, and conclusions based on observations). There is a need for engineers working together with psychologists in designing experiments and interpreting the data and a need for a proper experimental design to obtain meaningful results (Enkvist et al., 1999; Harris, 1992).

2.3. Challenges and the aims of the study

In general terms, this chapter thus far provided the information necessary for the basic understanding of NDT (section 2.1) and presented an overview of existing literature of the study of human factors in this field (section 0). The latter concluded with identifying gaps in the existing research that lays the foundation for the work that will be presented in this dissertation.

However, in spite of a number of studies carried out to explain the variability in the inspection results, the NDT community remains unaware or unaffected by its findings. In the following, some of the practical and context-related challenges will be outlined, leading to the aims and objectives of the study.

2.3.1. Practical challenges of the study of human factors in NDT

During the European-American workshop on reliability of NDT—fifth in a row of international gatherings of experts from the field—human factors were brought again in focus. Some of the main discussed issues refer to the following: A communicational gap “between what is known about human behaviour under difficult working conditions in psychology and what is known by the engineers” and the gap “between the utilities and the service providers, causing problems in the transfer of knowledge and, hence, posing a difficulty to implement the findings in the field” (Bertovic et al., 2014, p. 604). Hence, the currently recognised problems in this field are related to three gaps: the gap in knowledge, the gap in communication, and the gap in implementation. These gaps will be discussed in the context of the conclusions from the literature review and observations made in the field.

2.3.1.1. Gap in knowledge

The first gap, i.e. gap in knowledge, can be derived from the literature review. The predominant orientation towards the human inspectors as the largest sources of variability in NDT indicates that research into the effects of other influencing factors is still missing. Especially with regard to group influences and interaction with automation technology.

The application of mechanised testing in NDT is still in its beginnings. Up to this date there have been no studies reporting problems that can arise from its application. There is a need for the identification of risks and their prevention. This is of special importance in industries with high reliability demand, such as the nuclear industry, in which the use of mechanised testing is increasing.

2.3.1.2. Gap in communication

It has become clear that NDT and psychology do not always communicate well, as the practitioners and scientists are not acquainted with a vast amount of research on human performance. Hence, one of the still active discussion points in NDT is the topic of vigilance and the effects of working conditions on the performance (Bertovic et al., 2014), topics for
which a body of research already exists (e.g. Echeverria, Barnes, & Bittner, 1991; Pond et al., 1998).

When looking into the studies on human factors in NDT, the influences of organisation and a mismatch in human-machine interaction have been recognised early. However, NDT technical literature and the definition of human factors conceptualised by the NDT community suggest that the NDT field is unaware of the extent of the existing literature and its findings, which indicates a large gap between practitioners and the human factors field. The inspection personnel is still frequently referred to in the NDT literature as “the weakest link in the quality chain of NDT” (e.g. Trampus, 2013, p. 9) and human factors are frequently considered in reference to “the operator and [his] skills, attentiveness, mental attitude, [and] health (Gandossi & Annis, 2010, p. 59).

In the presence of contradicting evidence from the field of human factors, the belief that the negative effects of human factors can be decreased if parts of the task are replaced by automation—without considering new potential risks—suggests a need for a bridge between NDT and psychology. Whereas the risks associated with automation, for example, are continuously discussed in the field of human factors, this topic has not yet been addressed by the NDT community.

2.3.1.3. Gap in implementation

The conducted studies presented with numerous suggestions how to improve NDT reliability. However, not much of the acquired knowledge had been implemented in the practice.

This is best outlined in a following example: The group of scientists behind the Programme for the Assessment of NDT in Industry, PANI 3 (McGrath, 2008) summarised their suggestions in a small booklet and handed it out to the inspectors on site, and promoted their findings in a myriad of scientific and practitioners’ circles. Five years after the study, Carter & McGrath (2013) presented a paper titled “We Know How To Improve Inspection Reliability - Why Don’t We Do It?” concluding that in spite of their efforts, and of all the other reliability studies worldwide, the NDT community still remains unaware of the findings, which are seldom, if at all, implemented.

2.3.2. Context-related challenges

The studies, which will be outlined in this dissertation, were conducted on an example of mechanised NDT methods that are currently under development to be used for the final disposal of the spent nuclear fuel (See “Digression” for a short description of the Swedish and Finnish spent nuclear fuel management programme).

The specific challenge of this field application is that the NDT inspections of the canister will be carried out only once—the components after being manufactured and the weld after the spent nuclear fuel has been sealed into the canister—with no possibility of inspection while in service and potential repair. This presents a challenge for NDT and high demands are placed on the quality and reliability of NDT inspections. To ensure that the canisters are fit for this purpose, an extensive NDT inspection programme is being developed. Processes such as choosing the right NDT methods and techniques, appropriate and reliable equipment, customising training, qualifying the personnel, organising the inspection process, and developing inspection procedures and instructions are under ongoing development. Thus, they represent a challenge for the developers, as well as give room for human factors design.

Another challenge related to this application is that a prospective approach to risks—in a process that is yet not fully known—needs to be undertaken.
DIGRESSION: A description of the Swedish and Finnish approach to the final spent nuclear fuel disposal

Responsible use of nuclear energy includes maintaining of the existing nuclear power plants, but also developing solutions for the storage of its production by-products, i.e. the spent nuclear fuel and the produced waste. Long-term management of spent nuclear fuel is one of the most critical issues affecting the acceptance of nuclear power. Geological disposal in a deep repository is up to date the only available approach that can guarantee the required level of safety, given that the repository is properly implemented at a well chosen site (IAEA, 2011).

The safety principle of the most successful national geological disposal programmes, i.e. in Finland and Sweden, is based on a three-barrier concept (known as the KBS-3). This concept entails encapsulating spent nuclear fuel in copper canisters and depositing them in the bedrock at a depth of about 400-500 meters, and additionally protecting them with a buffer of bentonite clay intended to protect against corrosion and movements in the rock (see Figure 9 for the illustration of the three-barrier concept). Stored like this, the canisters should withstand untouched for the next 100,000 years (the extent of the safety assessment) up to one million years, leaving the radioactivity in the spent fuel to decline naturally through the decay of the radioisotopes in it (Posiva Oy, 2010; SKB, 2008). The operation start of the repository is scheduled for the year 2022 in Finland (Posiva Oy, 2015) and 2030 in Sweden (SKB, 2013).

The most important safety barrier for the spent nuclear fuel is the canister. Thus, substantial effort is being invested into the development of the canister and into its mechanical properties to ensure that it can withstand anticipated loads caused by, for example, potential earthquakes, and even upcoming ice ages.

The canister, consisting of a copper shell (tube, lid, and bottom), and a cast iron insert is in the centre of interest for the NDT. Figure 10 depicts the canister’s parts.

NDT is used to ensure that no critical defects are present in the materials and welds because such defects could lead to the leakage of radionuclides from the spent nuclear fuel into the environment. Considering the high reliability requirement and the fact that—after being filled with the spent fuel—the canister will be highly radioactive, the use of mechanised NDT methods is foreseen. Based on the current developments, this inspection is planned to be achieved by means of up to four NDT complementary methods: Ultrasonic (UT) and radiographic testing.

---

Figure 9: Illustration of the three-barrier concept for the disposal of the spent nuclear fuel
(Source: SKB; with permission)
Eddy current testing is used to look for defects at or near the surface, and visual testing for defects at the surface. Both methods complement each other in search for defects not in the component’s volume and are partly redundant.

2.3.3. Aims and objectives of the study

The ultimate goal of consideration of human factors in NDT is to decrease variation in the inspection results, reduce the risk of failure, and, therewith, increase the reliability of NDT.

The overall aim of this study was to face some of the current challenges of the NDT field and, for the first time, explore risks associated with mechanised NDT and find ways of mitigating their effects on the inspection performance.

The objectives, by means of which this aim plans to be achieved, are as follows:

- Identify and analyse potential risks in mechanised NDT.
- Devise measures against the identified risks.
- Critically address the preventive measures with respect to new potential risks.
- Suggest ways for the implementation of the preventive measures.

By accomplishing these objectives, the gap in knowledge will be addressed. The gap in communication shall be approached by using approaches and well-known theories from psychology and applying them in the field of NDT. The communication can be strengthened by involving the NDT organisations in the accomplishment of the work, which—in combination with the suggested preventive measures—can foster implementation of the findings into the field. The context-related challenge will be overcome by using a prospective approach to the risk assessment, by providing with missing knowledge about potential performance-degrading influences, and by offering suggestions for the improvement of the reliability in the field.
3. Empirical Study 1: Assessing and treating risks in mechanised NDT

“Clearly, 100% safety (zero risk) is not achievable, but safety has definitely improved [...] due in part to the detection of vulnerabilities by formal risk analysis”

Sheridan, 2008, p. 418

NDT has to provide reliable results. Only that way it can achieve its goals and serve as a contributor to assuring safe operation of complex organisations with high reliability and safety demand. The potential variability in the inspection results observed in manual NDT presents a risk that NDT may not provide reliable results. In turn, unreliable NDT may not be successful in achieving its purpose and may result in unwanted consequences. As suggested by the Modular Reliability Model (Müller et al., 2013), human and organisational factors play an important role in reliability, however still to a large extent an unknown one.

This is especially true for mechanised testing, considered by many to be more reliable than manual testing and far less prone to the possibility of human error. This assumption is largely based on experiences from the field and generally higher technical reliability (expressed in terms of probability of detection). As elaborated in the previous chapter, the understanding of potential influencing factors, their interactions, and the potential risks that can arise during mechanised testing is still missing.

The issues surrounding human error and risk management are as old as the human factors science (Woods et al., 2013). The concern for human error arose after observing how vulnerable technological systems are to the actions of human operators (Hollnagel, 1993). According to different statistics, human error is responsible for up to 90% of organisational accidents. Reason (1990, 1997) talks about the “80 - 20 problem”: Some 50 years ago, 20% of accidents were attributed to human error, and 80% to technology; today 80% is attributed to human error and 20% to technology. Giesa and Timpe (2002) summarised different reports on accidents that state that 52% of accidents in the nuclear industry, 70% in aviation, and up to 90% in general can be assigned to some kind of human failure. FAA (2009) reports that as many as three out of four aviation accidents result from some kind of human error. Reason and Hobbs (2003) analysed maintenance, calibration, and testing activities in four nuclear power plants and identified that 42 - 65% problems arise from human performance associated with those activities (only 1 - 8% of human performance problems are present during
abnormal and emergency operations). It is no wonder human error is feared of. These statistics make a strong point that human factors are no longer seen as the problem solver but rather as the problem itself (Badke-Schaub et al., 2012).

Every complex socio-technical system with high safety and reliability demand invests effort into the avoidance of adverse effects that could affect people and the environment. Since erroneous actions are unavoidable—they have happened and will continue to happen—means have to be found to identify them, to determine the consequences and the seriousness of those actions, to assess the likelihood of their occurrence, and to find ways to reduce either the actions themselves, or their consequences. To do that, Hollnagel (1993) suggests a combination of theory of human action, appropriate methods for risk and reliability analysis, and a set of strong principles for the man-machine system design. In other words, in order to tackle the risks in NDT, first we need to a) understand the mechanisms underlying potential failure associated with human operators, i.e. human error, b) utilise methods to identify and analyse potential risks, and finally, c) invest efforts into changing faulty practices by appropriate design, therein applying the knowledge of human factors and man-machine design.

The aim of the first study conducted within the scope of this dissertation is to identify risks associated with mechanised NDT and generate methods for preventing them. Furthermore, this work is meant to serve as a foundation for further empirical work.

Considering these aims, this chapter will provide with understanding of the theory of human error, explain modern approaches of its contribution to failure (section 3.1), and present the fundamental principles of risk management (section 3.2). The theoretical part will conclude with the existing risk management practices in NDT and their shortcomings (section 3.3). The identification of risks will be addressed in the empirical part of this chapter, consisting of objectives of the study (section 0), selection of the appropriate risk assessment technique (section 3.5), method, results, and discussion (sections 3.6 - 3.8). The chapter will conclude with the selection of topics for empirical study.

3.1. Human error and its contribution to failure

When thinking about risks of potential failure of NDT to detect all critical defects, it is impossible not to mention the notion of human error. As stated by Hollnagel (1993): “To err is human; to understand the reasons why humans err is science” (p. 1). With that respect, science has dealt with human error and thanks to undertakings in cognitive psychology and accident analyses we are today closer to understanding human error and its underlying mechanisms.

3.1.1. Traditional and modern approaches to human error

The commonly accepted and widely used definition of human error is that of James Reason (1990), who defined it as “all those occasions in which a planned sequence of mental or physical activities fails to achieve its intended outcome, and when these failures cannot be attributed to the intervention of some chance agency” (p. 9). In simple terms, if an action fails to achieve its intended outcome, we talk about human error. Human error typically refers to mistakes, slips, and lapses.

Whereas cognitive psychologists are concerned with the internal psychological or cognitive mechanisms of the mind that are assumed to explain the action, practitioners look at human error mainly as an exacerbating feature. Hence, the term “human error” is widely used to explain human action or an event that happened (observable failure), the cause of a mishap or
an accident, or is seen as a *symptom* of deeper trouble (Dekker, 2002; Hollnagel & Amalberti, 2001; Hollnagel, 1993; Woods et al., 2013). Considering human error as a cause and as a symptom do not only constitute only two different views, but also two different eras in the approach towards human error—a difference that is still sometimes blurry to the managers of complex systems.

Underlying the first approach is the tendency to assign “blame” to the operators and inspectors at the sharp end of the line for mishaps, events, and accidents. After all, the errors do become obvious at the hands of the person handling the equipment and making the decisions. People are available to be blamed: Since they are working with the equipment, it is probable that the accident would not have happened had the operator not been present. People also have a temporal and a physical relationship with the outcome (Woods et al., 2013). However, this approach is nowadays considered as a *traditional* approach. By concentrating on the individual origins of error, according to Reason (2000), the act is wrongfully isolated from its context and, therefore, important features can be overlooked. First, it is often the best people that make the mistakes, and second, the same combination of circumstances can provoke the same errors, regardless of the people involved. In addition, people in high-reliability organizations are generally motivated to do a good job - what they do generally makes sense to them at the time (Dekker, 2002). Therefore, this view is being replaced by the modern *systems* approach focusing on the underlying conditions that create possibilities for failure, and view human error as a symptom of problems hidden deeper in the system. Efforts are thus invested into the conditions under which people work and ways to prevent the failures (Dekker, 2002; Hollnagel, 1993; Leveson, 2011; Rasmussen, 1997; Reason, 1997). This is achieved by implementing defences. Hence, when adverse events do occur, the question should not be *who* failed, but rather *how* and *why* the defences failed.

To illustrate the difference between the observable failure at the hands of an operator at the sharp end and the underlying causes in the system that may lead to an organisational accident, Reason (1997) introduced the terms *active failure* (human errors and violations that have immediate adverse effects and, through that, a direct impact on the safety of the system) and *latent conditions* (e.g. poor design, gaps in supervision, undetected manufacturing defects or maintenance failures, unworkable procedures, clumsy automation, shortcomings in training, or less than adequate tools and equipment). Latent conditions arise from strategic and top-level decisions made by governments, regulators, manufacturers, designers and organizational managers and are present in all systems, being an inevitable part of organizational life. They can be present for years, before being combined with local circumstances and active failures to penetrate the system’s many layers of defences. The impact of these decisions spreads throughout the organization forming a distinctive organizational culture, which then results in the creation of error-producing factors within individual workplaces.

### 3.1.2. Classifications of human error

The manner by which an error or a failure is observed is called *error mode* or *failure mode*. This term describes the way a failure occurs and its impact on the equipment or operation (MIL-STD 1629A, 1980). There exist several classifications of failure modes, depending on whether the failure is observed from the cognitive perspective or from an empirical one.

Two classifications will be presented here. One of the most common classifications includes that into errors of omission and errors of commission, developed by Swain & Guttmann (1983) for the purposes of the Human Reliability Analysis. They refer to those events that constitute incorrect human inputs to the system. They are regarded as errors *only* if they can
result in a consequence that might be undesirable for the system, thereby affecting the system reliability and safety.

Looking for a way to describe situational and organisational factors that can contribute to failure, i.e. the latent conditions, Reason, Shotton, Wagenaar, Hudson, & Groeneweg (1989), identified 11 general failure types (GFTs) for the purposes of their error management tool Tripod-delta (Hudson, Reason, Bentley, & Primrose, 2013). Both classifications are presented in Table 5.

Table 5: Selected classifications of human error

<table>
<thead>
<tr>
<th>Active failures</th>
<th>Latent conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Error of omission</strong>, i.e. omitting a task or a part of a task (e.g. a step in the task)</td>
<td><strong>Hardware (H)</strong>, i.e. quality and availability of tools and equipment</td>
</tr>
<tr>
<td><strong>Error of commission</strong>, i.e. adding something that should not be there</td>
<td><strong>Design (D)</strong>, i.e. no external guidance by the designer, designed objects are opaque, the designed object does not provide feedback</td>
</tr>
<tr>
<td>Selection error, i.e. incorrect choice among a range of options (e.g. selects the wrong control, issues wrong command or information)</td>
<td><strong>Maintenance management (MM)</strong>, i.e. safe planning of operations</td>
</tr>
<tr>
<td>Error of sequence, i.e. incorrect sequencing of actions or events</td>
<td><strong>Procedures (P)</strong>, i.e. quality, accuracy, relevance, availability, and workability</td>
</tr>
<tr>
<td>Time error, i.e. action carried out too early or too late</td>
<td><strong>Error-enforcing conditions (EEC)</strong>, i.e. error-producing and violation-promoting conditions related to the individual or to the workplace</td>
</tr>
<tr>
<td>Qualitative error, incorrectly carrying out an action (e.g. too much, too little)</td>
<td><strong>Housekeeping (HK)</strong>, i.e. the problem has been there for some time, the organisation was aware of it, but did not deal with it, e.g. insufficient personnel, poor definition of responsibility, bad hardware</td>
</tr>
<tr>
<td></td>
<td><strong>Incompatible goals (IG)</strong>, i.e. individual (preoccupation with private issues), group (norms incompatible with safety goals) and organisational goal conflicts (incompatibility between safety and productivity)</td>
</tr>
<tr>
<td></td>
<td><strong>Communications (C)</strong>, i.e. communication channels do not exist; necessary information is not transmitted; information is sent, but misinterpreted by the receiver</td>
</tr>
<tr>
<td></td>
<td><strong>Organisation (O)</strong>, i.e. organisational structure, organisational responsibilities, and the management of contractor safety</td>
</tr>
<tr>
<td></td>
<td><strong>Training (T)</strong>, i.e. failure to understand training requirements; incompatibility between training and the operation, poor mixes of experienced and inexperienced personnel, poor task analysis, inadequate competence, etc.</td>
</tr>
<tr>
<td></td>
<td><strong>Defences (DF)</strong>, i.e. failure in detection, warning, personnel protection, recovery, containment, escape, and rescue</td>
</tr>
</tbody>
</table>

3.1.3. Error prevention

Typical methods for the prevention of errors include designing the system so that it is simple and easy to use, training, effective warnings that can anticipate a system state that will likely lead to error, and restricting the exposure of the operator to opportunities for error (Sheridan, 2008).

The attempts to minimise the occurrence of errors are either proactive or reactive in nature. The *proactive* approach is based on improving the human-system interface. This is most commonly achieved by creating decision aids, improving the training or the procedures, automating features of the system interface, etc. The *reactive* approach focuses on eliminating the reoccurrence of already occurred errors. The common term used for these error prevention or minimisation techniques is defences or barriers.

Installing defences can sometimes even harm the system, because in spite of their original purpose, they can backfire (Dekker, 2002; Reason, 1997; Woods et al., 2013). The basic
premise is that any change could give rise to new risks. Reason (1997) refers to them as “defence-related ironies and paradoxes”. The most frequently cited examples include automation (e.g. Bainbridge, 1987) and the procedures (e.g. Reason, 1995).

In summary, it is human to err and even the best organisations with the best and highly motivated people face a risk of accidents. This is because the state of no-risk is not achievable. Nonetheless, it is something all organisations strive to. In the attempt to prevent adverse effects, one must take measures. To start with, organisations need to stop looking for the one to blame (the person at the hands of which an event happened) and look deeper for the underlying mechanisms that may lead to errors. Problems with inattention, forgetfulness, or distraction can be only partly tackled with, but not exterminated. The conditions, under which people work, on the other hand, can be subject to change and, hence, should be optimised.

3.2. Fundamental principles of risk management

All organizations face risks that can have an effect on the achievement of their objectives. The ability to identify in advance the events that may lead to adverse outcomes as well as the outcomes themselves is a critical prerequisite for safety (Hollnagel, 2008b). Risk is defined as an “effect of uncertainty on objectives” (ISO 31000:2009, p. 1), where effect refers to a deviation from an expected objective, and uncertainty to a state of deficiency of information related to an event, its potential consequence, or its likelihood. In simpler words, risk can be seen as “the notion of an adverse outcome or a potential negative impact that arises from some present process or future event” (Hollnagel, 2008b, p. 33).

Accurately assessing (risk assessment) and successfully containing those risks (risk treatment) are in the core of an effective risk management. Management of risk, among other things, allows the organisations to achieve their goals with higher likelihood, encourages proactive measures against risks, raises awareness of possible threats, improves organisational learning and resilience, and so on (ISO 31000:2009).

Risk management refers to “coordinated activities to direct and control an organisation with regard to risk” (ISO Guide 73:2009, p. 2). The major steps include understanding of the problem (and if there is a problem at all), understanding of the underlying mechanisms related to the potential adverse outcomes of the risk with respect to their causes, consequences and their magnitude, and, finally, providing with ways of reducing or eliminating the risks, or of protecting from their consequences (Hollnagel, 2008b).

The ISO standard on risk management (ISO 31000:2009) proposed the main principles of risk management, the framework, as well as a description of the risk management process. Figure 11 depicts the relationships between different steps in the risk management process.

According to this model, the communication and consultation (1) of the organisation with internal and external stakeholders about risk should take place during all the stages of the risk management process, and, therefore, be developed early in the process. This includes a dialogue about the existence, nature, form, likelihood, significance, evaluation, acceptability, and treatment of risk.
Establishing the external and internal environment in which the organisation seeks to achieve its objectives and determining the risk criteria (term of reference against which the significance of a risk is evaluated) are relevant contributors to establishing the context (2) for the assessment. The external context can refer to the social, regulatory, or economic context—for example, and internal to the organisational structure, policies, information flow, decision making processes, and so on.

To be able to eliminate the risks successfully, they first need to be identified, which is the purpose of risk assessment (3). The following fundamental questions are in the core of risk assessment (IEC/ISO 31010:2009, p. 6):

- What can happen and why (by risk identification)?
- What are the consequences?
- What is the probability of their future occurrence?
- Are there any factors that mitigate the consequence of the risk or that reduce the probability of the risk?

As illustrated by the questions, a holistic approach to risk assessment includes not only the identification of risks, but also aims at developing a higher understanding of the risks. This is achieved by means of risk identification, analysis, and evaluation (IEC/ISO 31010:2009; ISO 31000:2009; ISO Guide 73:2009).

Risk identification (3.1) refers to finding, recognising and describing risks. It includes identifying the risk sources, events, their causes, and their potential consequences. It is of utmost importance that all risks are included at this stage because a failure to do so will result in the

---

4 The definitive version for the implementation of this standard is the edition bearing the most recent date of issue, obtainable from Beuth Verlag GmbH, Burggrafenstraße 6, 10787 Berlin, Germany.

5 Risk source is defined as an element that can give rise to risk, either alone or in combination with other elements (ISO Guide 73:2009).

6 Cause is typically related to the event. An event can have several causes (ISO Guide 73:2009).
risk not being further analysed. In IEC/ISO 31010:2009 it is stated that “(...) it is important that due recognition is given to human and organizational factors when identifying risk. Hence, deviations of human and organizational factors from the expected should be included in the risk identification process as well as "hardware" or "software" events" (p. 12).

Risk analysis (3.2) aims to develop an understanding of the risk, i.e. it is a process of comprehending the nature and determining the level of risk. (This process is a basis for risk evaluation and risk treatment). In risk analysis, the causes, and sources of risk, their consequences and the probability that those consequences can occur are considered in depth. The consequences, probability, and level of risk can be analysed using qualitative (using significance levels such as “high”, “medium”, or “low”), semi-quantitative (using numerical rating scales), or quantitative methods (estimation of the risk in specific units defined when developing the context). It is important to note that failures do not always happen due to cause-effect chains, but may also result from unordinary combinations of conditions resulting from poorly understood characteristics of socio-technical systems (Hollnagel, 2008b), which is why the process of understanding of risks is of utmost importance.

During risk evaluation (3.3) the results of the risk analysis are compared with the risk criteria (defined during the establishment of the context) to determine the risk’s significance and type. The purpose of risk evaluation is to use the knowledge gathered during the previous analyses to make decisions about future actions. Those decisions include considering whether a risk needs treatment, deciding whether they should, and if yes, which activities should be taken, and assigning priorities for treatment.

Addressing the risks in terms of risk treatment (4) takes place after the risk assessment. A risk can be treated by avoiding the risk (deciding to exclude the activity that bears risk), increasing the risk (to pursue an opportunity), removing the risk source, changing the likelihood, changing the consequences, sharing the risk with another party and by retaining the risk by decision. The risk treatment is cyclical in its nature and it involves assessing a chosen risk treatment, deciding whether the remaining risk is tolerable; and if not, a new risk treatment is generated and that treatment’s effectiveness is again assessed. It is important to note that risk treatment can introduce new or secondary risks, which is why the process needs to be carefully monitored and reviewed (5).

Typically, risks can be managed during the design of processes by thinking ahead and imagining all those situations, in which a system can fail (prospectively), or—more often—after a system’s failure by learning from accidents and incidents (retrospectively).

3.3. Risk management in NDT

NDT has long been a part of a risk management practice in organisations with high reliability and safety demand. It is typically taken into account in assessing the risk of failure of a component or of the entire system. This is achieved by, first, assessing the risk of the component failing (typically a field of fracture mechanics) and by determining which NDT method needs to be applied and where. After the NDT had been applied, the statement about the integrity of the component is taken as an input into the risk assessment. Based on this result and on the general likelihood that the component will contain defects and eventually fail, future inspections are planned. In this process, the necessary methods and the frequency of their application are taken into account. This process is known as the risk-based management. However, it does not include management of risks arising from the application of NDT in a
specific environment and neither does it include the consideration of a potential failure caused by the interaction of human operators with technical systems and the organisation.

Personal and technical risks associated with the programme of final disposal of spent nuclear fuel and waste have already been included in the long-term safety assessment undertaken by the Swedish and Finnish authorities. The aim is to satisfy nuclear safety and environmental objectives, as well as corporate and occupational safety (Posiva Oy, 2015; SKB, 2013). The risks that could influence the safety of the spent nuclear fuel disposal are identified already at the planning stage of the operation. Hence, the conditions of the manufacturing and welding processes of the canister components to be used for the disposal of the spent nuclear fuel are under continuous scrutiny. Determining the risk of premature canister leak caused by defects in the sealing weld and the enveloping components is an important part of the final risk assessment, for which purpose the quality of the production process and the reliability of the NDT system must be assessed. Attempts to minimise the risk of missed defects, i.e. to increase the NDT reliability, is, hence, a risk minimising measure (Müller et al., 2007; Pitkänen, Salonen, Bertovic, Müller, & Pavlovic, 2011).

Even though risks associated with the expertise level of human resources and with the production and installation of critical components are already a part of the long-term risk assessment in the disposal program (e.g. Posiva Oy, 2015), there have been no such attempts in the NDT inspection process up to this date. Hence, the risks associated with the NDT inspecting personnel and with the process of carrying out an inspection, using mechanised NDT systems, are still unknown.

There are two major reasons essential for studying the human factors in this application of NDT methods. First, the effects of human factors on the reliability of mechanised testing remain unknown. Second, an attempt to apply mechanised NDT methods in the management of spent nuclear fuel is the first of its kind. Some of the differences in the application of NDT in this field compared with, for example, nuclear power plants, include:

- the inspected materials (e.g. copper and cast iron) and the material thickness,
- the need for the components to withstand greater loads (i.e. deep geological disposal),
- difficult environment (e.g. upcoming ice ages and rock shear movement)
- longer periods of time during which the condition of the structure has to remain unchanged (a minimum of 100,000 years),
- no possibility of a repeated inspection (once the canister has been sealed and placed into the repository, it will no longer be possible to repeat the inspection), etc.

Inability of a repeated inspection, as well as unimaginably long periods of time during which the components need to serve their purpose (protect the highly radioactive spent nuclear fuel) require the highest possible reliability standards.

These differences constitute a challenge for the development of NDT as well as for the development of the inspection procedures and the design of the workplace. Consequently, this presents a challenge for the consideration of human factors.
3.4. Objectives of the study and assumptions

Observations in the field and the communication with experts revealed the following problems with risk in NDT:

- The risks associated with human and organisational factors in mechanised NDT are unknown,
- The variability in the inspection results is frequently assigned to the inspectors and their working environment, thereby neglecting other potential influences, and
- Organisations with high safety and reliability demand, such as the management of spent nuclear fuel, rely on reliable NDT methods.

Thus, the objectives of this study were to:

- Identify the potential failures that increase the risk that mechanised NDT will not fulfil its objective, i.e., detect all critical defects,
- Analyse the potential failures, with respect to their origin and effects on the execution of the NDT task, and
- Provide countermeasures to minimise the future risk of failure.

In line with the current state of the art in human error research, the following was assumed:

- There is a risk of failure in mechanised testing.
- The sources of failure can be seen not only in the technology but also in the individual and the organisation.
- The currently installed preventive measures are insufficient to prevent failures in the execution of the mechanised NDT inspection task.

3.5. Selection of a risk assessment technique

There are four NDT methods planned to be used for the inspection of the canister components and welds for the purposes of the spent nuclear fuel disposal, and all four were investigated within the scope of this study, i.e. ultrasonic testing (UT), radiographic testing (RT), eddy-current testing (ET), and visual testing with a remote camera (rVT).

Before the risks can be assessed and managed, it is important that the NDT task under scrutiny and the different roles played by the technology, inspectors, and the organisation are fully understood.

Because some NDT subtasks are allocated to the equipment and others to the inspectors, and because it was never thoroughly done before, the first approach was to conduct a detailed task analysis of the single NDT methods. Task analysis is one of the most commonly used human factors methods. It is used to help the analyst to understand and represent human and system performance in a particular task or a scenario. Task analyses are used for understanding the required human-machine and human-human interactions by decomposing tasks or scenarios into component task steps or physical operations.

Four different NDT methods of interest in the study were observed and consequently described by means of the Hierarchical Task Analysis (HTA; Annett, 2004). The initial plan to use the HTA descriptions to identify positions in the task sequence at which errors can occur was soon abandoned, after it was realised that the methods are under development and, hence, being continuously changed. Consequently, there was a need for a new approach to
identifying risks. Because NDT methods remain under development and the operation is scheduled to start after the year 2020—instead of a deterministic approach, such as was the HTA—a prospective approach was needed (i.e. one that would enable the identification of future inspector-related risks).

3.5.1. Prospective risk assessment techniques

The IEC/ISO 31010:2009 standard on risk assessment techniques suggests that the following factors can influence the selection of the appropriate risk assessment technique:

- The applicability of the method to the desired steps in the risk assessment process (some methods are applicable to identify, analyse and evaluate the risks, as well as support risk treatment, whereas some methods are only applicable to some steps).
- The availability of resources (e.g. skills, experience, capacity, and capability of the team; time and budget restraints).
- The nature and the degree of uncertainty associated with the risk (the availability of sufficient amount of information needed to assess the risks).
- The complexity of the problem and the methods required to analyse it (consideration of single risks versus consideration of dependencies between risks).

The same standard suggests a number of techniques, describing them with respect to applicability for different stages of the risk assessment process (identification, analysis, evaluation), and with respect to their attributes (necessary resources, the degree of uncertainty, complexity, and the availability of a quantitative output).

The consideration of the applicability of different techniques for the purposes of this investigation resulted in a handful of suitable techniques. They include: Hazard and operability studies (HAZOP), Structured “What-if” Technique (SWIFT), Fault-tree analysis, Failure Modes and Effects Analysis (FMEA), as well as different types of Human Reliability Analyses (HRA). All of these techniques are applicable for the entire risk management process, i.e. they enable risk assessment and generate methods for risk treatment. However, they all contain strengths and weaknesses with respect to the following conditions of the investigation (see Table 6):

- The aim of the study is to identify potential failures, analyse them with respect to their origin and consequences, and generate risk reduction measures. Thereby the focus is on the individual, technology, and the organisation, and on the observable failure, rather than on the cognitive aspects of human error.
- The NDT methods and the procedures to be analysed are not completely developed, and hence, not fully defined.
- The understanding of the system, as a part of which NDT will operate, is still missing.
- The participants are not adequately experienced (they are not experienced inspectors, but rather experienced developers).
- The aim is a qualitative empirical description and understanding of the failures, rather than a cognitive or a quantitative one.

The consideration of strengths and weaknesses resulted in the choice of the FMEA. Apart from fulfilling the requirements (applicable for risk identification, analysis, and evaluation), FMEA also overcomes most of the weaknesses of other methods (e.g. FMEA does not require high level of documentation or good experience of the team, and it is not too detailed.
or concerning only the cognitive aspects of human error). The method will be described in the following section.

Table 6: Strengths and weaknesses of the selected risk assessment techniques

<table>
<thead>
<tr>
<th>Technique</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAZOP</td>
<td>Identifies failures, causes, and their consequences, and generates risk treatment measures.</td>
<td>Is carried out at a detailed design stage, when a full process diagram is available and the changes are still possible. Requires a high level of documentation and procedure specification.</td>
</tr>
<tr>
<td>SWIFT</td>
<td>A simpler alternative to HAZOP (see above).</td>
<td>Requires good experience from the team.</td>
</tr>
<tr>
<td>Fault-tree analysis</td>
<td>Identifies and analyses factors that can contribute to an event using a top-down approach.</td>
<td>Requires understanding of the system and of the failure causes. Evaluates the failures in binary terms (failed/not failed). Characteristics of human error not covered by the analysis.</td>
</tr>
<tr>
<td>FMEA</td>
<td>Identifies human failures, causes, and their consequences, and generates risk treatment measures. Improves design of the procedures and processes. Applicable to human, equipment and system failures; hardware, software, and the procedures.</td>
<td>Identifies only single failure modes, not the combinations of failure modes.</td>
</tr>
<tr>
<td>HRA (THERP, CREAM, ATHEANA)</td>
<td>Investigates the impact of humans on system performance.</td>
<td>Requires strict definition of tasks, practical experience of the error that can occur. Has difficulty with partial failures and poor decision making. THERP - requires detailed decomposition of the activities into task elements. CREAM – cognitive method (focuses on the phenotype and genotype of human error). ATHEANA – identifies vulnerabilities of the operator’s knowledge base.</td>
</tr>
</tbody>
</table>

3.5.2. Failure Modes and Effects Analysis (FMEA)

Failure Modes and Effects Analysis (FMEA) is a standard risk assessment tool. Originally developed by the US Armed Forces in 1949 and revised in 1980 (MIL-STD 1629A), FMEA is defined as “a procedure by which each potential failure mode in a system is analyzed to determine the results or effects thereof on the system and to classify each potential failure mode according to its severity” (p. 4). FMEA is used to identify potential failure modes (the manner by which a failure is observed), to determine their effects (or consequences) on the operation of the system, to identify the mechanisms of failure, and to identify actions to avoid and/or mitigate the effects of the failure on the system. It is applicable for the entire scope of the risk assessment process, that is for the identification, analysis and the evaluation of risks (IEC/ISO 31010:2009).
A crucial step in this process is anticipating what might fail or go wrong. Its use is advantageous in examining potential reliability problems early in their development cycle when taking action to overcome these issues is easier, thereby enhancing reliability through design (Cassanelli, Mura, Fantini, Vanzi, & Plano, 2006).

Traditionally used to identify failures and failure modes of technical systems, the FMEA extended its application over time and is nowadays used to (IEC/ISO 31010:2009, p. 46):

- assist in selecting design alternatives with high dependability;
- ensure that all failure modes of systems and processes, and their effects on operational success have been considered;
- identify human error modes and effects;
- provide a basis for planning, testing, and maintenance of physical systems; and
- improve the design of procedures and processes.

FMEA has found its use in various industries, such as the nuclear industry, transportation, wind turbines, health care, etc. (Arabian-Hoseynabadi, Oraee, & Tavner, 2010; Dhillon, 2003, 2007; FAA, 2000; Haapanen & Helminen, 2002; Wetterneck, Skibinski, Schroeder, Roberts, & Carayon, 2004). It is applicable to human, equipment, and system failure modes; as well as to hardware, software, and procedures. Instead of listing components and their failures—if interested in the human failure modes—an investigator can list the human errors and violations that can occur (omissions, commission, etc.) and their possible effects on the system (Wickens, Lee, Liu, & Gordon Becker, 2004). Algedri and Frieling (2001) suggest that a human-oriented FMEA can lead to improvements on personal, ergonomic (optimised working conditions), and organisational level (optimised interaction of the man, technology, materials, and method), which can result in a significant decrease of system failures.

FMEA may be followed by a criticality analysis, which assigns significance to each failure mode, thereby extending the FMEA to a FMECA, i.e. Failure Modes and Effects and Criticality Analysis. Criticality can be assigned qualitatively, semi-qualitatively, or quantitatively, usually by assessing the probability that a failure mode will result in system failure, by assessing the level of risk associated with a failure mode (typically used for equipment failures, systems or processes), or by assigning a risk priority number—RPN (IEC/ISO 31010:2009).

RPN is a semi-quantitative method of criticality obtained by assigning a numerical value to each failure mode with respect to its severity (or relevance), occurrence, and the probability of it being detected. Since RPN is obtained by multiplying these three values, its outcome is an assessment of the criticality of the system, where a higher RPN is associated with the most risky elements in the process. RPN is typically evaluated on a scale from 1 to 10, but other variations are also possible, i.e. 1-3, 1-5, as reported by van Leeuwen et al. (2009).

3.6. Method

3.6.1. Participants

The workshops were carried out at the two nuclear waste management companies: at SKB in Oskarshamn (Sweden) and at Posiva Oy in Helsinki (Finland) in duration of 1-1.5 days per method.

Four to five experts took part in the evaluation of each method. All participants were considered experts in their respective NDT methods (even though not certified). They were all involved in the development of the methods to be used for the inspection of the canister
components for the storage of spent nuclear fuel either in Finland or in Sweden, and were, therefore, qualified for the participation in the analyses.

3.6.2. Procedure

Altogether six FMEA analyses were carried out: five were carried out to assess risks during the evaluation of data collected with UT, RT, ET and rVT, and one during the acquisition of data with phased array UT. (Since two companies wanted to assess the risks of the methods they use, the FMEA for the data evaluation with UT—a method used by both companies—was evaluated two times.). More attention was given to data evaluation than to data acquisition, for the following reasons: first, due to its higher perceived criticality for the future of the component (whereas errors in data acquisition can be detected during evaluation, it is harder, sometimes even impossible, to detect errors during evaluation), and second, due to a larger involvement of human inspectors in the task.

The FMEA/FMECA carried out within the scope of this study was adapted to the needs of identifying potential risks in mechanised NDT and conducted using the following steps:

- Decomposition of the task into sub-tasks.
- Definition of aims for the sub-tasks.
- Identification of possible failures/errors.
- Consideration of potential causes and effects of failures.
- Identification of existing preventive measures/barriers.
- Identification of potential preventive measures/barriers.
- Assessment of error probability (EP), relevance of effects (R), and detection probability (DP) according to a key shown in Table 7.
- Calculation of the risk priority (RPN = EP x R x DP).

Table 7: Risk priority assessment key

<table>
<thead>
<tr>
<th>Category</th>
<th>Assessment</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error probability (EP)</td>
<td>* Low</td>
<td>The occurrence of errors and deviations is improbable</td>
</tr>
<tr>
<td></td>
<td>** Medium</td>
<td>Errors or deviations occur seldom</td>
</tr>
<tr>
<td></td>
<td>*** High</td>
<td>The probability that errors or deviations will occur is very high</td>
</tr>
<tr>
<td>Relevance (R)</td>
<td>* Low</td>
<td>No observable effects of an error / deviation</td>
</tr>
<tr>
<td></td>
<td>** Medium</td>
<td>Effects lead to dissatisfaction, e.g. delays, increasing efforts</td>
</tr>
<tr>
<td></td>
<td>*** Serious</td>
<td>Safety related effects or violations of rules and regulations</td>
</tr>
<tr>
<td>Detection probability (DP)</td>
<td>* High</td>
<td>Error will be detected in successive steps</td>
</tr>
<tr>
<td></td>
<td>** Medium</td>
<td>Error will be detected by 100% testing / quality checks</td>
</tr>
<tr>
<td></td>
<td>*** Low</td>
<td>There is no testing / possibility of independent tests</td>
</tr>
</tbody>
</table>

3.7. Results

Even though the potential errors were analysed separately for each NDT method, and are, therewith, method specific, some similarities in the way each method is applied can be found. It is for this reason that it was possible to combine the results for evaluation of data with different methods, with the aim of reaching general conclusions about the process. The detailed results of the analyses have been presented in unpublished internal reports and can be
obtained upon request (e.g. Bertovic, 2014). In the following, a summary of the collected results will be presented.

The results section starts with the description of the evaluated tasks (section 3.7.1), and is followed by the identified failure modes, their causes, consequences, preventive measures, and finally, the risk priority assessment (sections 3.7.2 - 0).

3.7.1. The evaluated tasks

Before the risks can be successfully assessed, it is important to understand the task that is to be analysed. For that purpose, this section will offer a description of the main characteristics of the task. This description is a result of the conducted HTA and the FMEA.

The process of NDT using mechanised systems can be divided into two major processes: the data acquisition (or *collection*) and the data evaluation (or *analysis*).

The data acquisition refers to a process of collecting data by mounting the NDT system onto the component and then rotating the component. The so-called manipulator is used to move the equipment along the component in the axial direction (Figure 12).

![Figure 12: The ultrasonic equipment mounted onto a rotating component](Source: SKB; with permission)

The data acquisition with UT is typically carried out following these steps:

- **Preparing the component**, i.e. mounting the component onto the rotator.\(^7\)
- **Preparing the equipment**, i.e. choosing the correct hardware and software, and ensuring they are functioning correctly.
- **Setting up the sensitivity** (also referred to as *calibration*), i.e. the process of scanning of a component specimen equivalent to the actual component (i.e. reference specimen) containing built-in defects (i.e. reference defects) of desired properties that must be detected during the inspection. This process establishes the sensitivity

---

\(^7\) A rotator is a device that rotates the component while the UT equipment is at a fixed position being manipulated only in the axial direction along the component.
level needed for the inspection. It is carried out by mounting of the equipment onto the reference specimen, scanning of the component and evaluating the collected data.

- **Scanning the component**, i.e. the process of inspection of the component carried out by positioning the equipment, setting up the software, collecting data during the scanning process, and by saving the collected data.

- **Checking the sensitivity** (*calibration check*), i.e. repeated scanning of the reference specimen to assure that the sensitivity had not been changed over the course of the scanning, and corresponding evaluation of collected data.

Apart from the scanning process itself, during which the ultrasonic phased array probe is automatically moved over the component, the inspector takes part throughout the entire process. The data evaluation process, as planned for the purposes of spent nuclear fuel disposal, can be carried out following these steps (UT, RT, ET, rVT):

- **Preparation for the evaluation**, i.e. it includes the preparation of the software and selection of the data.

- **Identification of indications**, i.e. visual search for indications on a computer screen.

- **Characterisation of indications**, i.e. determining whether an indication stems from a defect or from the geometry (e.g. edges of the component) and determining the defect type (e.g. crack vs. pore, single indication vs. cluster of indications).

- **Sizing and localisation**, i.e. measuring the size of an indication (length, width) and its position in the component (e.g. depth).

- **Decision making**, i.e. a recommendation about whether the component should be *accepted*, i.e. the component does not contain critical defects, or *rejected*, i.e. the component contains critical defects and is not fit for purpose. Note that incorrect rejection will lead to a financial cost, whereas incorrect acceptance will present a threat to safety.

- **Reporting**, i.e. documenting the results of the inspection.

Data evaluation is a complex signal detection, evaluation and decision making task, requiring knowledge, skill and experience from the evaluator. The entire process is carried out following an inspection procedure.

### 3.7.2. Failure modes

Thirty-eight tasks in data evaluation and 30 in data acquisition were analysed resulting in the identification of altogether 90 failure modes in evaluation and 68 in acquisition.

Table 8 and Table 9 contain examples of evaluated potential failure modes during data acquisition and data evaluation, organised according to the sub-tasks.

---

8 The final decision about the component’s (or the weld’s) acceptance or rejection is not made by the NDT personnel, which is why they can only recommend further action based on the collected data.
Table 8: Failure modes associated with the subtasks in data acquisition with UT

<table>
<thead>
<tr>
<th>Task</th>
<th>Sub-task</th>
<th>Failure modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data acquisition</td>
<td>Preparation of the component</td>
<td>Incorrect component or incorrect component orientation</td>
</tr>
<tr>
<td></td>
<td>Preparation of the equipment</td>
<td>Inappropriate choice of the equipment, equipment malfunctioning</td>
</tr>
<tr>
<td></td>
<td>Sensitivity settings (calibration)</td>
<td>Incorrect physical setup of the equipment, incorrect scanning parameters, misinterpretation of the collected data, incorrect evaluation of the data and decision about the quality of the completed process</td>
</tr>
<tr>
<td></td>
<td>Scanning of the component</td>
<td>Altering of the physical conditions between the calibration and the scanning, incorrect scanning parameters, incorrect scanning process, incorrect verification of the data</td>
</tr>
<tr>
<td></td>
<td>Sensitivity check (calibration check)</td>
<td>Change of the physical conditions from the initial calibration, incorrect scanning parameters, misjudging data inconsistency</td>
</tr>
</tbody>
</table>

Table 9: Failure modes associated with the subtasks in data evaluation (UT, rVT, ET, RT)

<table>
<thead>
<tr>
<th>Task</th>
<th>Sub-task</th>
<th>Failure modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data evaluation</td>
<td>Preparation of the software for the evaluation</td>
<td>Incorrect selection of the data file, inspection technique or evaluation area, incorrect settings Missing image quality check, incorrect starting point, missing initial scanning run</td>
</tr>
<tr>
<td></td>
<td>Identification of indications</td>
<td>Missing indications, false alarms</td>
</tr>
<tr>
<td></td>
<td>Characterisation of indications</td>
<td>Incorrect defect type, misjudgement of the defect's origin (geometrical indication vs. actual defect)</td>
</tr>
<tr>
<td></td>
<td>Sizing &amp; localisation</td>
<td>Incorrect size measurement, incorrect location of the indication</td>
</tr>
<tr>
<td></td>
<td>Decision making</td>
<td>False recommendation (acceptance/rejection of the component)</td>
</tr>
</tbody>
</table>

3.7.3. Causes

The potential causes of failures are associated with the individual, the technology, and the organisation.

- **Individual**: The individual can be a source of error both unintentionally and through rule violations. Some examples include:
  - Unintentional, e.g. subjective assessment criteria, cognitive biases (confirmation bias, representativeness bias, and availability bias), sensitivity to colours, reduced attention, lapses, over trust in automation, inexperience, and so on.
  - Rule violations, e.g. not following the inspection procedure.
- **Technology**, e.g. image quality, display characteristics, defects’ characteristics (e.g. indication "hidden" behind a geometrical indication, too many indications, indications close to one another), equipment malfunction, and so on.
- **Organisation**, e.g. the working environment, organisation of the inspection process (e.g. long working hours), flawed inspection procedures, commercial pressure (i.e. time pressure), and so on.

The information about potential failures and their assumed causes was taken a step further by classifying the active failures and possible latent conditions that might have lead to those failures, according to the known classifications of **incorrect human outputs** (Swain & Guttmann, 1983) and the **11 General Failure Types** (Hudson et al., 2013; Reason et al., 1989). The assignment of the active error types and of the identified latent conditions is presented in Table 10.

Table 10: Assignment of incorrect human outputs and general failure types to the failure modes at different steps of the execution of the NDT task

<table>
<thead>
<tr>
<th>Task Method</th>
<th>Incorrect human outputs</th>
<th>General failure types, GFTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data acquisition UT</td>
<td>Omission</td>
<td>Selection, Sequence, Time, Qualitative, Hardware, Design, Maintenance management, Procedure, Error-enforcing conditions, House-keeping, Incompatible goals, Communication, Organisation, Training, Defences</td>
</tr>
<tr>
<td>Preparation of the component</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Preparation of the equipment</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Sensitivity settings (calibration)</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Scanning of the component</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Sensitivity check (calibration check)</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Data evaluation UT, RT, ET, rVT</td>
<td>Decision making</td>
<td>✔</td>
</tr>
</tbody>
</table>

The Table 10 shows that the typical errors in NDT include both omissions and commissions (selection and qualitative errors). With regard to the possible latent conditions that might pave the way to failure, the most frequently suggested include error-enforcing conditions (they include both individual and the environment), design, hardware, training, and the procedure.
3.7.4. Consequences

The consequences of the listed failures were categorised into two levels: *direct*, which can be directly observed and *indirect consequences*, which can occur if the failures leading to direct consequences are not recovered. For examples, see Table 11.

Table 11: Direct and indirect consequences of potential failures in data acquisition and data evaluation

<table>
<thead>
<tr>
<th>Task</th>
<th>Method</th>
<th>Direct consequences</th>
<th>Indirect consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data acquisition</td>
<td>UT</td>
<td>Invalid calibration, e.g. incorrect settings during the calibration because of incorrect, damaged or incorrectly adjusted equipment</td>
<td>The whole inspection needs to be repeated; incorrect sensitivity in the inspection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Incorrect sensitivity in the inspection</td>
<td>Incorrect results for the following data evaluation, i.e. defects can be missed or incorrectly sized, including a risk of false calls</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor data quality, e.g. missing data, incomplete coverage of the component</td>
<td>Defects can be missed or incorrectly sized in the following data evaluation</td>
</tr>
<tr>
<td>Data evaluation</td>
<td>UT</td>
<td>Incorrect evaluation of the image quality</td>
<td>False recommendation (acceptance/rejection)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-inspected areas</td>
<td>False acceptance of the component</td>
</tr>
<tr>
<td></td>
<td>RT</td>
<td>Missing defects</td>
<td>False acceptance of the component</td>
</tr>
<tr>
<td></td>
<td>ET</td>
<td>False alarms</td>
<td>False rejection of the component</td>
</tr>
<tr>
<td></td>
<td>rVT</td>
<td>Incorrect positioning of the indication</td>
<td>False recommendation (acceptance/rejection)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Incorrect sizing of the indication</td>
<td>False recommendation (acceptance/rejection)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time delay</td>
<td>Financial cost</td>
</tr>
</tbody>
</table>

3.7.5. Error detection

Errors in data acquisition could be detected through consecutive steps, equipment malfunctioning or through data check. Errors in the evaluation of the calibration data are not always easily detected.

In data evaluation, errors could be detected through crosschecking of the results or through complimentary methods\(^9\), if available. However, there is a high probability that some errors—e.g. missing inspection areas—may not be detected, thereby increasing the risk of missing defects.

Considering the possibility of undetected errors, one has to evaluate the existing preventive measures and generate new ones, if needed.

3.7.6. Existing preventive measures/barriers

At the time of the analysis, the installed barriers to prevent the errors in data acquisition included relying on operator skill, training, inspection procedures, and, if available, a checklist

---

\(^9\) At the moment it is planned that some parts of the component, e.g. the weld, may be inspected by more than one method. E.g. ET and VT could complement each other in search for surface or near-surface defects, whereas UT and RT could be used to search for defects deeper in the volume of the component.
with steps that needed to be signed off during the task. In addition, having complimentary methods served as a barrier in the evaluation of data.

3.7.7. Potential preventive measures/barriers

The consideration of potential barriers suggested a potential for building new ones.

In data acquisition (UT), these include:

- **Automation** of the component identification and of the choice of proper tools (e.g. probes and cables) using a bar code reader; automatic refill of the coupling when it reaches a certain level, synchronisation of the movement between the UT system and the manipulator, and so on.
- **Hardware and software solutions**, e.g. redesign of the probe fixture; alarms for inconsistencies, insufficient amount of couplant, or to indicate the incorrect orientation of the component; automatic data archiving; and so on.
- Improvement of the inspection procedures and instructions in terms of quality and information they contain.
- **Organisation**, e.g. maintenance of the equipment, instructing and training the personnel; providing a disturbance-free environment; ensuring that the process is performed according to the appropriate up-to-date procedure and that all of the correct tools are used; motivation; clear responsibilities of the personnel; and so on.
- **Human redundancy** in the evaluation of the sensitivity settings (i.e. calibration) and in deciding whether or not to accept the inspection.

In data evaluation (UT, RT, ET, rVT), the following potential preventive measures were suggested:

- **Automation**, i.e. automated detection and sizing of indications (with confirmation by an inspector).
- **Software solutions**, e.g. software alarms for areas not being inspected, changing the colour scale (e.g. red denotes a high magnitude of the signal (alarm), and green a low one (safe)), defining screen view parameters (resolution, size, distance from the screen, and so on), plausibility checks in reporting.
- Improvement of the inspection procedures and instructions in terms of their content and usability.
- **Organisation**, e.g. disturbance-free environment; better time management; organisational learning (learning from previous events through event analyses).
- **Human redundancy**, i.e. evaluation performed by two independent inspectors, e.g. in cases of uncertainty, after a critical defect had been found, or randomly by the supervisors (the frequency of which would depend on the frequency of error occurrence).
- **Training**, i.e. in terms of introducing human factors training, by e.g. increasing awareness of possible cognitive biases, group effects, mistakes, etc.
- **Detection and decision aids**, i.e. visual representations of possible known defects (defect catalogue) and further development of detection and sizing aids.
3.7.8. Risk priority number (RPN)

In the following, the results will be discussed with respect to their risk priority rating. This assessment was used as an indicator for subtasks that require primary attention.

3.7.8.1. Data acquisition (UT)

Among all analysed subtasks in the data acquisition, six that were assigned the highest RPNs are presented in Figure 13.

![Figure 13: The subtasks in UT data acquisition with the highest assigned risk priority](image)

The evaluation of the sensitivity settings, both before and after the scanning, was rated highly on the risk scale suggesting that the evaluation of data by the human inspector—even during the data acquisition—plays a highly important role. Here, errors may be highly critical for the safe disposal of the component. High risk was also assigned to the positioning of the probe. Errors in this assignment can affect the quality of the collected data and consequent misplacement of critical defects, which may affect the assessment of their criticality. Scanning settings, control of the quality of the collected data, and the component orientation, can, if carried out incorrectly, furthermore present with a high risk to NDT reliability.

3.7.8.2. Data evaluation (UT, RT, ET, rVT)

In data evaluation, the risk priority ratings were assigned to subtasks of four NDT methods (UT was analysed twice and the results have been presented separately for each participating company). Their results are shown in Figure 14. Note that the characterisation (in RT) and decision making (in VT) subtasks were not developed yet, at the time of the analyses, to take part in the evaluations, which is why no RPN ratings were assigned for them.

The results illustrate high potential risk on tasks associated with identification, characterisation, and sizing and localisation of indications in all four methods. This is not surprising, considering that these subtasks—if carried out incorrectly—may lead to an incorrect assessment of the criticality of potential structure-breaking defects. Whereas identification is typically singled out as the most critical task in RT, UT, and rVT, in ET the situation is different: Data evaluation task in ET is assisted by an automated aid, i.e. software
that is pre-programmed to identify indications and record their size and location, whereas the inspector’s task consists of controlling of the results. This was why less potential risk was associated to identification, sizing, and localisation, as stated by the participants. Deciding whether an indication is a reflection of an actual material defect, or of the material’s geometry (e.g. a corner); or deciding about the defect type (e.g. volumetric vs. planar-type defect, porosity, crack etc.) are still allocated to the human inspector and assigned the highest risk priority in ET.

The decision-making tasks were assigned a rather low risk priority across tasks. This is because this task refers only to a recommendation about the structural integrity of the component and not the final decision itself.

3.8. Discussion

The aim of this study was to identify potential risks during mechanised NDT for the spent nuclear fuel management and find methods that can counteract their effects.

This chapter will start with a summary and interpretation of the results of the conducted analyses (section 3.8.1) with focus on the preventive measures and their possible practical downfalls (section 3.8.2). It will continue with limitations of the study (section 3.8.3) and conclude with the selection of topics for further empirical study (section 3.8.4).

3.8.1. Summary and interpretation of the results

The presented results confirmed the assumptions made before the study. First, they showed that there is a chance for failure in mechanised NDT during both the acquisition and the evaluation of data. This was illustrated by a number of identified potential failure modes and their effects. Second, the consideration of the potential error causes showed that next to the technical factors, human and organisational factors play an important role throughout the
entire process and could give rise to failure. It also indicated that for sources of error one should look beyond the person carrying out the inspection task—in line with the current safety practices. Third, the list of preventive measures, relying up to the point of the analysis on experience, training, qualification, and inspection procedures, has been expanded following the results of the analysis.

The analysis has shown that NDT is most frequently associated with errors of omission (e.g. missing defects) and commission (errors in selection and errors during the preparation for the inspection and the inspection process itself). Even though the errors of commission might be more prevalent during the single subtasks, a failure to detect a defect (omission) is of major concern. Omissions are frequently associated with failures in maintenance, which NDT is a part of. According to Rasmussen’s (1980) analysis of 200 event reports, 33% of all omissions in maintenance happen during testing and calibration, i.e. NDT. Positive effects in reducing omissions were shown by providing with cognitive aids such as check-lists and by improvements in the training (Reason & Hobbs, 2003; Reason, 1997).

The most prevalent identified latent conditions present almost at all stages of the NDT task include error-enforcing conditions, hardware, design, procedures, and training. The focus on technology (hardware, design) and on training is consistent with the stage of development of the NDT methods. The participants, i.e. the developers of the NDT methods and techniques, are expectedly interested in the improvement of the technology and are aware of its current shortcomings. This is, also, where the most improvements are expected, since continuous effort is being invested in developing the procedures and the equipment, as well as considering necessary requirements for the future training. Since failures are difficult to be detected and understood in isolation from their context, some now not so salient latent conditions, i.e. those related to the organisation, may have a greater role when the operation of the fuel management starts. Considering that most errors have their origins in managerial and organisational actions or inactions (Reason, 1993), it is reasonable to assume that organisation, incompatible goals, communication, or housekeeping will merit more attention once the operation starts. Inadequate tools, unworkable procedures, design deficiencies, poor communication, and housekeeping are cited as some of the most influencing local-error provoking factors (Reason & Hobbs, 2003). Holstein et al. (2014) proposed that the reliability of NDT can be affected by not only the internal organisational context (i.e. the business, information, and the delivery processes), but also by the external organisational context (i.e. regulatory practices, technical rules, social/technical rules, safety culture, and the market itself).

The risk priority rating indicated a number of tasks that bear substantial risk that NDT could fail in its assignment and lead to wrong conclusions about the structural integrity of the material. The highest risk priority number was assigned to tasks associated with the evaluation of data, i.e. the evaluation of the calibration data, identification, characterisation, and sizing and localisation of indications. This was in line with the expectations, considering that the detection and characterization of defects are frequently cited as the most critical tasks of inspection (Norros & Kettunen, 1998; Norros, 1998). Whereas failures in the preparation phase could still be detected with some consecutive steps, the failures in data evaluation could remain undetected, if no complimentary methods are provided.

The discussion on possible preventive measures yielded a number of ways some of the identified risks could be prevented. Some of the most salient preventive measures include the improvement of the inspection procedure and instructions, implementation of human redundancy, and a number of hardware and software improvements, including further automation of the process.
3.8.2. Critical reflection on the preventive measures and outlook

Failures are contained and prevented not only by installing defences, but also by identifying gaps in the defences (Reason & Hobbs, 2003). As discussed during the FMEA, the existing barriers might be insufficient to prevent the potential failures: For example, the task is to a high extent aided by automation, but errors do occur; inspection procedures and instructions do exist, but are flawed and need optimising, and so on. This indicates that the existing barriers might need improving and that having barriers alone does not necessarily prevent from failure. Considering the potential paradoxes associated with protective barriers (e.g. Bainbridge, 1987; Dekker, 2002; Reason, 1997), three suggested measures will be further discussed: improvement of the inspection procedures and instructions, human redundancy, and automation.

3.8.2.1. Inspection procedure

Inspection procedures and instructions are some of the most important tools in the everyday working life of an NDT inspector. They are typically written by certified personnel in accordance with standards, codes, or specifications. During the FMEA, the procedures and instructions were identified as a potential error cause, and their optimisation as a potential barrier. Failure was generally assigned to insufficient content or to the inspectors not following the procedure, and the suggestions made for its improvement were focused mainly on its content.

Operating experience and research over the years have shown that procedures and instructions are not always used properly and, thus, might need to be optimised. In his analysis of scrams (emergency shutdowns of the nuclear reactor) and LERs (Licensee Event Reports) in Swedish nuclear power plants in the period 1995–1999, Bento (2002) reported that 15% of all scrams and 31% of MTO-related scrams as well as 10% of all LERs and 25% of MTO-related LERs occurred due to procedural deficiencies. Of all LERs, 23% were related to testing activities. Deficient procedure content was assigned to 70% of the procedure-related LERs and 85% of the procedure-related scrams, followed by missing procedure and missing updates. Lack of adherence to the procedure was the most important contributing cause of LERs. Procedure-related events were more related to maintenance, testing, and modification tasks (74%) than to operational tasks (20%). In Gaal et al.’s (2009) study on human factors influences on manual UT inspection performance, a procedure that was written by a highly experienced and qualified writer, was not entirely understood by the users. After improvements have been made together with the participants, they reported higher satisfaction. The research initiative Programme for the Assessment of NDT in Industry - PANI, revealed that each inspector applies the procedure differently and that the inspectors do not necessarily read the full procedure or apply the procedure as intended by the procedure writers (McGrath et al., 2004; McGrath, 1999). In the PANI 3 study (McGrath, 2008), a review of the procedure from a human factors perspective was completed to identify improvements that may encourage the full use of procedures during inspections. Issues such as length and structure, content and presentation of information, procedural steps, procedure format, and record keeping were addressed in detail. The author suggested that the inspection procedure is central to a reliable inspection, and as such needs to be written in a way that not only contains all the relevant information but also supports their systematic application. For that purpose, the procedures need to be developed together with the user.

With this in mind, it becomes clear that attention should not be given only to the procedure content, but also towards its usability. Hence, the suggested approach to further development of the inspection procedure is to direct focus on understandability of the procedures and on
the format in which they are presented to the inspectors, in hope that procedures will be used and will be used appropriately.

On another note, adding more procedures has been a frequent engineering approach to deal with human variability. However, most organisations have a problem between accepting a bit of human variability and highly regulating the activities of its members. The risk with the procedure is that of over-specification that tends to lead to routine violations. Violating the procedure does not necessarily lead to an accident, but the tendency to violate increases the possibility of an adverse event, especially in the case of breaching safe operating procedures (Reason, 1995). Hence, NDT community should weigh the advantages of the extent of the procedures and of investing effort in a better training of the personnel. Furthermore, as the procedure is written by any inspector with sufficient qualification, it may be useful to develop a unified approach to its writing and guidelines that would improve its usability.

3.8.2.2. Human redundancy

One of the suggested methods to detect possible errors during data evaluation was to introduce human redundancy. The suggestions include random checks by the supervisors and a repeated inspection/evaluation by another inspector once a critical defect had been found.

Although human redundancy is generally used to increase reliability, its implementation can also carry risks, especially when the principles of technical redundancy (i.e. two independent systems that perform the same function) are applied to social systems. One of these risks is social loafing, i.e. the phenomenon of investing less effort when working on tasks collectively than when working alone (Karau & Williams, 1993). Whereas technical systems are assumed to function independently of each other, this scenario is often not the case with regard to social systems (Sagan 2004). Swain and Guttmann (1983) indicate the checker’s familiarity with the inspector, who had already conducted the task, and his or her knowledge of the other inspector’s technical level as some of the factors influencing human redundancy. Clarke (2005) added that a checker might fail to perceive an error because of a belief in the colleague’s competence.

In the case of the management of spent nuclear fuel, in which the demand for the inspecting personnel will be low (at least in the first years of operation), independence might be difficult to achieve. In small companies, such as the two investigated in the scope of this study, but also in other inspection companies active in other domains, inspectors are highly likely to know each other and be aware of each other during the inspection. This raises concern with respect to independence. The latest studies have indicated that due to social loafing effects human redundancy might not necessarily be an effective safety measure in working with automated systems (Manzey et al., 2013; Marold, 2011).

Taking this into consideration, the implementation of human redundancy in NDT requires further consideration with respect to potential negative effects that can outweigh the benefits expected from redundancy.

3.8.2.3. Automation

Further automation of parts of the data acquisition and evaluation tasks was frequently suggested during the FMEA. The benefits of automation in form of a bar-code reader were especially seen in data acquisition, as a result of which mistyping errors or opening of the wrong setup file could be avoided. In data evaluation, automation was identified as a potential aid in identification and characterisation of indications. An example of existing automated aid is the software used for the evaluation of data with ET. This software aids in the evaluation by
automatically detecting and sizing the indications, whereas the role of the inspector remains to control the results.

The major goal of introducing automation into the working environment is to reduce human error (Skitka, Mosier, & Burdick, 1999). The advantages and disadvantages of automation with regard to the reduction of human error have been widely investigated in various industrial applications, including, among others, aviation, healthcare and the military (e.g. Alberdi, Povyakalo, Strigini, & Ayton, 2004; Bahner, Hüper, & Manzey, 2008; Dzindolet, Dawe, Beck, & Pierce, 2001; Lee & Moray, 1994; Madhavan, Wiegmann, & Lacson, 2006; Manzey, Reichenbach, & Onnasch, 2012; Mosier & Skitka, 1996; Parasuraman & Manzey, 2010). Despite its many benefits regarding processing speed and accuracy, and reduction of human error to some extent, automation has shown to lead to new error sources and new risks in ways that are unintended and unanticipated by the designers (Bainbridge, 1987; Parasuraman & Manzey, 2010; Parasuraman & Riley, 1997). This is because automation does not necessarily replace human operators; rather, it changes what they do. Note that automation mentioned here is not meant to replace the human operator completely, but rather aid the operator in carrying out selected tasks. For example, instead of manual control, inspectors now need to cope with the complexity of constantly developing technology and multitasking, by relying on what the equipment tells them. This can occasionally result in overlooking errors with regard to the functioning of the automated system, thereby leading to errors that may compromise safety. An uncritical reliance on the proper functioning of an automated system without recognising its limitations and the possibilities for failures often occurs when the task demands are too high and when the automated system is perceived to be reliable and is trusted (Lee & Moray, 1992; Manzey, 2012; Mosier & Skitka, 1996; Parasuraman & Riley, 1997). Considering the perceived superiority of automated systems in NDT, i.e. higher perceived reliability of mechanised over manual NDT, uncritical reliance could be one of the automation ironies associated with NDT. Nevertheless, automation offers many advantages, with regard to reducing human error. When functioning properly, automation saves time, decreases workload, and generally reduces human error. The key for NDT is to be aware of the potential errors that arise from this interaction and to find means of avoiding them.

In conclusion, implementing preventive measures is a process that requires detailed consideration. Risk assessment and risk treatment are cyclical in nature. To ensure the highest profit, the FMEA should be repeatedly applied to identify new risks that can arise over time resulting from, e.g. implementing barriers or from the changes in the way NDT inspections are carried out.

As a result of this study, several changes have already been made to the way NDT inspections are carried out, as well as with regard to the used equipment and the inspection procedures. These are shortly summarised below.

---

**Digression: Implemented preventive measures/barriers as a result of the FMEA**

The major changes include further development of own evaluation software and specification of the requirements for the new equipment and the evaluation software. Some of these specifications include equipment that is more reliable, improved presentation of information and access to information on the screen, and the evaluation of data in static, as opposed to dynamic, mode. Some parts of the inspection task have been automated, i.e. the identification of indications in eddy-current, and the reporting of indications in ultrasonic testing. In remote visual testing, the viewing parameters such as the magnification or speed of the component’s
rotation have been further optimised and in radiographic testing, a defect catalogue to help with the characterisation of indications is under development.

Convincing evidence from the literature, coupled with the results of the FMEA, inspired a study into the further development of a selected NDT instruction, as well as its optimisation with regard to its content and format using a user-centred approach (by means of eye tracking, individual and group discussion with the users, among others). In a follow-up study, instruction content was subjected to questioning its understanding by experienced readers, and the format to the questioning of its usability. The study resulted in identifying a number of factors that contribute to a high-quality instruction, regarding both its content and usable interface. The results showed that the understanding of the information could be affected by the information order, information organisation, logics and clarity in the writing, and by cognitive demands it poses on the reader. Higher efficiency in use was achieved by clearly distinguishing relevant information (e.g. warnings, deviations, reminders) from the remainder of the text and by presenting the tasks in a stepwise manner, with one action per step (Bertovic & Ronneteg, 2014). The changes also yielded higher user satisfaction and higher effectiveness in locating the information in the instruction.

3.8.3. Limitations of the study

The primary limitations of the study can be found in the fact that the analysed NDT methods are under ongoing development, thus lacking field application and experienced participants. On the other hand, this approach was valuable in aiding in further development of the methods.

Further limitations refer to the method. For example, the participants expressed using different criteria in assigning risk priority when evaluating consecutive methods (in some cases, the participants reported in hindsight that they may have underestimated or overestimated the risk of the previous tasks). Hence, it was decided not to compare the ratings for different methods quantitatively, i.e. with respect to the magnitude of their differences, but rather to assess them qualitatively and use the highest ratings as indicators for subtasks that require primary attention.

The FMEA’s RPN is criticised to be overly subjective and not comparable. If a team were to be composed of different members, the rankings might be different (van Leeuwen et al., 2009). Rhee and Ishii (2003) go as far to say that RPN is meaningless, being that the three indices used for RPN are ordinal scale variables, which preserve rank but the distance between the values cannot be measured since a distance function does not exist. In addition, it can be influenced by the social group processes between members, organisational policies, and organisational norms.

The FMEA in combination with the criticality assessment, i.e. the FMECA, has shown to be a valuable tool for identifying and evaluating potential failures in NDT. Still, there are restrictions to this method that need to be mentioned. For example, the FMEA is suitable for identifying single failure modes, but lacks the combinations of different failure modes and could be difficult to conduct for multi-layered systems (IEC/ISO 31010:2009). Hollnagel (2008b) points out that explanation for risks cannot always be found in single components of the socio-technical system, such as the operator or the technology, but can also stem from their interaction or normal variability in human performance combined in unexpected ways. Thus, future attempts to assess risk in NDT should also include interactions between different systems.

Next, unless adequately controlled and focused, the analysis can be time consuming and costly (IEC/ISO 31010:2009). Difficulties can be encountered when there is insufficient data to
evaluate, if the leader is biased and not well trained, or if the participants’ experience with the problem at hand is variable (Wetterneck et al., 2004).

Benefits of the FMEA are seen in the multidisciplinary approach and in its ability to identify failures early in the design. In addition, it is easy to understand, highlights safety critical tasks that require attention, provides with countermeasures to prevent failure in the future, etc. (Dhillon, 1999). All these benefits had made FMEA a suitable choice for assessing and treating risks in NDT in an application still under development.

Prospective approaches, such as that of the conducted FMEA, have been criticised for focusing mainly on the technology and the individual, in comparison to event analyses that have the ability of taking into account team, organisational and environmental factors (Fahlbruch, 2009). In this analysis, teamwork and extra-organisational environment were not considered due to their current non-existence. However, according to Fahlbruch (2009), customising the FMEA for the identification of human and organisational contributions to failure can be close to that of the event analyses.

Numerous alternatives to FMEA exist. It remains to be seen which of those methods is the most suitable for the purposes of identifying risks in mechanised NDT in the management of spent nuclear fuel. The process might differ greatly from the process today and new risks can and probably will arise. Other or new prospective and retrospective approaches can be used, and their suitability should be decided based on the relevant criteria at the time of the analysis. Risk and error management work best if both proactive and retroactive methods are combined (Hollnagel, 2008a; Latorella & Prabhu, 2000).

In conclusion, risk management is dynamic, iterative, and responsive to change (ISO 31000, 2009). For it to be successful, the need for risk management has to be recognised, the risks need to be identified, the underlying mechanisms of their effects understood and, finally, measures have to be taken for the risks to be successfully treated. This is most frequently achieved by preventing something unwanted from happening or by protecting the organisation from its consequences (Hollnagel, 2008a). This study raised questions regarding the suggested protective measures, which is why a deeper look into the potential implications of their implementation is needed.

3.8.4. Selection of the topics for the empirical study and research questions

As discussed in this chapter, the FMEA has shown a potential for failure in mechanised NDT, but also raised motivation for installing preventive measures.

As discussed in this chapter, the FMEA has shown a potential for failure in mechanised NDT, which raises motivation for installing preventive measures. As elaborated in the discussion, the preventive measures have to be carefully implemented, keeping in mind potential new error sources that come along with them. With this in mind, two empirical studies were initiated: one concerned with the human redundancy and the other with the use of automated aids in the evaluation of data.

Ultrasonic testing (UT) is one of the most frequently used NDT methods to inspect the volume of thick components. As such, there is a high demand that this method provides highly reliable results and continuous efforts are invested into its optimisation. The risk priority rating of the UT (Figure 14) declared identification, characterisation, and preparation as the most critical tasks in data evaluation. In discussion with the experts about prevention possibilities, the most frequently mentioned method was to implement human redundancy
and rely on the premise that if one person missed a defect or misinterpreted it, the second one will most likely not. As elaborated in the discussion section, the benefits of human redundancy are closely related to the degree of independence between the two inspectors. When independence cannot be guaranteed, it is questionable whether it can be profited from human redundancy. The notion of social loafing in redundant teams is no novelty to social psychology and to the field of human factors (e.g. Clarke, 2005; Latané, Williams, & Harkins, 1979; Skitka, Mosier, Burdick, & Rosenblatt, 2000; Williams & Karau, 1991), but a completely unexplored topic in the NDT field. To present this issue to the NDT community, the following research question was raised:

Q1: **What happens when you know someone else had already conducted the task, or will do it after you?**

The aim of this question was to explore the effects of social loafing in sequential redundant teams and suggest the appropriate means for the reduction of the social loafing effects and for the appropriate implementation of human redundancy in NDT. This question will be explored in the first empirical study.

The ratings of the single subtasks of different methods have shown slight differences between the methods in the risk priority. To be more specific, eddy current method can be singled out as a method to which, in comparison to other methods, rather low risk priority was assigned. In addition, the identification of defects—a task usually assigned the highest priority in other methods—was assigned a rather low risk priority. One of the explanations for this, according to the experts, was found in the fact that ET data evaluation is aided by automated software and, hence, identification has been made more reliable. Considering that high perceived reliability of the aid has shown to lead to the tendency that the aid is more trusted, and hence, its directives uncritically followed (e.g. Parasuraman & Riley, 1997), the following question was raised:

Q2: **What happens if an automated aid is highly trusted and it fails?**

With this question, the aim was to raise awareness of potential downfalls of inappropriate automation use and suggest methods to support appropriate use of automated decision aids in NDT. This issue will be explored in the second empirical study.
4. Empirical studies 2 & 3: Recruitment of the participants and the design of the experimental task

The two empirical studies that are going to be presented in the following chapters (Study 2: Application of human redundancy in the evaluation of NDT data; Study 3: Use of automated aids in the evaluation of NDT data) are the first studies conducted to explore difficulties encountered during the evaluation of data within the scope of a mechanised NDT inspection. Furthermore, the results of the studies are supposed to expand the understanding of the behaviour of NDT personnel in their actual working environment and, hence, be applicable to the NDT practice.

For that purpose, it would be optimal to conduct the studies with experienced NDT personnel carrying out their daily task. However, NDT methods that will be employed to inspect components used for the final disposal of spent nuclear fuel are under development, with only a handful of people familiarised with the methods and qualified to take part in our studies (2-3 experts per NDT method). Still, instead of observation, survey, or any other form of qualitative study, it was opted to carry out an experimental study to be able to profit from the advantages of the experimental control and establishing of the causal relations among variables. For that purpose, a larger sample population would be beneficial. Since recruiting NDT inspectors with actual field experience was limited for financial reasons, the acceptable alternative was found in recruiting NDT trainees, researchers, and NDT instructors (trainers) familiar with the methods of concern for the studies.

The evaluation of NDT data is a complex task, usually carried out by certified, experienced, and trained personnel with the aid of application-specific software. There is a large variety of available software for each NDT method, which each NDT service provider is free to choose from, or develop on its own. To use the actual software used in the spent nuclear fuel management would require extensive training and sufficient practice, before the participants would be able to carry out the task properly. Hence, the task needed to be simplified. For this purpose, the experimental task was designed using open–source software that does not require extensive practice, but still simulates the actual task well.

Due to the similarities in the applied method in the two empirical studies, the recruitment of the participants (section 4.1) and the design of the NDT data evaluation task (section 4.2) will be jointly presented in this chapter.
4.1. Recruitment of the participants

Altogether 154 participants took part in the two studies. They were sampled at research institutes, schools, and facilities for vocational training (Table 12).

Table 12: Institutes, schools, and training facilities from which the participants were sampled and the assignment of the participants to both empirical studies

<table>
<thead>
<tr>
<th>Institute/school/training facility</th>
<th>Qualification</th>
<th>Participant count (N)</th>
<th>Study 2</th>
<th>Study 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal Institute for Materials Research and Testing, BAM, Berlin</td>
<td>Researcher</td>
<td>12</td>
<td>NA</td>
<td>7.8%</td>
<td></td>
</tr>
<tr>
<td>German Society for Non-Destructive Testing, DGZfP, Berlin</td>
<td>Trainer</td>
<td>9</td>
<td>NA</td>
<td>5.8%</td>
<td></td>
</tr>
<tr>
<td>Lise-Meitner School of Science, Berlin</td>
<td>Trainee</td>
<td>6</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W. S. Werkstoff Service GmbH, Essen</td>
<td>Trainee</td>
<td>10</td>
<td>22</td>
<td>86.4%</td>
<td></td>
</tr>
<tr>
<td>Siemens AG – Siemens Processional Education, SPE, Berlin</td>
<td>Trainee</td>
<td>47</td>
<td>48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td>84</td>
<td>70</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

The participants were predominantly NDT trainees (86.4%). All of the participants possessed knowledge and experience in NDT, even though to a different extent. For example, the majority of the researchers possessed sufficient theoretical knowledge and laboratory experience but lacked practical experience. Most of the NDT trainees, on the other hand, had practical experience, but somewhat less theoretical knowledge. Basic understanding of NDT coupled with practical experience and training provided by the experimenting team was sufficient for the understanding and the completion of the task.

Even though the experimental task is concerned with the evaluation of data acquired with mechanised NDT methods, the participants were not experienced in this task. This is because data evaluation is not taught during the initial training of the NDT personnel, as it is highly dependent on the used software that varies between inspection providers.

4.2. Design of the data evaluation task

In the scope of the empirical work, two NDT methods were investigated: ultrasonic testing (UT) and eddy current testing (ET). Even though these methods differ in their physical capabilities—one method is acoustic, the other electromagnetic; one searches for defects in the volume and the other at or near the surface; etc.—the data evaluation task bares similarities when narrowed down to detection and sizing of found indications.

The main task in data evaluation is to search for discontinuities in the material, characterise them (determine their size and location, and sometimes the type), and report the findings. Once an indication (a collection of pixels with colour intensity that differs from the background) is found, i.e. detected, it has to be further analysed by determining its size and location (sometimes the type). This is done only for those indications, which equal or exceed a predetermined reporting threshold. This value is usually determined based on careful consideration of what constitutes a potential threat to the structural integrity of the material,
influenced by a number of factors, e.g. the expected mechanical loads, the expected corrosion, inspection intervals, and so on.

Which apparatus was used to simulate the task and how the task was designed to be carried out will be presented in the following.

4.2.1. Apparatus

4.2.1.1. Software

The solution to overcome the obstacle of the variety of available software and the fact that working with it requires extensive training and practical experience was found in the use of a public domain Java-based image processing program, i.e. ImageJ, version 1.43u (Rasband, 2010). ImageJ possesses a large number of necessary features for image processing necessary to carry out this simulation of the NDT evaluation task, such as the area and pixel value statistics, measuring distances, labelling of indications and so on. It offers a simplified evaluation, considering that the evaluation of data usually requires a more complex and multidimensional approach.

4.2.1.2. Images

For the purposes of creating a realistic task, images resulting from actual UT and ET inspections containing real defects in the components were used. Those images are characterised by a colour-coded representation of pixels with varied intensity, i.e. each individual pixel has a unique intensity value presented by a corresponding colour that reflects changes in the homogeneity of the material. Figure 15 shows an example of an image of the component lid, acquired by means of eddy current testing and an example of an indication distinguishable from the background by its colour.

![Figure 15: An example of an image of the canister lid (left) with an enlarged indication (right). Note: Marked in green are the indications resulting from screws used to lift and carry the lid (circles) and from the starting point of the measurement (rectangle), which the participants are taught to exclude from the evaluation.](image-url)

Note that the signals collected by means of e.g. ultrasonic testing can be presented to the evaluator in different ways. In the scenario adopted in this study, the so-called C-scan presentations, i.e. images of the results of UT showing a cross section of the test object
parallel to the scanning surface (Schmitz & Mißmann, 2009), were used. Other presentations include A-, B- and D-scans (see Glossary).

Real images of the components also bear difficulties for the evaluator due to varying signal-to-noise ratio\(^\text{10}\) (SNR): If low, it is hard to distinguish the signal from noise, which may lead to the signal not being detected; if high, the signal is clearly distinguishable from the background noise. Images with varying SNR were used in the study. The examples of (a) low and (b) high SNR in the case of UT are depicted in Figure 16.

![Image: UT C-scans with different signal-to-noise ratio (SNR)]

**Figure 16:** UT C-scans with different signal-to-noise ratio (SNR)

### 4.2.2. Procedure

#### 4.2.2.1. Detection

The search for indications is carried out visually by searching for pixels that are distinguishable from the background. In order to determine whether the indication equals or exceeds the registration threshold, and, hence, needs to be further analysed and reported, the intensity of the pixels needs to be measured. To do so, the participant is expected to zoom into the area, mark the area around the indication by setting the contour around it, and measure the intensity of the pixel values, either by pointing with a mouse over the single pixels, or by using the “measure” function of the software. If the maximum pixel intensity value exceeds the registration threshold, the participant is expected to continue with the sizing of that indication, and if not, continue searching for other indications. The reporting threshold in the first study

---

10 The signal, arising from some kind of discontinuity in the material (e.g. defect, edge of the material), is usually distinguishable from the background noise. The closer the signal is to the background noise, the harder it gets to detect it, which is why establishing the signal-to-noise ratio is an important step in the evaluation.
was set to the pixel intensity value\textsuperscript{11} of 100 for all images, and in the second study, it varied from image to image\textsuperscript{12}.

4.2.2.2. Sizing

Sizing of the indications is typically carried out by registering all those pixels that exceed a value of a predetermined \textit{sizing} or \textit{decision threshold}. Following this rationale, all the pixels with a value equal to or exceeding the decision threshold should be judged as belonging to the indication. This is achieved by setting a contour around the suspected size. An example of sizing can be seen in Figure 17.

![Figure 17: An example of indication sizing. Note: The figure on the left shows an indication with a marked size (yellow contour) and the figure on the right depicts detailed sizing based on the pixel intensity value. In this example, reporting threshold equals 135; the maximum intensity is 159; and the decision threshold is 106. This means that all those pixels, exceeding the value of 106 that are in the direct contact with the maximum intensity value are counted as belonging to the indication.]

According to the sizing criterion conveyed to the participants, only those pixels in the \textit{direct} contact (not diagonal) with the maximum intensity value should be judged as belonging to the indication. The employed sizing criterion is depicted in Figure 18.

4.2.2.3. Reporting

The position of the indication is automatically calculated after the participant draws a rectangle around the suspected area and measures it with the tool provided by ImageJ. Using the software function “measure” the maximum intensity, area, width, length, and the position coordinates of the marked indication are measured (Figure 19) and then copied into a reporting protocol (in this case, a spreadsheet document with exactly the same categories as the characteristics measured in ImageJ).

\textsuperscript{11} Usually called grey value.

\textsuperscript{12} The determination of the registration criterion can be based on a fixed value i.e. the size of the reference defect or on the signal to noise ratio. In the first study, the first criterion was used, and in the second, the second criterion. This difference is a result of different practices by the two companies, which provided the data for the studies.
The final step in the evaluation is to mark the indication (set a contour around its suspected size), label it, and save the image. This process is to be repeated until all images have been inspected, all found indications reported and appropriately saved.

Figure 18: The sizing criterion. Left: Determining pixels that belong to the indication. Right: Correctly marking the indication. Only those pixels in direct contact with the pixels—horizontal or perpendicular—are to be judged as belonging to the indication. Those in diagonal contact are not belonging to the indication.

Figure 19: Marking and measuring the size of the indication.

**LEGEND**

- **Label**: name of the image, e.g. UT03
- **Area**: the surface area of the contour
- **Min**: the minimum pixel intensity value within the contour
- **Max**: the maximum pixel intensity value within the contour
- **XM**: the position of the maximum pixel intensity value in x-direction
- **YM**: the position of the maximum pixel intensity value in y-direction
- **BX**: the position of the upper left corner of the contour in x-direction
- **BY**: the position of the upper left corner of the contour in y-direction
- **Width**: the width of the contour (in pixel)
- **Height**: the height of the contour (in pixel)
5. Empirical Study 2: Application of human redundancy in the evaluation of NDT data

As elaborated in the third chapter, implementation of human redundancy to the NDT evaluation task could have benefits in increasing the likelihood that the outcome of the NDT data evaluation provides with accurate information about the true state of the component. However, with every change, new risks lurk. One of those risks—the risk of social loafing in the evaluation of NDT data—could decrease the likelihood that the error recovery mechanism of human redundancy will function as expected, thereby increasing the risk of missed defects. Hence, it is important to address this issue before human redundancy can be successfully implemented in the NDT practice. This chapter will present the first study of human redundancy in NDT and discuss the implications of the results for the NDT practice.

In order to identify potential roots of the risk, this chapter will explain the main principles of human redundancy and the reasons because of which it could fail (section 5.1). In the following, the effects of social loafing and social compensation in working in groups will be described, including the myriad of variables that can moderate the effects (section 5.2). The final theoretical section (section 5.3) will focus on the application of human redundancy in non-destructive testing, with examples of problems of sequential redundancy, finishing with its application in NDT, and the aims of this study (section 5.4).

In the empirical part of this chapter, two studies conducted to identify potential problems arising from human redundancy will be presented (sections 5.5 - 5.6), followed by a joint concluding discussion (section 5.7).

5.1. Human redundancy

Wherever there is an “excess or superfluity of anything” (Landau, 1969, p. 346), we talk of redundancy. The so-called redundancy principle relies on an assumption that the greater the number of redundant components is, the greater the reliability of the system will be, given that the components involved in the redundant system are independent of each other (Felsenthal & Fuchs, 1976). In simple words, if one component or a system fails or stops operation, having independent redundant components or systems will keep the system running. Typically applied in high-reliability organizations, the redundancy principle is used to increase the
system’s overall reliability in monitoring the performance of technical processes (LaPorte & Cansolini, 1991).

Taught by experience with technical systems, the designers of complex systems (typically, high reliability organisations) decided to apply the principles of technical redundancy to organisational systems with similar aims, i.e. to increase reliability and as a human error recovery mechanism (Clarke, 2005; Swain & Guttmann, 1983). Assigning several individuals to solve the same problem or carry out the same task (fully or partially) avoiding, therewith, failures of single individuals, is the core principle of human redundancy.

Human redundancy comes in various ways and forms. The way it is implemented depends largely on the number of redundant operators and their inter-relations (e.g. operator–operator or operator–supervisor), on the extent of direct involvement in the task (active, or available on need), and on the degree of cognitive diversity among the redundant operators (Clarke, 2005).

Two redundant individuals is the simplest structure of human redundancy, followed by an operating team consisting of two or more operators and a supervisor; and an operating team and another individual, such as the shift technical advisor employed in civil nuclear power plants or an independent observer (Clarke, 2005).

Essentially, the task performed by two or more redundant individuals can be described as duplication (all performing the same function) or as an overlap (the task has some functional areas in common) (Landau, 1969; Lerner, 1986). Furthermore, Clarke (2005) distinguishes between active and standby redundancy. In active redundancy the individual fulfilling a redundant function is actively involved in the task (e.g. an operator fulfils a function, while another monitors the performance of that operator with respect to the required function). In standby redundancy, the redundant individual is called upon request to review past activities and contribute to future activities. In this case, the dependence between the team and the redundant individual is lower than in the active redundancy.

Human redundancy is also present when someone checks someone else’s work. In this way, redundancy is frequently applied as a measure of error recovery, i.e. a measure of error detection, indication (bringing to attention), explanation (e.g. localisation of the error), and correction (Clarke, 2005; Swain & Guttmann, 1983). This kind of redundancy is known as the sequential redundancy, in which one redundant element carries out the task, followed by another employed to control (or check) the work and thereby detect the potential errors. If a person makes an error that he does not detect, the error may remain undetected until the results of that error affect the system’s functioning in some way. If a second person checks the task performed by the first person, there is some probability that he will detect the error and correct it. If this happens, we can say that the recovery factor of human redundancy has happened.

The rules of technical redundancy are not always easily applied to people and its implementation is not always as straightforward as it might seem. For one, redundant individuals are not identical as redundant devices and the reliability of people is hard to estimate and difficult to improve (Felsenthal & Fuchs, 1976). More importantly, the main requirement for the redundancy to fulfil its purpose—that the individuals involved need to work parallel to and completely independent of each other (Clarke, 2005)—is not often achievable in human redundant systems. Unlike machines, individuals in redundant systems are aware of each other (Sagan, 2004) and, thus, independence between them is not necessarily a given. Hence, some kind of dependence between people must be assumed. The violation of independence opens doors to a number of social influences that can lead to a decline in
individual effort on group tasks, as opposed to working alone, and counteract the benefits expected from redundancy.

What are the reasons for that? According to Carroll (2004), “in human systems, independence rapidly breaks down because people take action based on their beliefs about what other people are doing” (p. 955). Beliefs, such as that other people are more competent, experienced, willing, or more apt to pick up the slack, can all influence individual motivation, and thus, behaviour in a task. Relying on adequacy of the other redundant system, may also lead to the diffusion of responsibility (Conte & Jacobs, 1997), which in turn can counteract the benefits of redundancy. These beliefs may have an even larger effect on performance in complex environments, in which the individuals are working on multiple simultaneous tasks and may be forced to choose on which tasks they should allocate their attention (Conte & Jacobs, 1997).

Schöbel & Manzey (2011) suggest that interpersonal dynamics in social redundant systems represent blind spots that can “easily outweigh any positive effects on system reliability and safety” (p.51). They talk of two motivational interdependencies between social systems not present between technical components that could cause individuals to conform to others, and consequently, human redundancy to fail. On the one hand, it might fail due to normative and informational social influences, i.e. conforming to the expectations of others because of the desire to obtain approval and avoid rejection (normative social influence) or because of a belief that the opinions and decisions of others can improve own decisions and judgements (informational social influence). On the other hand, it can fail due to the effects of social loafing, i.e. a reduction of effort in tasks when working collectively, as opposed to working alone (Latané et al., 1979).

5.2. Social loafing and social compensation

The problem of social loafing was first introduced by a German student Ringelmann in 1913. On a simple game of rope pulling, he showed a decrease in the group performance over individual performance depending on the group size. Assuming that individuals acted upon the rope at 100% of their ability, Ringelmann observed a performance decrease of 7% for dyads, 15% for triads, and up to 51% for groups of 8 people of their potential ability, as reported by Ingham, Levinger, Graves, & Peckham (1974). In an attempt to verify Ringelmann’s findings, the first scientific study carried out by Ingham et al. obtained a similar result (measuring the strain used to pull the rope using a strain gauge). They observed a drop in the individual performance for dyads and triads (with no difference for groups larger than 3), even when they only led participants believe they were working in groups of varying size, when in fact they were pulling the rope alone.

Since those initial discoveries, numerous studies provided evidence of social loafing in a variety of tasks, both physical (e.g. Harkins, Latané, & Williams, 1980; Latané et al., 1979) and cognitive (e.g. Harkins & Petty, 1982; Price, 1987; Williams & Karau, 1991). Furthermore, the social loafing effect has shown to be stable across genders and cultures (even though the effect is somewhat smaller for women and Eastern cultures), and it was found in optimising and maximising tasks, in real and imaginary presence of others, and in between and within-subjects designs (Karau & Williams, 1993).

Social loafing-like effects have also been discussed in the economics literature, concerned with individuals withholding effort in organisations. Referring to “commonly-experienced phenomenon of individuals or groups acquiring more than their fair share of the benefits of other people’s efforts” (p. 123),
Albanese & Van Fleet (1985) defined the term free-riding. According to their understanding, free riding is a phenomenon characterising rational individuals directed at achieving private goals. They will contribute to the public goals if it is in their self-interest, if they are more likely to receive something in return, and if their contribution will significantly influence the amount of public good to be shared. The free riding tendency increases with the group size. Even though frequently associated with laziness, irresponsibility, and selfishness, free riding is a natural tendency driven by a desire to receive benefits without having to sacrifice more resources than necessary.

Another similar term is that of social shirking, i.e. reduction of individual effort because of a belief that others will “take up the slack” (Sagan, 2004). Withholding effort due to social shirking can be assigned to mismatching interests of the individual and the organisation (Judge & Chandler, 1996) or to employee’s perception of “fairness” of the reward systems (Bennett, 2004). Awareness of other redundant individuals can decrease system reliability if it leads an individual to shirk off unpleasant duties or responsibilities because of an assumption that someone else will take care of the problem (Sagan, 2004). Job satisfaction and general life satisfaction seem to counteract shirking (Judge & Chandler, 1996).

However, participants will not necessarily loaf, free ride, or shirk off responsibilities when working in groups. Under some conditions, individuals will invest more effort in order to compensate for other members in the group, an effect known as social compensation (Williams & Karau, 1991). This effect is likely to occur if the group outcome is relevant and meaningful to the individual and if one expects the other group members to perform poorly (either due to the general lack of trust in others or due to direct knowledge of other’s insufficient abilities or efforts). The motivation for such behaviour could be a result of altruistic tendencies, i.e. a desire to protect others from poor evaluation; a need for self-validation through the validation of the group; or due to something to gain, nothing to lose-motivation. I.e. a poor group evaluation is expected to lead to poor external evaluation and can be blamed on the co-worker; but for good evaluation the individual can take credit for (Williams & Karau, 1991).

One of the most influential explanations for both social loafing and social compensation was provided by Karau & Williams (1993) in a unified framework dubbed Collective Effort Model (CEM). According to CEM, individual motivation in a group context depends on three factors: expectancy (extent of effort expected to lead to high levels of performance), instrumentality (the extent to which high-quality performance is instrumental to achieving the desired outcome) and valence (the extent to which the outcome is seen as desirable). Compared to individual motivation, where instrumentality is guided by a degree to which individual performance is instrumental for obtaining a desired outcome, the CEM suggests that working in a group setting requires additional contingencies between individual’s efforts and individual outcomes. Those contingencies relate to three perceived relationships, between: a) individual performance and group performance, (b) group performance and group outcomes, and (c) group outcomes and individual outcomes.

5.2.1. Social loafing and social compensation moderators

The motivation for extensive study of social loafing has been to identify ways to reduce or eliminate the effect. Since Latané et al. (1979) introduced the effect into social psychology, a myriad of moderating variables has been identified. For example, Williams, Harkins, & Latané (1981) discovered identifiability to be one of the most important moderators to the effect of social loafing. When individuals in the group are not identifiable, they tend to loaf. However, when they become identifiable, they tend to work as hard as when working alone. Some
understanding of how lack of identifiability affects social loafing can be simply derived from common-talk expressions, such as *lost-in-the-crowd* or *neither-credit-nor-blame*.

Identifiability might not be the only way to eliminate social loafing. The knowledge one’s contribution to the task could be evaluated and compared either to some subjective or objective standard, e.g. compared to the contributions of other group members, is a strong motivator not to loaf (e.g. Harkins, 1987; Szymanski & Harkins, 1987).

Expectation of co-worker’s performance has a strong influence on social loafing and social compensation. If the co-worker is expected to be unreliable, unwilling, expected to perform poorly, or unable to contribute to the outcome, individuals will compensate for him, given that the task is meaningful to them (e.g. Karau & Williams, 1993).

Next to increased identifiability, evaluation potential, and the expectation of co-worker’s poor performance, the following were identified as potential countermeasures to social loafing that could give rise to social compensation: strengthening of group cohesiveness, increasing the difficulty of the task, and thus, making it more challenging, having a unique contribution to the task (inducing a feeling that their unique skills and talents are required for the task to be completed successfully), increasing personal involvement in the task, thus making someone’s contribution meaningful, having a task that is meaningful, or increasing the responsibility for the task (e.g. Karau & Williams, 1993). The study of George (1992) suggested task visibility and intrinsic involvement as mediators to social loafing in the real-work settings.

Based on these findings, it can be concluded that social loafing and social compensation are well-investigated phenomena, especially in simple laboratory tasks. The next step in building up the knowledge requires the researchers to step out of the laboratory and into the field.

### 5.2.2. Studies of social loafing in real work contexts

There have been only a few studies including actual working teams in complex environments, especially in human-automation interaction. Note that these studies have been conducted on student populations but simulating actual industrial tasks.

For example, Skitka, Mosier, Burdick, & Rosenblatt (2000) examined whether in a flight simulation task two-member crews are less likely than single individuals to rely on faulty automation’s cues, or lack thereof. The results showed that the presence of another operator did not increase the chance of responding to faults that the automated aid did not indicate, nor did it decrease the likelihood of incorrectly following aid’s faulty directives. This showed that crews are not better than individuals in avoiding errors arising from human-automation interaction. Hence, assigning the same task to several individuals has not shown to be a good countermeasure against overreliance on automation.

Marold (2011) extended the study of Skitka et al. (2000) by further analysing performance losses in automation monitoring potentially caused by human redundancy. She postulated that redundant individuals would monitor an automated system less carefully than the non-redundant ones, in line with the social loafing theory, but that this effect should be reduced if the participants are informed about the limited performance abilities of the team partner, in line with the social compensation theory. As expected, participants exerted less effort when working in a redundant team as opposed to working alone. This was found for the Redundant (responsibility for the task is equally shared between the two team members), and the positively Informed-Redundant individuals (the same as Redundant, but the participant is told that the team partner is motivated to perform well on the task). The information about the team partner’s possible loafing (negatively Informed-Redundant) lead to the participants...
investing more effort in the task in order to compensate for the less adequately performing imaginary partner. Thereby, this study provided with further evidence of social loafing and compensation effects in a new domain, i.e. automation supervisory task.

Extending to Marold (2011) is the study of Manzey, Boehme, & Schöbel (2013), which furthermore explored the benefits and potential pitfalls of applying human redundancy in automation monitoring. In addition to Non-Redundant and Redundant conditions, they investigated whether logging individual monitoring performance and giving individual feedback would decrease the detrimental effects of social loafing on the automation monitoring performance in an imaginary team (Redundant-Feedback condition) and, hence, constitute a good measure to counteract social loafing effects. The results showed that, first, the redundant individuals reduced their monitoring behaviour, as opposed to non-redundant individuals. Second, this reduction raised the risk of missing a surprising automation failure. However, this effect was decreased when the participants expected their individual performance to be monitored and fed back to them indicating that assessing individual performance in a redundant team could lead to the reduction, if not elimination, of the social loafing effect. This effect could be explained through raising perceived accountability for own performance. The authors suggested that the explanations for the causes of these effects could be found in the Collective Effort Model (Karau & Williams, 1993), suggesting that the amount of effort is dependent on how instrumental individual effort is to the desired outcome, but that the result could also be a sign of social shirking of responsibility (Sagan, 2004).

These studies have shown that social loafing is not only restricted to simple laboratory tasks, but that it occurs in actual working groups. In addition, it appears that monitoring of automation will not necessarily profit from human redundancy, unless the redundant individuals are independent of each other, expect their contribution will be evaluated, and receive feedback on their performance.

The overwhelming majority of the social loafing/compensation studies and findings were carried out on an example of joint activity on a task, typically conducted in parallel, even though the presence of the other team member is in most of the cases imagined. A significantly less investigated field of study is that of the sequential redundancy, in which one individual carries out the task after another and checks his results.

Examples of sequential redundancy can frequently be found in the practice, and is also present in the field of non-destructive testing. Up to date, there have been no studies concerning human redundancy in NDT. Its application is usually proscribed in standards, codes and regulations, but the experience from the field reveals that human redundancy might not always be implemented as it should.

5.3. Human redundancy in non-destructive testing

5.3.1. Human redundancy in the NDT practice

Human redundancy is already applied in the NDT practice (primarily in the nuclear industry) as a tool for increasing reliability. Human redundancy, or the four-eyes principle—as it frequently referred to in NDT circles—relies on the belief that it is less likely for two (or more) inspectors to miss a potential discontinuity (Dickens & Bray, 1994).

That redundant NDT inspections need to be performed independently of each other has been in some countries proscribed by regulations. For example, German Safety Standards of the
Nuclear Safety Standards Commission (KTA), which regulate in-service inspections of the primary circuit components, e.g. the reactor pressure vessel components, state the following:

“Manual ultrasonic tests shall be independently performed and be evaluated by the plant owner and the authorized inspector” (KTA 3201.4, 2010 [Section 10, paragraph 3], p. 30).

In the practice, this means that an inspector commissioned by the nuclear plant owner and an inspector in service of the authority will conduct two separate inspections, without insight into each other's results. The results of both are then jointly discussed until a sufficient agreement between both parties is achieved (minor deviations are allowed). However, it is frequently the case that the two inspectors know each other (NDT community is rather small); and both are likely to be aware of the previous inspection's results (from the previous in-service inspections). In the case of mechanised inspection of primary circuit components, the data acquisition process is not be conducted redundantly, whereas data evaluation may or may not be conducted redundantly, even though there are no regulations proscribing its need. The stated reason for refraining from redundancy during data acquisition is to reduce inspectors' exposure to high radiation levels. Another reason refers to the fact that the equipment had been qualified in presence of the authority. Hence, no other quality control measure is required. The data evaluation, on the other hand, may be redundant if the authority—in charge of overseeing the inspection—assesses that there is a need for it. If a critical defect had been found, the data may be partially re-evaluated. In this case, the independence may not be guaranteed, because the authority will have insight into the results of the previous inspection and evaluation [D. Schombach (TÜV Nord), personal communication, March 18, 2015]. For components outside of the primary circuit, which present lower risk for safety, redundancy is not prescribed (KTA 3221.4, 2013).

Even though stated in the standard, the application of human redundancy varies from nuclear plant to plant, and it is not always ensured that the entire inspections will be conducted by two inspectors and neither that they will be independent [A. Erhard (Reactor Safety Commission, RSK), personal communication, May 11, 2015].

According to NDT practitioners and experts from fields other than nuclear, e.g. chemical industry, human redundancy is rarely carried out by having two inspectors inspecting the same area twice, i.e. in a form of duplication. Nor is it ever an overlap. Most frequently, if a defect had been found, the supervisor, or an inspector from the authority, will go on site and check the results. However, in most of the times, the supervisor only checks the reporting sheet [A. Hecht (retired, former BASF) & N. Weidl (Butting), personal communication, June 19, 2014].

Human redundancy is rare in the NDT practice in Sweden (a country of relevance for this study). There are no official requirements for redundancy in the nuclear industry, including both manual and mechanised NDT methods. Typically, one inspector will seek assistance of another if he requires an advice or if the consequences of a failure are considered large. The way redundancy takes place can range from looking at the results to conducting the entire inspection, if the suspicion for a failure exists [U. Ronneteg (SKB) & B. van den Bos (DEKRA), personal communication, February 25, 2015].

From the mentioned examples, it can be concluded that redundancy applied in the NDT practice can take various forms. However, independence may not be always assured and, most frequently, there will be some dependence between those carrying out the inspection. The independence, proscribed in the regulations (e.g. KTA), refers mainly to the independence between the inspectors in terms of objectivity and quality control – one
commissioned by the plant owner, and the other by the authority. The social influences and
the possibility of their effects on the performance are largely neglected.

Considering the prevalent use of sequential types of redundancy in the NDT practice, further
attention needs to be given to social influences in its implementation.

5.3.2. Social loafing in sequential redundancy

Conte & Jacobs (1997) examined the effect of social loafing in sequential redundant systems
in a transcript-checking task. They manipulated identifiability and the redundant systems
working alone vs. working in a redundant system, i.e. with a peer, faculty, computer, or
faculty and peer—who either preceded them or carried out the task after—and measured
whether under those balanced conditions, the participants would identify the 12 errors
implemented into the task. Thereby they measured the frequency of omission (not identifying
an error), commission (identifying an error that was not present) and categorisation errors
(identifying an error, but placing it in an incorrect category of the check-sheet they were asked
to control). Among other things, they hypothesised that those working alone would make
fewer errors than those part of a redundant team, and that redundant individuals will loaf less
if their contributions are identifiable and loaf more if they perceive to be working with a highly
reliable system (automation bias). All three assumptions were supported by the collected data.
One of the results shows that the participants committed more errors when they perceived to
be working with a reliable system, as opposed to working alone or working with a less reliable
redundant system. These results suggest that individual’s perception of the reliability of the
redundant system affects performance. However, not all redundant systems will have poor
performance. Conte & Jacobs (1997) suggest that performance can still benefit from
redundancy if the individuals in the redundant system are preceded by a low reliable
redundant system, in which case they will compensate for the lower reliable co-worker.

Even though this study was conducted in laboratory settings, with students and on a simple
task, it has shown that principles of social loafing and social compensation apply to sequential
redundant systems. Most importantly, it emphasises the importance of expectation of co-
worker’s performance as an important moderator of the loafing/compensation effects.

5.3.3. Expectation of co-worker’s performance in sequential
redundancy

In real working groups, the information about the other redundant element is not told, but
observed. Often, redundant team members are familiar with each other, know each other or
can at least estimate other’s experience and knowledge. That kind of familiarity can lead a
redundant individual to omit a check (failure of initiation) because of confidence in the
individual concerned, or—following successful initiation of human redundancy—can lead to a
‘perceptual set’ that results in a failure to detect an error (Clarke, 2005).

According to Swain & Guttmann (1983), checker’s familiarity with the operator, as well as his
knowledge of the other operator’s technical level are some of the most influencing factors on
human redundancy. Clarke (2005) elaborates that a checker might fail to perceive an error
because of a belief in the competence of a colleague. Inefficient or insufficient checking
behaviour could also happen due to excessive professional courtesy between individuals of
similar rank (Sasou & Reason, 1999) or due to high levels of interpersonal trust (Williams &
Swain & Guttmann (1983) and Clarke (2005) described the potential problems of dependence between the inspector and the checker in sequential redundant systems. If, for example, the checker believes that the first inspector’s work is reliable, he may assume that his performance will be correct. This assumption or expectation generally reduces the checker’s effectiveness, i.e. he might miss the inspector’s error because he does not expect it, even when the error is clearly visible. If, on the other hand, the person being checked is relatively inexperienced, or from a different department, the checker might take extra care because he doubts the quality of his performance. In addition, inspector’s knowledge that his or her work is subject to human redundancy may already influence the reliability with which an interaction is carried out (Clarke, 2005). Therefore, social factors may be important in both directions: in case of the redundant individual expecting his performance will be checked, as well as in case of the one checking.

In summary, the expectation of co-worker’s performance is an important moderator of performance in human redundant systems and can influence both members of a sequential redundant team.

5.4. Aim of the study

The aim of this study was to explore potential decrements in performance caused by human redundancy in NDT and to provide with suggestions how to implement it optimally.

Human redundancy in the inspection of the components used for the spent nuclear fuel management (application in focus of this study) may be applied sequentially in two ways: either as a standby redundancy or as randomly assigned quality checks, as suggested during the FMEA. In both cases, two distinct roles and different role-associated problems could be identified. The first inspector, from now on referred to as the redundant inspector, may be aware of another inspector coming over to check his work, hereafter referred to as the redundant checker. Both roles differ not only in the order in which the task is carried out, but also in the task itself. Whereas the inspector conducts his task as if he were working alone, i.e. his task is to detect and characterise indications from the data collected with an NDT method (identifying task); the checker frequently receives the analysed data and is required to control whether the data is correct (checking task). The dependence between the inspectors is especially high in the latter case, which can only be emphasised by knowing something about the inspector, whose work is being controlled, and, hence, the expectation about his performance.

Considering that only a few canisters are planned to be sealed and disposed of per year, the demand for inspecting personnel will be low, at least at the beginning of the disposal. The inspection personnel will be either permanently hired by the utilities or contracted among the existing fluctuating NDT personnel, as is common practice in the nuclear industry. In both cases, some to strong familiarity between the inspectors is to be expected.

Taking into account that under the stated conditions independence between the inspectors is violated (the redundant inspectors might be aware of each other, know each other, work together, make decisions together and have the knowledge of the redundant inspector’s results—all possibly leading to an expectation of his performance), it could be expected that the variety of factors that can moderate individual motivation could give rise to social loafing.

Both inspector roles—the inspector and the checker role—were examined in this study, conducted in two parts. First, the role of the redundant inspector was investigated by comparing non-redundant performance to the performance in an imaginary teamwork with
the redundant checker (Experiment 1). And in the second part, the role of the checker was studied by examining whether or not an information about the redundant inspector's superior experience will have a detrimental effect on the inspection performance in comparison to not having that information (Experiment 2).

5.5. Experiment 1: Role of the redundant inspector

The aim of the first experiment was to determine whether the knowledge one was a part of a redundant team could negatively affect the performance.

5.5.1. Hypothesis

In accordance with Clarke (2005), who suggested that the mere awareness that one’s work could be subject to human redundancy could have an effect on the reliability of the redundant system; and the empirical evidence that and the meta-study of Karau & Williams (1993), which suggested that social loafing occurs even in the imaginary presence of others, the following was postulated:

Hypothesis: Individuals—led to believe they are working in a team with another individual, who would carry out the task after him—will loaf, in comparison to those individuals, who were told they would be working alone.

5.5.2. Method

5.5.2.1. Participants

The sample consisted of 32 participants. Three participants were excluded because they did not complete the entire task. Therefore, the analysis was conducted on 29 participants (all male; average age: 26 (18-46) years). The sample consisted of 6 researchers and 23 NDT trainees.

5.5.2.2. Apparatus and tasks

The experimental task was a simulation of the NDT evaluation task carried out with a computer, i.e. the participants were instructed to look for indications above a given registration level, size them and report the findings (described in detail in the previous chapter). To do so, they were provided with twenty C-scan images of defect indications in the copper canister component acquired by means of phased array ultrasonic testing. They contained from none to a maximum of six indications per image, summing up to altogether 37 indications. During the task, carried out in ImageJ image-processing and analysis software (Rasband, 2010), the participants were aided by a short written NDT instruction containing all the relevant steps to be followed and by a list of shortcuts and key combinations to ease the work with an unfamiliar software. In addition, the participants received empty spreadsheets for reporting of the detected indications.

---

13 The number of the indications was determined by an inspector, who carried out the original inspection and data evaluation, and confirmed by an algorithm, programmed to detect all pixels exceeding the predetermined evaluation criterion.
5.5.2.3. Design of the experiment

To investigate whether holding the first position in a sequential redundant system would lead to social loafing, the same participants (within-subjects design) carried out the task twice: once being instructed that they are working alone (Non-Redundant Inspector, nRI) and once being instructed that they are working in a team with a partner with whom they cannot communicate and who will carry out the task after them (Redundant Inspector, RI). The experimental manipulation was achieved by means of a written instruction.

In order to exclude the effects of learning and other sources of unsystematic variation, the order in which the participants took part in the experimental conditions was balanced. In addition, the order of appearance of images for each participant and in each experimental condition was randomised.

5.5.2.4. Dependent variables

The performance measures included typical measures of quality of an NDT inspection performance, i.e. the rate of detected indications and the accuracy in sizing. The indication of social loafing was a lower detection rate (DR; frequency of detected indications divided by the number of all possible indications) and a lower correct sizing rate (CSR; frequency of accurately sized indications divided by the number of all detected indications).

5.5.2.5. Procedure

The experiment commenced with the presentation of the background of the project (context), and the study aim. The participants were told that the aim of the study was to determine the efficiency of teamwork, as opposed to working alone. Efficiency was to be defined through a) high quality of the evaluation results and b) lower amount of time needed to complete the task. The efficiency was to be calculated by combining the quality of the evaluation results (correct number of found indications and their accurate sizing) and time of the individual (non-redundant) or team (redundant) contributions. The purpose of the cover story was to simulate common demands in the practice (the demand for high reliability, productivity, and low cost), and to refrain the participants from thinking about the actual aims of the study. The purpose of presenting the context of the study, i.e. the application of NDT in the inspection of the canister components to be used for the final disposal of spent nuclear fuel, was to induce motivation for the task.

By assuring the participants that their results will be anonymous in both experimental conditions, the identifiability and evaluation potential were held constant. All participants received the same introduction into the study and the information about the context of the study, i.e. the spent nuclear fuel management project. Therewith, the task and the individual contribution to the study were aimed to be meaningful.

The introduction was followed by a half-an-hour training session, in which the participants were taught how to work with the chosen data evaluation software and how to complete the experimental task. During this time, they were given an opportunity to become familiarised with the software and to practice on up to eight UT images, as well as to ask questions. After it was ensured that the participants understood the task, they were asked to complete the questionnaire on their experience and then read the experimental instruction. After they were assured anonymity and asked to identify themselves with their own code throughout the experiment, they were asked to start the evaluation task.

The duration of the experiment was about 1.5 to 2 hours, depending on the speed of the participant. It was conducted in groups of up to 10 participants. At the end of the session the
data were collected from the computers and carefully stored, and the participants were thanked for their participation.

5.5.3. Results

The statistical analyses were conducted with IBM SPSS Statistics package, version 22.

5.5.3.1. Data preparation

From 37 indications to be found and characterised, three were especially difficult, due to a very low signal-to-noise ratio (when the noise is very high, signals become hardly distinguishable from the noise, resulting in a low signal-to-noise ratio, or SNR). Whereas the detection was possible, the sizing was difficult following the provided NDT instruction and it would require more experience and knowledge from the participants. Hence, these three indications were excluded from the analysis of the correct indication sizing ($n = 34$ indications).

Following the principle of winsorising\(^{14}\) (Field, 2013), the outliers were substituted with the last value that was not an outlier. The Kolmogorov-Smirnov test was used as an initial test for establishing whether the sample distribution approximates the normal distribution ($p > .05$). As a second step, the significance of skewness and kurtosis of the distributions was analysed by dividing them with their standard error (Field, 2013). This, in combination with the exceptions with respect to the robustness of parametric tests, i.e. $T$ test, against violations of normality\(^{15}\) (c.f. Bortz & Schuster, 2010) was used to assess whether parametric statistics can be used.

An overall alpha rate of $p = .05$ was used as a criterion for the null hypothesis significance testing, i.e. the minimum of $p < .05$ is implied when differences are referred to as statistically significant (other levels include $p < .01$ and $p < .001$, as typical in psychological research). All significant results are accompanied by the Cohen’s $d$ coefficient for effect size, with $d$ values of .20, .50, and .80 reflecting small, medium, and large effects, respectively (Cohen, 2013).

5.5.3.2. Performance measures

A Paired-samples $T$ test\(^{16}\) was used to examine the hypothesis whether the participants led to believe they are working in a redundant team would loaf, as opposed to those participants working alone. The results show no significant differences between the Non-Redundant and Redundant Inspector condition in detection and correct sizing rate.

With no difference in the performance between working alone or in a group the participants missed, in average, one critical indication and incorrectly sized five (nRI) to six (RI) indications, with no false alarms.

---

\(^{14}\) An alternative to winsorising would be to trim the data by deleting the outliers, or to transform of data (e.g. logarithmic or square root transformations). However, the transformation did not yield satisfactory results, and it was refrained from deleting values not to decrease the sample size.

\(^{15}\) $T$ test is robust against violations of normality under the following conditions: a) if the sample sizes are approximately the same, b) if the variances are approximately the same (in case of unequal sample sizes), and c) if the paired samples are positively correlated (Bortz & Schuster, 2010).

\(^{16}\) The Kolmogorov-Smirnov test indicated the difference between the scores of the paired samples for Correct Sizing Rate to be normally distributed. Detection Rate satisfied the requirements of the robustness of the $T$ test.
5.6. Experiment 2: Role of the redundant checker

The aim of second experiment was to investigate the behaviour of the redundant checker in a sequential redundant team and its dependence on receiving information about a redundant inspector’s superior experience.

5.6.1. Hypothesis

What distinguishes human redundancy from technical redundancy is the fact that humans are usually aware of each other. This awareness is the main reason why people are never completely independent of each other. One of the sources of that dependence, among others, is the expectation of co-worker’s performance, which has shown to be a strong moderator of the social loafing and social compensation effects (Karau & Williams, 1993). Expectation of co-worker’s performance can result from a variety of factors, i.e. among others, the knowledge of the other’s technical or experience level (Swain & Guttmann, 1983). A prevalent stereotype in NDT is the belief in the inspector’s experience: If he is well experienced, he must perform well, and can be relied upon. Combining this stereotype with findings on the expectation of the co-worker’s performance was the motivation to carry out this part of the study. Hence, the following was postulated:

**Hypothesis:** Individuals in charge of checking the results of another inspector will loaf more if they are led to believe that the inspector is highly experienced, than if they have no information about the inspector.

5.6.2. Method

5.6.2.1. Participants

Sixty-one participants took part in the experiment. Six were excluded from the analysis due to insufficient amount of collected data. Therefore, the final number of participants was 55 (5 female, 50 male; with average age of 26 (18-49) years). The sample consisted of 40 NDT trainees, nine trainers, and six researchers.

5.6.2.2. Apparatus and tasks

The experimental task in Experiment 2 was similar to the task in the previous experiment. The participants were given the same 20 UT images with 37 indications to be found and accurately sized using the ImageJ software, and were aided by the same tools (NDT instruction, list of shortcuts/key combinations). The major difference was that the participants were asked to control the results of another inspector. For that purpose, they were handed out reporting protocols allegedly filled out by their team partner. These contained the list of detected indications, with their location and determined size. In addition, the participants were provided images with the reported indications marked on them (see Figure 20). The task was to control whether all indications had been reported and their size accurately measured following the given NDT instruction.
In order to measure social loafing, 13 errors were implemented in the reporting sheets: i.e. three indications were missing, eight were inaccurately sized, and two were false alarms\textsuperscript{17}, providing opportunities for four omission and ten commission errors. Hence, the “team partner” detected about 92% of the indications, accurately sized about 78% of the indications, and committed two false alarms. These error types are representative of errors that can occur during data evaluation task.

To assess whether the manipulation—induced with a written experimental instruction—was successful, the participants were asked to assess their own and the performance of the team partner, and, in addition, their motivation for the task in a paper-pencil administered, so-called, Performance evaluation and motivation questionnaire. Specifically, they were asked about trust in the results of the team partner, about their ability to contribute to the overall result, the responsibility they felt for the final group outcome, whether they identified with the role, and finally, whether they thought the task was interesting and helpful for their future career (motivation questions). The altogether nine questions were rated on a 7-point Likert scale (e.g. from bad to excellent; not at all to definitely yes).

5.6.2.3. Design of the experiment

The main manipulation in this experiment was the information about the team partner, varied in two levels: whereas the Redundant Checkers (RC) were told they working with a team partner but given no extra information about him, the Informed Redundant Checkers (iRC) were

\textsuperscript{17} Note that according to the original design, nine errors were implemented into the task, i.e. three omission (misses) and six commission error opportunities (four sizing errors and two false alarms). However, in the post-hoc check of the reference data (i.e. the list of indications with their exact locations and size, provided by the industrial client, who carried out the inspection) with the aid of a computer algorithm (programmed to detect and size according to the detection and sizing criteria employed in the simulated NDT task used in this experiment), it was established that some of the results deviated from those provided by the algorithm. This resulted in a larger error rate than planned.
instructed that the first inspector is a person with a yearlong experience in ultrasonic testing. The participants (between-subjects design) were randomly assigned to one of the two groups. In accordance with the previous experiment practice, the order in which the participants received the images and reporting protocols was randomised for each single participant. Therewith, since the experiment was conducted in a group setting, communication between the participants would not reveal that the information given to them is in fact the same and not belonging to a different inspector. In addition, this practice reduces unsystematic variation.

5.6.2.4. Dependent variables

The performance measures, i.e. the dependent variables, included the agreement with the errors committed by the previous inspector, i.e. the commitment of omission (failing to detect an indication missed by the redundant inspector) and commission errors (agreeing with a false detection, i.e. false alarm, or a sizing error committed by the redundant inspector). Social loafing was operationally defined through a higher frequency of omission and commission errors in comparison to the other group. In addition, it was expected from those participants, who loafed, to have a lower detection rate (DR) and a lower correct sizing rate (CSR), indicating that less individual effort was invested into the task and, hence, that the inspection performance was suboptimal.

5.6.2.5. Procedure

The experiment was once again conducted in a group setting of up to 10 participants, and lasted about 1.5 to 2 hours. It started with an introduction about the background of the project (to increase motivation for the participation) and followed with the training in duration of about 30 min, during which participants were taught how to work with the evaluation software and how to complete task, as well as given opportunity to practice. The cover story was again that the goal was to determine the efficiency of teamwork, as opposed to working alone (a simulation of common demands in the NDT practice – high productivity, low cost). Efficiency was to be defined through a) high quality of the evaluation results and b) lower amount of time needed to complete the task. The efficiency of teamwork was then to be calculated by combining the results and the time of both team partners. In reality, time was of no relevance for the analysis of the results. Upon completion of the task, the participants filled out the Performance evaluation and motivation questionnaire and they were thanked for their participation.

In line with the previous experiment, the identifiability (all participant’s contributions were anonymous), the meaningfulness of the task, and of the relevance of the individual contribution to the study (by explaining the context of the study) were held constant.
5.6.3. Results

The statistical analysis was again carried out with IBM SPSS Statistics package, version 22.

5.6.3.1. Data preparation

As in the previous experiment, three indications were very difficult to size following the proscribed inspection procedure and were excluded post-hoc from the analysis. The same approach to outliers, normality of the distribution, significance levels, and effect sizes described in section 5.5.3.1 was applied to this experiment. The effect size for non-parametric tests was calculated using the following formula: \[ r = \frac{Z}{\sqrt{N}} \] (Rosenthal, 1991).

Frequency of omission and commission errors, and error rates, in general, are measured on a ratio scale. Since they represent error counts and, hence, take a form of finite numbers (e.g., 0, 1, 2, 3), they are defined as discrete. Even though not continuous in the true meaning of the term, discrete variables are frequently treated as continuous variables and analysed using parametric statistical methods (Bortz & Schuster, 2010; Field, 2013), which is the approach adopted in this analysis.

5.6.3.2. Performance evaluation

The first step in the analysis was to check whether the experimental manipulation was successful. That check was based on the performance evaluation and motivation questionnaire, consisting of nine questions related to the participant’s participation in the study. Figure 21 shows the answers on the particular items with respect to the experimental condition (Redundant Checker, RC: Informed Redundant Checker, iRC).

Just by observing the figure, it seems that the participants evaluated the team partner (Q1) worse in the iRC condition, even though the team partner is supposed to be highly experienced. In addition, the iRC participants rated to have been able to contribute to the overall result (Q7) slightly more than the RC participants. Of special interest, next to the evaluation of the team partner’s performance was the evaluation of own performance (Q2) and the evaluation of the team partner’s experience level (Q3), which do not differ between the experimental groups.

No statistically significant differences in the ratings between the redundant conditions (RC vs. iRC) on any of the items were found, as established by the Independent Samples Mann-Whitney U Test. However, further results show that, regardless of the experimental condition, the participants (within-subjects) evaluated their own performance (\( Mdn = 5 \)) as significantly better than that of the team partner (\( Mdn = 4 \)), as obtained with the Related Samples Wilcoxon Signed Ranks Test (\( Z = 3.69, p < .001, r = .54 \)).

Taking the first two questions into consideration, i.e. the evaluation of own and the team partner’s performance, it was possible to create one variable dubbed Performance Evaluation on three levels, depending which performance was assessed to be superior: Superior Self, Superior Team Partner, or No Superiority. Figure 22 shows the difference in the frequency of participants who evaluated their own performance as superior, less superior, or the same as that of the team partner, depending on the experimental condition.
Figure 21: The difference between the Redundant Checker (RC) and the Informed Redundant Checker (iRC) in the performance evaluation and motivation.

Figure 22: The difference between the Redundant Checker (RC) and the Informed Redundant Checker (iRC) conditions in the frequency of participants who evaluated their own performance (Superior Self) or that of the team partner as better (Superior Team Partner), or as equal (No Superiority).
It can be observed that only five participants declared the team partner to have been superior in the task, whereas the majority, especially in the iRC condition, evaluated their own performance as superior to that of the team partner. However, no statistical differences could be determined as the data did not fulfil the requirement for a Chi-square analysis (expected counts in several cells were lower than five [e.g. Field, 2013]).

It seems that—upon completing the task—the participants were not convinced in the team partner’s superior experience, probably due to a large number of errors allegedly committed by the previous redundant inspector (about 1/3 of the task was erroneous). This suggests that the information itself (conveyed by means of experimental instruction) was overridden by the actual performance of the team member, which was the same in both conditions. Hence, it can be concluded that the information did not have the expected effect on the belief in the redundant inspector and that the hypothesis, i.e. that the information about the team partner’s superior experience would lead to social loafing, was not confirmed.

The results presented in Figure 21 show that the task was judged equally interesting and relevant for the future of the participants, i.e. meaningful, by both experimental groups. Taking into account that the literature (e.g. Karau & Williams, 1993) suggests that—when the task is meaningful and the team partner’s performance is poor—it is more likely for individuals to exert more effort in order to compensate for the team partner, rather than to loaf; the potential effects of social compensation were explored.

5.6.3.3. Additional exploratory analysis: Social compensation effects

To examine whether the participants compensated for the poor performing predecessor, a series of one-sample T tests was conducted. Hence, the mean values of the sample were compared to the test values, i.e. performance of the alleged inspector. Note that the participants may have committed errors that extend beyond the implemented errors. The results of the One-Sample T tests are presented in Table 13, accompanied by a graphical representation of the mean differences in Figure 23.

Table 13: The results of the One-Sample T Test for the differences between the redundant inspector (RI) and the Redundant Checker (RC) in the sizing and detection performance

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>t</th>
<th>df</th>
<th>p</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection rate, DR</td>
<td>14.41</td>
<td>54</td>
<td>.000</td>
<td>3.92</td>
</tr>
<tr>
<td>Correct sizing rate, CSR</td>
<td>3.52</td>
<td>54</td>
<td>.001</td>
<td>.96</td>
</tr>
<tr>
<td>Frequency of misses</td>
<td>-5.06</td>
<td>54</td>
<td>.000</td>
<td>-1.38</td>
</tr>
<tr>
<td>Frequency of sizing errors</td>
<td>.00</td>
<td>54</td>
<td>1.000</td>
<td>.00</td>
</tr>
<tr>
<td>Frequency of false alarms</td>
<td>-24.08</td>
<td>54</td>
<td>.000</td>
<td>-6.55</td>
</tr>
</tbody>
</table>

Apart from the frequency of sizing errors, the participants significantly improved the results by displaying higher detection and correct sizing rate and by exhibiting a lower frequency of misses and false alarms.

18 Not all variables were normally distributed, i.e. Detection Rate was associated with a minor skew and misses, sizing errors, and false alarms were associated with a significant skew (p (skew/SE skew) < .001). A non-parametric One-Sample Wilcoxon Sign Test, used to control the effects, yielded the same significant effects, with the following effect sizes: r = .79 (DR), -.57 (miss), -.92 (false alarm). For comparison, the One-Sample T Test effect sizes were: r = .89 (DR), -.57 (miss), -.96 (false alarm).
5.7. Discussion

Examining the possible problems of sequential human redundancy and potential social loafing effects in the field of NDT was the first of its kind. Inspired by the literature stating that human redundancy might not be the best error recovery mechanism due to dependence between the team members and its potential resulting social loafing effects; this study aimed to demonstrate those effects in NDT and to highlight potential problems of human redundancy in the practice.

In spite of the expectations, this study was not entirely successful in demonstrating those effects. The results of the two carried out studies will be summarised and interpreted, followed by a critical reflection on the applied methodology, concluding with suggestions for the implementation of redundancy in NDT and suggestions for future research.

5.7.1. Summary and interpretation of the results

The two conducted studies were designed to explore social loafing effects in a sequential redundant evaluation of data collected with NDT. In such a redundant system, two distinct roles and role-associated tasks were examined: the role of the first inspector, whose task is to detect and characterise indications, and the role of the second inspector, the so-called checker, whose task is to control the results of the first inspector.

5.7.1.1. Experiment 1: Role of the redundant inspector

In the first experiment, it was postulated that the mere knowledge that one is working in a team and that one’s results could be checked by another would lead to social loafing, defined through lower detection rate and a lower sizing precision, in comparison to working alone. This hypothesis was not confirmed, as detection and correct sizing rate did not differ between the experimental conditions. This result is not in line with previous similar studies, in which participants led to believe they are working in parallel with another (imagined) team partner did exhibit signs of social loafing (Manzey et al., 2013; Marold, 2011).
In the context of NDT and the experimental setting of this study, the interaction of other factors, not investigated in the scope of this study, may have affected the obtained results. For example, the participants, i.e. NDT trainees, trainers, and researchers—with some experience in NDT, but no experience in data evaluation—may have found the task as an opportunity to learn, and therefore intrinsically meaningful. Meaningfulness of the task has shown to decrease social loafing and foster social compensation behaviour (Williams & Karau, 1991). This may have led to an equal exertion of effort in both conditions (non-redundant and redundant).

Furthermore, the participants may have expected their colleagues to be their team partners. Members of cohesive groups tend to invest an equal amount of effort across working conditions, collective or co-active, due to the so-called “high-effort” heuristic. Karau & Williams (1997) elaborate this by stating that motivation and effort are primarily driven by individualistic needs when working with strangers, whereas in cohesive groups, people are far less concerned with individual needs, but rather work hard because the group members are valued. Furthermore, the participants may have felt that their contributions will be evaluated by other members of the group. Evaluation potential and high group cohesiveness may further explain why participants did not decrease their effort in the task.

The Collective Effort Model by Karau & Williams (1993) suggests that individuals will invest effort on a task depending on the degree by which they expect their efforts will be instrumental in obtaining valued outcomes. Taking into account that the participants were presented with a highly safety-relevant context of the study (spent nuclear fuel management) it may be that the outcome was highly valued by the participants and that they felt their contribution was instrumental to the successful completion of the task.

In conclusion, supported by the interpretation of the obtained results, the mere awareness one is a part of redundancy will affect reliability, as suggested by Clarke (2005), may not necessarily lead to negative performance outcomes. A task that is meaningful, a valued outcome, potential by the evaluation of the group or strong group cohesiveness may have had an effect on the motivation in the task.

5.7.1.2. Experiment 2: Role of the redundant checker

In the second experiment, the role of the redundant checker was explored. It was postulated that knowing that the previous inspector is very experienced would lead to higher social loafing (measured in terms of agreement with the previous inspector’s errors) than when not knowing anything about his experience. This hypothesis was not confirmed. The evaluation of own and team partner’s performance revealed that the participants were not affected by the information about the team partner’s superior experience, as it seems to be overridden by his actual performance that was the same across conditions and relatively poor.

Since the participants experienced that their partner is not very reliable and were taking part in—to them—an interesting and relevant task, it was, thus, assumed that the participants might have compensated for the less reliable inspector, regardless of the experimental condition they were part of, in line with the social compensation theory. This post-hoc assumption was confirmed by comparing the results of the redundant inspector (in reality, data provided by the experimenters containing errors) to the average performance of all redundant checkers. Except in the frequency of sizing errors, the participants compensated for the less reliable team partner by exhibiting better performance in terms of detection, sizing, frequency of misses and false alarms.
The reasons for the occurrence of social compensation are not certain, as the potential moderating variables were not manipulated in the experiment. One potential reason for the compensation effect, as stated above, may have been that participants expressed relatively high interest in the task and its usefulness for their future work as inspectors. This, in combination with the context of the study, may have been a strong motivator to perform well and to compensate for the poorly performing team partner.

The participants were also a part of a cohesive group, participating in the experiment together with classmates or work colleagues. Whereas one group of participants was led to believe they are working with an NDT inspector with a yearlong experience, i.e. clearly not a member of the group, the other group may have assumed their colleagues would be the ones checking their results. In both cases, participants may have felt being evaluated as a group. In the social loafing studies, increased effort in individual tasks or in collective tasks is assigned to the potential that the individuals will be positively evaluated, i.e. people are motivated to work hard because of this potential evaluation. In addition, in case of low effort of the partner, the social compensation effect tends to be higher in cohesive groups (Williams & Karau, 1991).

Not only is the possibility of evaluation by an external source useful to eliminate social loafing, but also the potential for self-evaluation alone may be sufficient to eliminate it (Harkins & Szymanski, 1988; Szymanski & Harkins, 1987). The self-evaluation could have been made possible by comparing individual performance to the performance of the inspector, whose work one is checking. Considering the poor reliability of the inspector, invested effort would almost certainly result in a positive self-evaluation. This explanation is supported by the result that the majority of the participants did in fact evaluate their own performance as superior to that of the team partner.

5.7.2. Limitations of the studies

Potential problems encountered in the first experiment include primarily the fact that the same participants took part in both experimental conditions. Even though given different instructions, carrying out the task alone or as first in line of two redundant inspectors might not have made much difference in the motivation and the resulting effort; especially in a one-hour-long task. The participants may have approached the assignment in the same way. On the other hand, participants may have realised that the task they are carrying out is the same, in spite of the experimental instruction and the randomisation of the order of the images they were asked to evaluate.

In the second experiment, the participants were unaffected by the information about the previous inspector’s yearlong experience and instead of loafing, exhibited social compensation behaviour. The major reason for the experimental manipulation not succeeding in its purpose was probably the reliability of the redundant inspector, whose results were being checked. Had the reliability of the inspector been high, coupled with knowing of his superior experience, the participants may have shirked off some of the responsibility by not inspecting that diligently and, hence, may have failed in recovery of his errors (the initial, theory-based assumption). However, this was not revealed in this experiment and instead, the participants exhibited compensation effects. The primary criticism here relates to the design of the experiment. The initial amount of implemented errors, i.e. nine errors—, which, in hindsight, was high, to begin with—was actually higher due to a shortcoming in the design. In a post-hoc analysis of the given data, it was established that the amount of errors was higher than initially thought of (13 errors). Problems of this kind may be encountered in future studies involving data evaluation in NDT. The only way to know the exact number of defects in the
material and their actual size is to cut slices in the material, look at the defects and measure them. Considering that in reality this is not possible—since this would mean that the component would be destroyed—it has to be relied upon the inspector doing the evaluation to his best ability. Taking into account that the original data provided by the inspector who conducted the evaluation with the original software had to be reviewed for the evaluation with different software and different criteria employed in this experiment, some differences were not identified in time. This shortcoming highlights the importance of a full-scale pilot study, even at the expense of the sample size.

In the second experiment, no control group to which the performance results could be compared was provided. There is no possibility to check someone’s result and not be a part of some kind of a redundant team. Moreover, those working alone and those being the redundant checker differed in the type of the task they are doing (identifying vs. checking). Hence, the best measure for loafing or compensation effects was to take the given data with implemented errors as a baseline to which all other performances are compared to, or simply compare experimental groups, assuming that the difference between them would be sufficient to grant an effect.

Another noteworthy shortcoming of this study, in general, includes identifiability. In real work settings, all inspectors would be identifiable, by signing their name in the reporting sheet. However, they were, in this study, for practical reasons made unidentifiable. NDT practitioners taking part in performance evaluating studies tend to fear evaluation from their superiors and work differently than they would in the practice. In the study of Gaal et al. (2009), highly experienced NDT inspectors took hours to inspect an area they would otherwise inspect in a time significantly shorter than that. When asked about their behaviour, the inspectors stated fear from their performance being evaluated by their superiors and suffering potential consequences for that. After they were assured that their contributions are completely anonymous and will only be used for scientific purposes, the inspectors changed their behaviour and performed similarly as in the practice. Out of concern that identifiability would make the participants in this study act differently as they would in their daily job, it was opted to conduct the experiment anonymously.

Another factor that distinguishes this study from the NDT practice is the potential over-simplification of the NDT data evaluation task. Since it was not possible to train all the participants to work with a highly complex software and analyse data from—to the participants—unfamiliar components of unfamiliar geometries and properties, it was opted to design a simpler task with as many similarities to the actual task as possible. Still, this process might have over-simplified the task, which might not require too much effort to compensate.

In conclusion, based on the conducted studies, it was not possible to show decrements in the performance as a result of human redundancy, which contradicts existing literature on social loafing effects in human redundant systems. Whether in this specific task social loafing effects would occur when working with more reliable team partners demands further attention. Still, considering the body of literature showing dangers of insufficiently considered human redundancy, in the next section, their potential implications for the NDT practice will be discussed.

### 5.7.3. Implications of the studies for the NDT practice

Even though the conducted studies were not successful in demonstrating social loafing effects, other studies have provided evidence that if the differences between human and technical redundant systems, especially with respect to independency, are not taken into
account redundancy can fail. In this section, suggestions will be made with respect how to implement human redundancy in NDT optimally, supported by the findings from social loafing and compensation literature.

The first experiment showed that expecting someone else to conduct the same task afterwards led to the same amount of effort in the task as when working alone. Studies suggest that high levels of performance may be expected if redundant individuals are clearly identifiable (e.g. Williams et al., 1981) and expect to be evaluated by their succeeding counterpart (e.g. Harkins & Jackson, 1985), making these good strategies for tackling the potential loafing effects between dependent individuals.

The checkers are even more likely to be influenced by the dependence between them and the previous inspector, as they are frequently aware of their predecessor’s findings. This influence can be strengthened by the ability to assess the predecessor’s reliability and the familiarity between the inspectors, among others. Elaborate findings from social psychology suggest that if human redundancy is expected to succeed in error recovery, dependence between the redundant individuals must be decreased, if not eliminated. Since complete independence may be difficult to achieve in small inspection companies, other strategies could be used to decrease the dependence. For example, by ensuring that the inspectors neither posses any information about the other redundant inspector, nor have any knowledge of his inspection results, nor the decisions he had made. The inspector called upon after a critical defect had been found should also not be aware of that finding, as it may not only reduce dependence, but also affect his expectations about the criticality of the defect.

Furthermore, involving the inspectors in the decision making process after the inspection will counteract the tendency to loaf, since giving the inspectors more responsibility for the task and increasing the personal involvement have also shown to reduce or even eliminate social loafing (Brickner, Harkins, & Ostrom, 1986; George, 1992; Price, 1987). Providing with some kind of evaluation of the individual performance and feeding it back to the individuals has shown to raise personal accountability and eliminate loafing effects (Manzey et al., 2013).

The frequent NDT practice that involves supervisor overseeing the inspector conducting the task or controlling the reporting sheets, and calling it the four-eyes principle seems to be flawed, as effective human redundancy includes active involvement of both redundant elements (Swain & Guttmann, 1983).

Of note is the survey of Wheeler, Rankin, Spanner, Budalmente, & Taylor (1986), in which 66 percent of the inspectors stated that it was not likely that they would find indications not previously found by another inspector. This suggests that inspectors themselves are not convinced in the error recovery mechanism of human redundancy. However, this survey was conducted almost 30 years ago, which begs a question whether the improved NDT methods and training, reliable modern technology, and the increasing use of automated aids in the evaluation had led to a rise in certainty in their error recovery skills. However, dangers can lurk behind the feeling of certainty and safety and the theoretical background of this study provided with an abundance of evidence in favour of social loafing detrimental effects on individual motivation and effort on group tasks. Designers and planners of the NDT inspections should recognise them and make sure that the mentioned influenced factors are considered, if they decide to implement human redundancy.

Sagan (2004) concludes that organisational efforts to increase reliability and safety through redundancy can backfire in numerous and complex ways. However, the implication of this argument is not that redundancy never helps to improve reliability and safety, but rather that an organisation has to consider redundancy carefully.
5.7.4. Outlook

If the NDT field continues to use human redundancy, future studies may be needed to understand the possible pitfalls of its different forms of implementation. One of these forms includes redundancy applied to data acquisition, where redundant inspections may be carried out in a form of an overlap and with cognitive diversity.

Even though in-service inspections (routine inspections carried out at predetermined time intervals, e.g. every year) do not constitute as sequential human redundancy—as redundancy includes a time restraint (it should take place soon after the initial inspection; Clarke, 2005)—similar social factors may play a role in assuring effectiveness of the process. These inspections can include re-inspecting areas known to contain a yet-uncritical defect or areas expected to be free of defects. If the inspector receives information, or the signed report, indicating the existence or non-existence of the defect, this may in turn affect his behaviour in the task in a manner akin to human redundancy, i.e. through dependence between the two inspectors. This and other implications of in-service inspections merit further attention.

Considering the prevalence of redundant inspections conducted by the supervisors or inspectors in service of the authority, sometimes of higher qualification than the regular inspection personnel, it may be interesting to explore whether expectations of the redundant checker’s qualification and experience may affect performance of the first inspector positively or negatively.

Going even further into the field, than this study has done, and investigating the behaviour of highly experienced personnel in their natural environment would reveal even more about the extent of individual effort in human redundant teams and at the same time, win more attention from the planners and the designers of the NDT inspections.

Problems associated with sequential redundancy refer not only to the inspection tasks, but also to decision-making tasks. That the decisions of previous decision makers affect people in a way that they ignore their own opinion and conform to others has been illustrated by Solomon Asch’s studies on conformity (Asch, 1955). Deutsch & Gerard (1955) offered an explanation for that conformity by distinguishing social influence into normative and informational. Normative social influence can lead to conforming to the expectations of others because of the desire to obtain approval and avoid rejection; and informational because of a belief that the opinions and decisions of others can improve own decisions and judgements. Considering the prevalence of joint and sequential decision making in NDT, the effects of normative and informational social influences would be a logical further topic to explore.
6. Empirical Study 3: Use of automated aids in the evaluation of NDT data

Trust in automated decision aids, i.e. specifically, in the defect detection and sizing software used in the evaluation of data in NDT, was the second issue raised during the FMEA. For example, the eddy current testing method—for which such a software exists and is being further developed—was given a lower risk rating in comparison to other methods, based on the belief in its capability and reliability. Considering this prevalent belief in the superior reliability of automated systems in NDT (in general) and its contribution to a more reliable NDT, the following question was raised: what may happen if an automated system is held reliable—and as a consequence, highly trusted—and it fails?

The human-automation interaction literature suggests that automated aids are not always used as they should be and that an uncritical reliance on the aid’s cues may actually degrade performance. In NDT, an uncritical reliance on an aid that failed to identify a critical defect could lead to that defect being overlooked – an event that can endanger safety. Therefore, the focus of this study is on the automation-aided data evaluation and the potential downfalls associated with the inappropriate use of automated aids.

In the theoretical part of this chapter, the use of automated aids in NDT (section 6.1) and different kinds of automated aid’s inappropriate use and its influencing factors (section 6.2) will be addressed; concluding with the aims of the study (section 6.3). In the empirical part, the hypotheses (section 6.4) will be followed by the description of employed method, the design of the study (section 6.5), the results (section 6.6), and their discussion (section 6.7).

6.1. Automated aids in NDT

Non-destructive testing (NDT) has a reputation for being one of the slowest innovating sectors (Wassink, 2012). Still, over the last decades an increase in the use of automated and semi-automated systems for acquisition (e.g. Pitkänen et al., 2014; Rosado, Santos, Piedade, Ramos, & Vilaça, 2010) and—to a smaller extent—evaluation of data (e.g. Pitkänen, Lipponen, Lahdenpera, & Kiselmann, 2009) has been observed.

The reason for automating the defect detection and sizing processes is to overcome problems associated with manual evaluation: the time consumption, the associated costs, and the risk of human failure (Lingvall & Stepinski, 2000). Liao & Li (1998) consider manual evaluation “subjective, inconsistent, labor intensive and sometimes biased” (p. 183). Hence, engineers and NDT
experts consider it desirable and beneficial to develop computer-aided systems that can assist the inspector in the evaluation of data. Objectivity, consistency, and productivity are some of the expectations of such a system, provided that it is successfully developed (Liao & Li, 1998).

Automated defected detection and classification systems are designed by using algorithms that, first, search for suspicious regions and then proceed with a more precise identification and location of defects. Thereby, information on the shape, position and the intensity level of the defect pattern is used (Liao & Li, 1998). Experimental studies, carried out to determine accuracy of the proposed algorithms for methods such as radiography (RT), eddy current (ET) or ultrasonic testing (UT), showed satisfactory results. For example, for simple geometrical shapes (circular, sphere, or rectangular) of artificially manufactured defects, studies found a detection accuracy of 94% in UT, 98.5% in RT, and 99% in ET (Lingvall & Stepinski, 2000; Sambath, Nagaraj, & Selvakumar, 2010; Sun, Bai, Sun, & Zhou, 2005). The detection capability of more realistic complex defect geometries, i.e. artificially manufactured defects simulated to resemble real defects, was over 91% in RT (Liao & Li, 1998; Wang & Liao, 2002). However, real defects—formed during the manufacturing process or the component’s service—have even more complex geometries, which can lead to even lower detection rates (Santos & Perdigão, 2001).

The management of spent nuclear fuel is one of the NDT application fields, in which only the use of mechanised NDT is foreseen (Posiva Oy, 2015; SKB, 2013). For their purposes, efforts have been invested into the development of an automated detection and interpretation software to aid in the evaluation of eddy current testing (ET) data. The software is designed for data recording, visualisation, and analysis (Pitkänen et al., 2009). The purpose of the aid is to provide the inspector with a list of detected indications, their locations, and sizes (the algorithms concentrate on real defects that can occur in the canister welds). The role of the inspector is to control the results before reporting the findings.

The role of automated decision aids—as the term itself suggests—is to assist human operators in decision-making. They have two distinct functions: to alert (or make the user aware of a change in the situation, which might require action) and to recommend, or offer an advice on, a course of action (Parasuraman & Manzey, 2010). In other words, an aid is designed to provide decision cues, whereas a human user retains authority in decision-making.

Considering that no such system is flawless, it is reasonable to expect that, on occasion, automated aids may fail. This is also one of the reasons why in many domains automated systems and aids did not entirely replace people. Instead, people are still involved as a measure of error recovery and error correction.

Apart from possible technical failure, or an inability of an automated system to carry out specific tasks, human factors scientists have raised another concern: human-automation or human-computer interaction. According to them, automated aids are commonly designed by engineers without in-depth consideration of factors that can affect human decision-making (Mosier & Skitka, 1996). As a result, studies and practical experience have identified a variety of factors that can lead to negative, rather than positive consequences of the aids’ use. For example, they can be used inappropriately, incorrectly, or inefficiently, which is frequently the case due to the belief in the aids’ expertise and reliability (Mosier & Skitka, 1996). In the following sections, different types of inappropriate automation use and the factors contributing to that effect will be addressed.
6.2. Inappropriate automation use

In an ideal world, automated systems would be designed with the consideration of human operators, who would have the ability and the time to accurately assess their capabilities and use them accordingly. In reality, however, it has been observed that operators can disuse automation, i.e. underutilise it even though it is functioning correctly, or misuse it, i.e. uncritically rely on its correct functioning (Parasuraman & Riley, 1997).

6.2.1. Automation disuse

Typically, new technologies are not always accepted. Before one gains experience with the system, it is almost natural to distrust it. Too many false alarms will additionally lower the trust. The consequence of this kind of distrust in automation may be to underestimate the “true” reliability due to automation errors, to reject the capabilities of automation and, consequently, to underutilise it. This decision (and intention) is appropriate if it corresponds to the actual condition of the automated system. In case of highly reliable, but underutilised, automated systems and automated aids, we speak of disuse of automation (Parasuraman & Riley, 1997).

Evidence of automation disuse has been found, e.g. over a course of studies exploring the use of target detection aids for military purposes (Beck, Dzindolet, & Pierce, 2007; Dzindolet, Beck, & Pierce, 2000; Dzindolet, Peterson, Pomranky, Pierce, & Beck, 2003; Dzindolet, Pierce, Beck, & Dawe, 2002). These studies show a strong tendency of individuals—after experiencing automation failures—to rely on self and only then on the automated aid. Dzindolet et al. (2000), for example, reported that as many as 67-84% of the participants in their studies disused automation. A later study of Beck et al. (2007) corroborated that finding with disuse rates of 55-84%.

In light of obvious errors of the automated aid, especially when the risks are high, or when an automation error happens during easy tasks (Dzindolet et al., 2003; Madhavan, Wiegmann, & Lacson, 2004; Madhavan et al., 2006), people tend to disuse automation and choose to rely on their manual performance. In addition, when led to believe that their aid is near perfect, e.g. more reliable (positive framing), people are more likely to notice the obvious automated aid’s errors, and thus be less inclined to rely on the automated aid (Dzindolet et al., 2002). Disuse may also be related to the perceived cost of making a mistake if the automated aid is wrong (Ezer, Fisk, & Rogers, 2008). This is often the case in domains, in which a failure may lead to catastrophic consequences.

The issues related to automation disuse have frequently been associated with high financial cost, but also with several accidents that occurred because of the operators refusing to comply with alerting systems (Parasuraman & Riley, 1997).

6.2.2. Automation misuse

The most automated systems nowadays are highly reliable and almost never fail. It is, hence, not difficult to form trust toward them. However, the risk of high trust is associated with those rare situations when automated systems do fail. High trust in automation may result in uncritical reliance on the correct functioning of the system, without recognising its limitations. The so-called automation misuse (Parasuraman & Riley, 1997) is a result of over-trust in automation and takes effect when people inappropriately rely on automated systems that are less reliable than manual operation.
Automation misuse can be observed in a failure to monitor what the automation is doing, i.e. *automation-induced complacency* (Parasuraman, Molloy, & Singh, 1993); and in a failure to notice problems because the automated aid failed to indicate them (errors of omission), or in inappropriate following of an automated aid's directives (errors of commission)—both due to *automation bias*, a term related to working with automated aids (Mosier & Skitka, 1996).

### 6.2.2.1. Complacency

Complacency has been operationally defined as “poorer detection of system malfunctions under automation control compared with manual control” (Parasuraman & Manzey, 2010, p. 387). A typical example is a pilot who relies on the proper functioning of the autopilot so much that he neglects to check or monitor whether it is functioning properly. Complacency is, hence, visible in the verification behaviour of the users, and is observed in information under-sampling (Moray, 2003), i.e. insufficient monitoring and controlling of the automation's functions. This happens under the conditions of high workload and high reliability of automation (Parasuraman et al., 1993), and when attending to multiple tasks in too little time, especially when the user does not understand what the automation is doing (Manzey, 2012). Consequences of complacency include loss of situation awareness and an increased risk of missing automation failures (Bahner et al., 2008).

Whereas the term complacency typically applies to monitoring of complex automated systems, i.e. supervisory task, the term automation bias is related to automated aids.

### 6.2.2.2. Automation bias

The term *automation bias* was coined by Mosier & Skitka (1996), who defined it as a failure to notice problems of the automated aid because of “the tendency to use automated cues as a heuristic replacement for vigilant information seeking and processing” (p. 205). The underlying explanation for automation bias can be found in the tendency to use heuristics to decrease cognitive effort, i.e. because it is easier to delegate tasks to automation, people will do it when an automated aid is available (Mosier & Skitka, 1996). When accurate and used correctly, relying on automated aids is a very efficient cognitive strategy that will lead to an accurate and reliable performance of the system. Reliance on less than perfect aids, however, can lead to errors.

Errors can arise because delegating tasks to automation makes human decision makers less attentive and more likely to miss problems of the system (Mosier & Skitka, 1996).

Evidence of automation bias had been found in various domains, e.g. in aviation (Mosier, Skitka, Burdick, & Heers, 1996; Mosier, Skitka, Heers, & Burdick, 1998; Skitka et al., 1999), luggage screening (e.g. Madhavan et al., 2006), process control (e.g. Bahner, Hüper, & Manzey, 2008), military (e.g. Dzindolet, Pierce, Beck, Dawe, & Anderson, 2001), command and control (Cummings, 2004; Rovira, McGarry, & Parasuraman, 2007), and health care (e.g. Alberdi, Povyakalo, Strigini, & Ayton, 2004; Povyakalo, Alberdi, Strigini, & Ayton, 2013).

For example, Skitka, Mosier, & Burdick (1999) had their participants (non-pilots) carry out a flight simulation task with and without an automated decision aid designed to monitor system states and make decision recommendations. The obtained results revealed higher omission and commission error rates for those participants working with the aid, as opposed to those working without the aid. E.g., the participants in the automated condition had a significantly lower detection rate (59%) than the participants in the manual condition (97% accuracy). In addition, 65% of the participants committed a commission error, even in presence of disconfirming evidence. Further evidence of automation bias had also been provided by Manzey, Reichenbach, & Onnasch (2012, Exp. 2). In their study, up to a half of the
automation aid-assisted participants failed to detect an error committed by the aid, whereas only one person carrying out the task manually did so.

Potential downfalls of working with an automated aid was also observed in a field close to NDT: radiological evaluation of mammographic images (e.g. Alberdi et al., 2004; 2005; Povyakalo, Alberdi, Strigini, & Ayton, 2013). To that respect, Alberdi et al. (2004) investigated the impact of computer-aided detection (CAD) in aiding in detection of breast cancer from mammographic images. The CAD tool is designed to alert the human film reader to areas on the mammogram where abnormalities (indicators of cancer) may be present. The CAD can commit false negatives (i.e. misses) by failing to prompt about the cancer, or by placing the prompt away from the tissue that contains cancer, as well as false positives (i.e. false alarms). Experienced film evaluators were asked to evaluate a set of 60 mammograms, half of which contained a cancer. The participants worked either without CAD (unprompted condition), or were aided by the CAD (prompted condition) that correctly marked 10 (a), falsely placed 11 (b), and missed 9 cancers (c), and committed 12 false alarms (d). The comparison of the two studies (unprompted condition vs. prompted condition) showed a significant decrease in the detection of the incorrectly marked (b) and unmarked cancers (c) when working with CAD, as opposed to manual control. Hence, working with a faulty automated aid increased the frequency of omission errors—an effect that the authors assigned to automation bias (following the advice of an automated aid without checking) and complacent behaviour (paying less attention to the mammograms with no prompt).

Automation-induced complacency and automation bias have been widely investigated independently of each other—the former as decreased monitoring and verification behaviour in relation to automation supervisory tasks, and the latter as a decision bias in relation to automated decision aids. However, recent studies have shown that omission and some instances of commission errors can result from inadequate verification/monitoring of automation (e.g. Bahner, Hüper, & Manzey, 2008; Manzey et al., 2012). This supports the statement by Parasuraman and Manzey (2010) that both are “different manifestations of overlapping automation-induced phenomenon, with attention at the center” (p. 405) and, as such, may be investigated together.

The fact that working with an aid cad lead to a decrease in the monitoring of automation and an increase in errors inspired a myriad of research studies concerned with identifying factors contributing to inappropriate automation use. Those relevant to this study will be presented in the following section.

6.2.3. Factors affecting inappropriate automation use

Interaction with automated aids is highly influenced by trust in automation (e.g. Lee & Moray, 1992, 1994; Lee & See, 2004). In simple words, if an automated aid is deemed trustworthy, it is more likely it will be used even in situations in which the automated system does not merit it (Parasuraman & Riley, 1997).

Ideally, the level of trust should correspond to the true capabilities of the automated system, which Lee & See (2004) dubbed “appropriate trust”. However, people are usually not good in this task, since they often lack sufficient information to perform the task adequately. Hence, they rely on their subjective assessment of the system’s capability (e.g. reliability), which can result in overestimation or underestimation of its true capabilities (Lee & See, 2004; Rice & Keller, 2009). Over trust and distrust arise from a complex interaction between system characteristics, system users, and the situation in which a system is used (Manzey, 2012; Parasuraman & Manzey, 2010), which in turn can result in automation misuse and disuse, respectively. In the
following, some of the factors affecting trust and consequent automation reliance—i.e. the reliability of the aid, experience with the automated aid, and individual differences in reliance on automation—will be highlighted.

6.2.3.1. Reliability of the aid

There is a consensus between the researchers that the reliability of the automated system/aid is one of the most salient factors affecting trust in automation and its consequent misuse and disuse (Lee & Moray, 1992, 1994; Lee & See, 2004; Madhavan & Wiegmann, 2004; Parasuraman & Riley, 1997). For example, in their study of performance consequences of complacency, Parasuraman et al. (1993) observed that participants detected more automation failures when working with a low reliable system (even though not significantly). Oakley, Mouloua, and Hancock (2003) reported a decrease in the detection rate with increasing automation reliability (from 35% to 95% reliability), indicating insufficient monitoring behaviour. Another study confirmed that high static automation reliability increased automation-induced complacency (A. Singh, Tiwari, & Singh, 2009).

Similar effects have been observed in the use of automated aids. In the study by Metzger & Parasuraman (2005), working with a highly reliable automated aid reduced the likelihood of automation failures’ detection, whereas low reliable aid was disused. Dixon & Wickens (2006) observed poorer performance with low reliable aids in detecting false alarms in a system failure task and in detecting misses in concurrent tasks. In a subsequent study, they suggested that systems with reliability below 70% will not be trusted by the operators (Wickens & Dixon, 2007). Dzindolet et al. (2001), in contrast, observed misuse of the aid regardless of the reliability (60%, 75%, or 90%) suggesting that the participants are insensitive to the varying reliability of the aid.

6.2.3.2. Experience with the aid

Studies have shown that after experience with an automated aid that can err, people seek self-reliance rather than to rely on the aid (Dzindolet et al., 2002). Hence, trust in automation and a decision whether or not to rely on automation are not only dependent on the reliability of the aid, but also on the experience with the aid (Alberdi, Ayton, Povyakalo, & Strigini, 2005; Dzindolet et al., 2003, 2002; Manzey et al., 2012). Whereas positive experience will lead to increased trust in the aid, decreased verification behavior and, potentially, the errors in the task; negative experience will reduce trust and decrease complacent behavior (Lee & Moray, 1992, 1994).

Experience with the aid and consequent trust can be affected by whether the aid commits misses or false alarms (Cotte, Meyer, & Coughlin, 2001; Dixon, Wickens, & McCarley, 2007; Meyer, 2001, 2004), whether the aid’s failures are occasional or continuous (Parasuraman & Riley, 1997), and whether the aid commits errors on easy or difficult tasks (Dzindolet et al., 2003; Madhavan et al., 2004, 2006).

Whereas positive experience may result in reliance, experience of aid’s failure may have a different effect on the operators, i.e. they may chose to prefer manual performance and rely on themselves, rather than on the aid. If the trust in aid is higher than trust in self, people are likely to misuse automation. In contrast, if the trust in self is higher, the aid is likely to be disused (Lee & Moray, 1992, 1994).

The choice for reliance on self or the automation is not only situation-dependent, but is also susceptible to individual differences.
6.2.3.3. Individual differences in the aid’s use

Individual differences in interaction with automated aids did not receive as much attention as other previously mentioned factors, at least empirically. Still, many indicate individual differences as an unexplored factor that has shown to affect both complacency (I. L. Singh, Molloy, & Parasuraman, 1993) and automation bias (Skitka et al., 1999). This suggests that investing effort into investigating individual differences may provide additional insights into automation-induced phenomena.

Some researchers suggested that individual’s interaction with automated aids (and automated systems, in general) can be shaped by attitudes towards automation (e.g. Dzindolet et al., 2003; Manzey, 2012; Parasuraman & Riley, 1997), by trust in one’s own abilities and self-confidence (e.g. Lee & See, 2004; Riley, 1996), personality characteristics (I. L. Singh et al., 1993), responses to the environment, i.e. workload, fatigue, sleep loss, mood, etc. (e.g. Reichenbach et al., 2011; Röttger, Bali, & Manzey, 2009), and by risk behaviour, i.e. risk-taking vs. risk-averse (e.g. Madhavan & Wiegmann, 2004, 2005).

Some insight into the effects of individual risk-taking tendencies on interaction with aids was provided by Madhavan & Wiegmann (2005) in their study of cognitive anchoring. The results of the study showed that those with high risk taking tendencies are more likely to pre-diagnose aid’s failures and consequently disagree with the aid. The authors conclude that the choice of a utilization strategy in opaque systems may be influenced by biases to rely on own intuitive guesses about the system state or take risks. Apart from this study, risk-taking tendencies remain an unexplored topic in the field of inappropriate automation use.

In addition to research missing, as it may be the case in the study of individual differences, the studies of automation-related phenomena bear shortcomings with respect to external validity.

6.2.4. Shortcomings of the study of the inappropriate use of automated aids

One of the major shortcomings of study of inappropriate automation use refers to its external validity. The majority of the studies were conducted in laboratory-like settings with students as participants. Several notable exceptions to that rule include studies involving professional pilots in the aviation domain (Mosier et al., 1996, 1998), and radiologists in the study of computer-aided detection of cancers from mammograms in health care (e.g. Alberdi et al., 2004).

Apart from the necessary external validity of the investigated constructs, studies with professionals may reveal influences that are hard to identify with students, as professionals may have qualities that are not found in student samples. For example, Mosier et al. (1998) noted differences in examining the effects of accountability on performance with the aid between student samples and professional pilots: Whereas accountability had an effect on students, the same effect was not found in professional pilots. The authors assigned this effect to accountability being a personality trait in individuals choosing this profession. In addition, with increasing experience, the likelihood of detecting omission errors decreased in professional pilots—an effect, which was unexpected and could not be identified on student samples.

Even studies with actual users bear difficulties with respect to artificialities and simplifications of the experimental task. Even though all of the automation bias considerations by Alberdi and his colleagues were conducted with less to highly qualified radiologists (e.g. Alberdi et al., 2004; Alberdi, Povyakalo, et al., 2005), they addressed the difficulties in generalising the results
to the real-world practice due to important differences between their trial and the everyday practice. I.e. unrealistically high proportions of pathological cases are present in the experimental settings, but not in reality; whereas access to other information in addition to the decision aid and the ability to discuss the results in a group are present in the everyday practice and absent in an experimental setting (Alberdi, Povyakalo, et al., 2005).

Other scientists also suggested that in order to explore the generalizability of the present findings to real-world scenarios, future research should be conducted in realistic settings (Dzindolet, Pierce, et al., 2001; Madhavan & Wiegmann, 2005). In addition, Bahner (2008) suggested it may be interesting to explore automation bias effects in other domains (and different experimental environments) apart from aviation, which received the most attention.

6.3. Aims of the study

The aim of this study was to explore potential inappropriate use of automated aids in the NDT data evaluation. Thereby, the prevalent belief in the high reliability of automated systems in NDT and individual differences in risk taking, and their effects on the performance with the aid, were put in focus.

The motivation for this study arose after the FMEA showed that due to the belief in the high reliability of defect detection and characterisation aid, the NDT method using this aid, i.e. eddy current testing, is considered to be at lower risk for human failure (see Chapter 3, Figure 14). Whether this belief alone would be sufficient to cause overreliance on the aid, even in light of its failures, was investigated.

Interaction with the aid was observed in terms of omission and commission errors and the verification behaviour, in line with Parasuraman & Manzey's (2010) integrated model of complacency and automation bias.

6.4. Hypotheses

The assumptions in this study are based on the findings that people are likely to rely on reliable automated aids that may result in errors of omission and commission, as revealed by the body of automation bias research elaborated in the previous sections. Of special note is the study by Alberdi et al. (2004), which noted effects of automation misuse assigned to automation bias and complacency in a field very close to NDT, i.e. the field of medical radiology using computer-assisted detection of cancer lesions from mammographs. Hence, no control group was provided.

Building up on this assumption, the effects of belief in the aid’s reliability on the performance in an NDT data evaluation task were studied. Even though researchers (e.g. Riley, 1996) suggest that trust in automation is affected only by its actual reliability, there have been no studies examining whether a belief in the reliability of the aid may affect performance, even when it is not in accordance with the system’s actual reliability. Madhavan & Wiegmann (2005) provided some hints that this may be possible. Their study revealed that even under conditions of extreme system opacity, operators tend to diagnose the state of the aid, prior to its actual use. Their decision whether or not to agree with the aid has shown to be anchored to that “hunch”, irrespective of the actual reliability of the aid. They called this effect cognitive anchoring. Studies have also shown that people generally trust in automated systems and consider them more reliable than manual operation (“perfect automation schema”; Dzindolet,
Pierce, et al., 2001) or other people (Dzindolet et al., 2002; Madhavan & Wiegmann, 2004, 2007). Those positive attitudes may result a higher tendency to rely on the aid and comply with its suggestions, i.e. to automation bias and complacency effects. Hence, the following was hypothesised:

**Hypothesis 1:** The belief in the aid’s reliability will influence the perception of the performance of the aid and, thus, lead to differences in behaviour even towards equally reliable aids. Those being told that the aid is highly reliable— and evaluating the aid’s performance after the task as superior to own—will commit more omission and commission errors and verify the results less, than those led to believe that the aid is not highly reliable.

The second hypothesis relates to the relationship between complacency effects and agreement with the aid (typically a behavioural consequence of automation bias). E.g. Parasuraman & Manzey (2010) suggested that the decreased verification behaviour may be responsible for the occurrence of omission and commission errors. In line with this statement, the following hypothesis was made:

**Hypothesis 2:** Individuals, who committed more omission and commission errors, will have verified the results less frequently, than those with a lower frequency of errors will.

Guided by suggestions that risk prone behaviour may moderate automation use in a way that high risk taking is associated with higher disagreement with the aid (Madhavan & Wiegmann, 2005), the third hypothesis was made:

**Hypothesis 3:** Risk-seekers are less likely to agree with the automated aid, i.e. they will commit less omission and commission errors, than risk-averse participants will. In contrast, cautious participants are more likely to misuse the automated aid, than those less cautious.

Finally, NDT reliability is affected by the overall performance in the detection and sizing task. Whereas the detection directly affects reliability, inaccurate sizing can affect the criticality assigned to the indication and, correspondingly, to the defect in the material. Considering that omission and commission errors directly affect the overall performance in the task—in terms of its detection and sizing capability—it was assumed that the above-mentioned factors would also affect the overall performance. Hence, the fourth hypothesis is as follows:

**Hypothesis 4:** Those led to believe that the aid is highly reliable and those less likely to take risks will exhibit lower overall performance in the task.

### 6.5. Method

#### 6.5.1. Participants

Seventy NDT trainees (69 male, 1 female) with average age of 27 years (range 16-55) took part in the experiment. The participants were sampled at two different organisations in departments in charge of education of the material inspectors (this includes NDT and other methods of material testing). The participants were sufficiently experienced in NDT to understand the task and complete it after a provided training, with no previous experience in data evaluation.
### 6.5.2. Apparatus and tasks

Similar to the previous study, the eddy current (ET) data evaluation task was simulated using the ImageJ version 1.43u software. In the NDT practice, the automated aid—ET data evaluation software—typically provides the inspector with a list of detected and measured indications, with the task to control its correctness in detection capability and its accuracy in sizing and positioning of the indications. The inspector assumes responsibility for the task by signing off the report sheet.

In line with this task, the participants were asked to control the results produced by the automated aid, i.e. establish whether all the indications have been correctly found and their size accurately measured. They conducted this task at a computer. For that purpose, the participants received seven C-scan images of the component weld. These contained from none to a maximum of 15 indications per image, summing up to 36 indications representing real defects in the weld. In addition, the participants were presented with filled-out reporting protocols containing all detected indications, their measurements, and snapshots of the images with marked indications (Figure 24)—all allegedly compiled by the automated aid.

In reality, the protocols were prepared by the experimenter and they contained three types of errors: three misses, two sizing errors, and two false alarms—corresponding to typical errors that can occur during data evaluation in NDT.

During the task, the participants were guided with a short inspection procedure, i.e. NDT instruction (designed especially for this task), containing all the necessary steps to be followed in order to complete the task successfully, and a list of shortcuts and key combinations to ease the work with unfamiliar software.

The behaviour during the task was recorded using TechSmith software Camtasia Studio 7 © for Windows. This software allows capturing videos of actions on the computer screen. Thereby it was possible to record all mouse movements across the screen in order to quantify the participants’ verification behaviour.

![Figure 24: An example of a reporting protocol with a corresponding image with marked indications](image)

To measure the perception of the aid’s performance and risk propensity, two questionnaires were provided: the so-called Performance evaluation questionnaire, and the Risk Orientation Questionnaire, ROQ (Rohrmann, 2005). In the first, the participants were asked to rate their

---

19 The white collections of pixels not marked by the aid include geometrical indications from the screws used to transport the lid and the starting point for the evaluation. The participants are trained to exclude those from the evaluation.
own performance in the task and the performance of the aid on a 7-point Likert scale, varying from bad to excellent. The second, i.e. ROQ, is designed to identify general orientations towards risk taking. It measures two risk-taking qualities: Risk Propensity and Cautiousness, each with 6 items (e.g. “I’m quite cautious when I make plans and when I act on them” or “Even when I know my chances are limited I try my luck”). The participants are instructed to read each sentence and then rate to what extent that statement is true for him/her using a 7-point Likert scale (from no, not at all true for me to yes, very much so). The scores for the two scales are obtained by multiplying the mean value with 10, resulting in a range of scores between 10 and 70.

6.5.3. Design of the experiment

The main manipulation in this experiment was the reliability of the automated aid, varied in two levels, i.e. high reliability (HR) and low reliability (LR). The manipulation was achieved through a written experimental instruction handed out to the participants at the beginning of the task. The instruction was used to describe shortly the task and to provide with information about the reliability of the aid. Thus, they comprised of the same information, with the exception of the information about the reliability of the aid. In the high reliability condition (HR), the participants were presented with the following information [originally in German]:

“In our previous experience, it was shown that the results of this automated evaluation are almost always correct. Nevertheless, these results need to be controlled by an inspector.”

and in low reliability condition (LR), with the following information:

“In our previous experience, it was shown that the results of this automated evaluation are not always correct. Your task is, hence, to control the results.”

Different participants were randomly assigned to the experimental groups (N = 35 per experimental group; between-subjects design). The order of the images and the reporting protocols was randomised for each participant to prevent participants’ communication during the experiment, to exclude learning effects, and to avoid all other sources of systematic variation.

Based on the ROQ questionnaire, that measures risk behaviour on two scales, i.e. risk propensity (ROQ-P) and cautiousness (ROQ-C), the participants were divided into those high and low in the propensity to take risk and high and low in cautiousness.

Post-hoc, the participants were divided into those low and high on agreement with the errors of the aid, based on the frequency of committed omission and commission errors. Those that committed none or one omission error were assigned to the low agreement group, and those with two or three errors into the high agreement group. The same procedure was applied to commission errors, i.e. those that committed none or one error were assigned to the low agreement, and those with two or more into the high agreement group.

6.5.4. Dependent variables

The perception of the reliability of the aid was measured through the performance evaluation, i.e. responses on the ratings of own and aid’s performance (range 1 to 7, with seven reflecting high performance evaluation). If the aid’s performance is rated higher than own performance, then the participants perceived the aid as more reliable.

\[20\] “Almost always correct” was used instead of “always correct”, as technicians and engineers in NDT are said not to believe that an automated system can be perfectly reliable.
The performance was measured through the agreement with the errors of the aid, i.e. the commitment of omission and commission errors. In this experiment, there was an opportunity to commit three omission and four commission errors by agreeing with the aid that made three misses (omissions), two sizing errors, and two false alarms (commissions).

The verification behaviour was related to the steps in the procedure that needed to be followed in order to complete the task: opening the image, zooming, and sizing of the indications. Those tasks and the possible events, including the ranges of the values are presented in Table 14. The higher value on all procedure tasks indicates higher verification behaviour. Reversely, lower value indicates lower verification behaviour and hence, indicates signs of complacency.

Table 14: Procedure tasks and possible events in the verification behaviour

<table>
<thead>
<tr>
<th>Name</th>
<th>Procedure task</th>
<th>Possible events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opening</td>
<td>Opening the image</td>
<td>Values ranged from 0 (no image was opened) to 7 (all images were open)</td>
</tr>
<tr>
<td>Zooming</td>
<td>Zooming in the area around the indication</td>
<td>Values ranged from 0 (no area was zoomed in) to 38 (all 36 indications and 2 false alarms were zoomed in)</td>
</tr>
<tr>
<td>Sizing</td>
<td>Sizing of the indication (the participant controlled the pixel intensity values, and/or set the contour around the suspected size of the indication, and/or measured the obtained values within the contour)</td>
<td>Values ranged from 0 (no indication was sized) to 38 (all 36 indications and 2 false alarms were sized)</td>
</tr>
</tbody>
</table>

And finally, the complete performance in the task was observed, in terms of detection rate, defined as the frequency of detected indications divided by the number of all possible indications (DR), and the correct sizing rate, i.e. the frequency of accurately sized indications divided by the number of all detected indications (CSR). The values range from zero (no indication had been detected/correctly sized) to one (all indications had been detected/correctly sized).

6.5.5. Procedure

The experiment was carried out over the course of six days at the two training facilities where the participants were sampled. Up to ten participants worked simultaneously on ten provided computers and were all assigned to the same experimental condition. When possible, the order of the experimental conditions over the course of the day (morning vs. afternoon session) was varied to avoid the effects of time of the day.

Upon the entrance to the room, the participants were seated to their working stations and presented with a short summary of the project—the use of NDT in the final disposal of the spent nuclear fuel—aimed to raise motivation for the task and raise relevance of individual contribution. They were told that the aim of the study is to investigate the efficiency of automated software, defined through a) the quality of the results and b) the time needed to complete the task. In the following 30 minutes, the participants were trained how to use the evaluation software and how to complete the experimental task. Thereby, they were given an opportunity to practice evaluation and reporting on up to five example indications.

After assuring that the participants were comfortable with the task, they were handed out the experimental instruction (containing the description of the task, the experimental manipulation, and the assurance of anonymity) and asked to start with the task. After each
participant had completed the task, they were asked to rate their own and the performance of the aid, to complete the ROQ, and were thanked for their participation.

6.6. Results

All the statistical analyses presented in this chapter were conducted with IBM SPSS Statistics package, version 22.

6.6.1. Data preparation

The data were examined to establish whether there are any outliers, whether the used instruments are sufficiently reliable, and whether the distributions of the dependent variables satisfy the conditions for parametric statistics.

Two participants were excluded because their correct sizing rate was about 2%, i.e. the indication size of almost all indications was changed and hence, incorrect. It was thus assumed that they did not understand the task, or did not carry it out according to the trained instructions and the evaluation procedure. The final sample size counts 68 participants, with 34 per experimental condition.

The reliability analysis of the ROQ subscales showed insufficient internal consistency of the two subscales (Cronbach's alpha for both Risk Propensity and for Cautiousness, \( \alpha = .38 \)). With removal of one item on the Risk Propensity and two items on the Cautiousness subscale, satisfactory reliability of \( \alpha = .63 \) (Risk Propensity) and \( \alpha = .61 \) (Cautiousness) with acceptable correlations (above .30 according to Field, 2013) of single items with the overall score was obtained. Similar reliability was also obtained by Hatfield & Fernandes (2009).

Even though the values on both ROQ scales can range from a minimum of 10 to a maximum of 70, the values on the Cautiousness scale reached a maximum of 28 indicating a rather low cautiousness. Dichotomising this variable into those less or more cautious would have no sound basis. Hence, it was excluded from further analysis. In contrast, the values on the Risk Propensity scale range from 20 to 68 and were divided into low and high based on the median-split method, with the cutting point at 48 (\( Mdn \)) assigned to the high risk propensity.

The verification behaviour was recorded for 45 participants. One participant's recording was incomplete, which is why only 44 recordings were used in the analyses (22 per experimental condition). The variable “Opening” was excluded from the analyses because all participants opened all images.

Adopting the same approach as in the previous study (see sections 5.5.3.1 and 5.6.3.1), discrete variables (i.e. omission, commission errors and error rates) were treated as continuous, as common in psychological research (Bortz & Schuster, 2010; Field, 2013). Outliers were treated using a procedure called winsorising (Field, 2013). If the distributions of the dependent variables were not normal, but complied with the requirements (i.e. sample size, variance) that still enable parametric tests to be robust against violations of normality (Bortz & Schuster, 2010), parametric statistical procedures were used. A minimum of \( p < .05 \) is implied when differences are referred to as statistically significant. All significant results are accompanied by the Cohen’s \( d \) coefficient for effect size, with \( d \) values of .20, .50, and .80 reflecting small, medium, and large effects, respectively (Cohen, 2013).
6.6.2. Performance evaluation

To examine the first hypothesis and determine whether the information about the reliability of the aid would affect perception—and consequent evaluation—of the performance of the aid after working with it, the answers to the ratings of own and aid’s performance were analysed. Figure 25 shows the average ratings of own and aid’s performance with respect to the experimental condition (N=62; higher mean value indicates higher performance rating).

Figure 25: The evaluation of own and the aid’s performance with respect to the reliability of the aid

No statistically significant difference in the ratings was found between the conditions (Independent samples T test), or within participants (Paired samples T test) in the evaluation of own and aid’s performance. In other words, the evaluations of own performance and the performance of the aid were independent of the given information about the reliability of the aid.

By combining the two performance evaluation questions into one variable, i.e. a variable Performance Evaluation, the participants were divided into three groups depending on how they evaluated their own performance and that of the aid: No Superiority, Superior Self, and Superior Aid. Figure 26 shows the distribution of the participants in the three groups, depending on the experimental condition (Reliability of the Aid).

It may be observed that somewhat more participants in the HR condition (19.4%) evaluated the aid as superior, than in the LR condition (11.3%). The evaluation of own performance (Superior Self) is almost equal across the conditions, whereas somewhat more participants rated both performances as equal in the HR condition. However, the Chi-Square test (N = 62) revealed no association between different levels of performance evaluation and the reliability of the aid. Moreover, those that evaluated the aid as superior did not commit more omission and commission errors than those who evaluated their own performance as superior, or those that rated both performances equally, as hypothesised (One-way ANOVA).

Based on these results, it is reasonable to conclude that the information about the reliability of the aid will have no further effects on performance in the task. Hence, the effects of Reliability of the Aid on the performance measures were not further explored.
6.6.3. Descriptive data: Agreement with the aid

Descriptive look on the data reveals that almost half of the implemented errors remained undetected and uncorrected by the participants. From the seven errors committed by the aid, the participants in average agreed with almost two misses (out of three; \(M = 1.75, SD = 1.07\)), one sizing error (out of two; \(M = .97, SD = .83\)), and one false alarm (out of two; \(M = 1.07, SD = .85\)), committing therewith both errors of omission and commission. All participants agreed with at least one error of the aid.

6.6.4. Verification behaviour

The verification behaviour was measured by recording the participants’ zooming and sizing behaviour. It was recorded that 56.7% of the participants zoomed and 38.6% sized all 36 indications. Hence, a large portion of the participants were found to be complacent, at least to some extent, as they did not verify all the necessary information in line with the instruction and the inspection procedure.

A Pearson correlation coefficient shows a strong positive correlation between zooming and sizing \((r = .73, p < .001)\), i.e. frequent zooming is strongly associated with frequent sizing behaviour.

Examining the relationship between agreement with the aid and verification behaviour (second hypothesis), the Independent Samples \(T\) test indicated a statistically significant difference between those high and low in agreement with misses (omission errors) in both zooming \((t(42) = 5.04, p < .001, d = 1.56)\) and sizing \((t(42) = 2.14, p < .05, d = .66)\). Those that committed more than one omission error (high agreement, \(N = 17\)) verified the indications less frequently than those that committed none or only one omission error (low agreement, \(N = 27\)).

Zooming behaviour was also different between those high and low in agreement with sizing errors and false alarms (commission errors), \(t(42) = 2.06, p < .05, d = .63\). Those participants
with more than one commission error (high agreement, \(N = 24\)) zoomed in on the indications less frequently than those with only one commission error (low agreement, \(N = 20\)). The average differences in both zooming and sizing between low and high agreement are depicted in Figure 27.

6.6.5. Individual differences in risk propensity

To examine the third hypothesis and determine whether there was a difference between high and low risk propensity in the frequency of omission and commission errors, an Independent samples \(T\) test was conducted. This procedure revealed no significant difference between levels of risk propensity on omission errors. There was, however, a difference in commission errors (\(t(63) = 2.45, p < .05, d = .62\)). Low risk propensity was associated with a higher rate of commission errors (\(M = 2.41, SD = 1.31, N = 27\)), than high risk propensity (\(M = 1.66, SD = 1.15, N = 38\)).

6.6.6. Overall performance in the defect detection and sizing task

Apart from agreeing with the aid, the participants committed errors that extend beyond the implemented errors. In average, the identified 95\% (\(M = .95, SD = .03\)) and correctly sized 87\% of the given indications (\(M = .87, SD = .09\)). Thereby they averagely missed two indications (\(M = 2.06, SD = 1.50\)), incorrectly sized almost five indications (\(M = 4.82, SD = 3.93\)), and committed one to two false alarms (\(M = 1.47, SD = 2.07\)). In total, only eight participants (out of 68) detected all the indications and four sized all the indications accurately.

To determine whether those less likely to take risks exhibited lower performance in the task (fourth hypothesis), an Independent samples \(T\) test was carried out. No statistically significant differences in the average detection and sizing performance between the levels of Risk Propensity were found.

By comparing the extent of the agreement with the aid (section 6.6.3) with the overall error rates, it appears that the participants not only agreed with some implemented errors, but also committed errors on indications that were correctly detected and sized by the aid. This
suggests that the aid may have been disused, even when its cues were accurate. To explore this assumption, additional exploratory analyses were conducted.

6.6.7. Additional exploratory analyses

Four analyses were carried out to clarify the obtained results in this experiment. First, the assumption about automated aid’s disuse was addressed by examining the performance in working with the “correct” automated aid. Second, the order of occurrence of the automated aid’s failures was examined to understand why the experimental manipulation might not have been successful. Third, it was explored whether the participants performed differently depending on their experience with the aid, reflected in the post-hoc evaluation of the aid’s and own performance evaluations. Finally, the overall performance of the participants in the task was compared to the performance of the aid to ascertain the quality of the performance together with the aid.

6.6.7.1. Performance with the correct automated aid

Next to the seven implemented errors, the automated aid presented with accurate detection and sizing performance for 31 indications (“correct automated aid”). Expectedly, participants should have agreed with the correct results. In that case, the detection and sizing performance should be 100% accurate. However, this was not the case in this study. Figure 28 shows the percentages of the participants that made the correct (agreed with the correct aid) or incorrect decisions (disagreed with the correct aid) on the correct data.

It appears that the participants altered the correct data, especially in terms of indication size. To examine whether the detection and correct sizing rate are significantly smaller than one (the expected result on the correct data), the mean of the participant sample was compared with the expected value (= 1) of the correct data set using a One-sample $T$ test.

The distributions of the errors on the correct data were strongly positively skewed with large kurtosis, as the majority of the participants had a detection rate of 1 (equals 100% detection). These conditions do not satisfy the criteria for the use of a parametric test. However, since the non-parametric alternative reveals the same effects with difficulty in interpretation (a median of the group is found to be significantly different from the same value with which it is compared), a parametric alternative was chosen with restrictions with respect to the significance level. Hence, only those effects with $p < .001$ were held significant.
The results indicate a significant change of the correct data with respect to detection ($t(67) = -2.62, p < .05, d = -0.64$) and sizing rate ($t(67) = -7.27, p < .001, d = 0.66$). The participants reduced the detection rate ($M_p = .99, SD = .03$) and the correct sizing rate ($M_p = .89, SD = .12$). Following the afore-mentioned restrictions, only the latter effect is considered significant.

To examine further the nature of aid’s disuse, the next question explored was whether there was an association between errors committed on the correct data and the agreement rates in terms of participant and error frequency.

Table 15 shows frequencies of the participants ($N$), who agreed with the aid in relation to the errors committed on the correct data. Note that since all the participants agreed with at least one implemented error, the frequencies for low (1) and high (2-7) agreement are presented.

Table 15: Association between the agreement with the aid and errors on the correct data

<table>
<thead>
<tr>
<th>Agreement with the aid</th>
<th>Frequency of errors on the correct data (yes vs. no)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>no error (0)</td>
</tr>
<tr>
<td>low agreement (1)</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>% of Total</td>
<td>0.0%</td>
</tr>
<tr>
<td>high agreement (2-7)</td>
<td></td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>% of Total</td>
<td>23.5%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>% of Total</td>
<td>23.5%</td>
</tr>
</tbody>
</table>

It was not possible to conduct a 2 (low vs. high agreement with the aid) x 2 (no error vs. error on the correct data) Chi-square test, since the expected frequencies for one cell are less than five (a restriction for using a Chi-square test). However, it may be observed that 23.5% of the participants, who agreed highly with the aid, committed no errors on the correct data, suggesting high reliance on the aid, i.e. misuse. About 16% agreed only with one error of the aid, but committed errors on the correct data, indicating higher reliance on own performance than on the aid. More than 60% of the participants who exhibited high agreement with the aid committed errors on the correct data, suggesting both misuse and disuse. However, the Pearson’s test shows very low ($r = -.09, p > .05$) insignificant correlation between the agreement with the aid rates and the number of committed errors on the correct data, indicating that the extent of misuse of the aid was not associated with the extent of aid’s disuse.

A 2x1 Chi-square analysis (no error vs. error on the correct data) was carried out, showing a significant difference between the frequency of participants who committed errors on the correct data ($N = 52$) and those who did not ($N = 16$), $\chi^2(1) = 19.06, p < .001$. This indicates that significantly more participants disused rather than appropriately used the correct automated aid.

6.6.7.2. Order of error occurrence

Considering that the reliability of the aid has shown no statistically significant effects on the results, and that the participants exhibited signs of disuse, it was furthermore explored whether the order of occurrence of the aid’s failures may have affected the participants’ trust in the aid and their consequent behaviour.
The order in which the seven ET images were presented to the participants was randomised. This also meant that the order in which the first aid’s error occurred was fully randomised. The order in which the errors occurred along the seven presented images is shown in Figure 29. Note that one of the seven images contained no indications and the rest of them contained from one to fifteen indications per image.

![Figure 29: The order of the error occurrence along the seven images. Note: the squared cells represent all indications, and the coloured cells the implemented errors.](image)

This shows that the first aid’s error occurred in the first two images, with the first error occurring as second (29.4% of the cases), fourth (50% of the cases), or tenth (20.6% of the cases), among the indications to be evaluated.

However, not all errors were detected by the participants, or at least not reported. Almost 80% of the participants detected the error in the first third of the task (among the first 12 indications), most frequently misses, and sizing errors (Figure 30).

![Figure 30: The percentage of the participants detecting the first aid’s error with respect to the occurrence during the task and error type](image)
The order of the first error's appearance is found to correlate with the order in which the first aid's error was detected, \( r = .67, p < .001 \) (moderate to strong effect), indicating that early error presentation is associated with early error detection.

Independent samples \( T \) test was carried out to examine whether there is a difference between early and late detection of the first error (median split) and the agreement with the aid (agreement with all seven implemented errors) and the committed errors on the correct data. It was expected that those who encountered the first failure early in the task would agree less with the aid and possibly disuse the aid, by changing the correct data. The results show that those who detected the first aid's error early in the task (among the first seven indications) agreed significantly less with the aid (\( M = 2.86, SD = 1.56 \)) than those who detected it later in the task (\( M = 4.12, SD = 1.56 \)), \( t(61) = -3.20, p < .01, d = -.82 \). No differences were found in the disuse of the aid.

6.6.7.3. Performance evaluation

Another possible effect on the results explored in this analysis was that of the performance evaluation. It was assumed that the participants that evaluated their own performance as superior to that of the aid would be more likely to disuse the aid. However, this assumption was also not supported by the data, since One-way ANOVAs (dependent measure: Errors on the Correct Data) and its non-parametric replacement, i.e. a Kruskal-Wallis Test (dependent measures: Zooming and Sizing) yielded no significant differences between the Performance Evaluation levels in any of the performance measures.

6.6.7.4. Participants’ performance vs. the performance of the aid

Taking into account that the participants have shown signs of both misuse (agreeing with the aid’s cues or lack thereof) and disuse (changing the correct results of the aid), it finally remained to be established whether the participants, in general, improved the overall performance of the aid or deteriorated it.

The One Sample \( T \) test was used to establish whether the participants’ detection and sizing performance was statistically different from that of the aid. The aid, with its implemented errors had a detection rate of .91 and a correct sizing rate of .94. The results show that the participants improved the performance by exhibiting a higher detection rate (\( M = .94, SD = .04 \)) than the aid (\( DR = .91 \)), \( t(67) = 6.75, p < .001, d = 1.65 \). At the same time, the participants deteriorated the sizing performance by having a lower correct sizing rate (\( M = .86, SD = .12 \)) than the aid (\( CSR = .94 \)), \( t(67) = -5.75, p < .001, d = -1.40 \). In terms of error frequencies, the participants omitted one indication less (\( M = 2.06, SD = 1.50 \)) than the aid (\( n = 3 \)), but committed more sizing errors (\( M = 4.82, SD = 3.93 \)) than the aid (\( n = 2 \)).

6.7. Discussion

In this section, the results of the experiment will be summarised and interpreted, accompanied by a critical reflection on the method, with suggestions for improvement, practical implications of the experiment for the NDT practice, and outlook.

6.7.1. Summary and interpretation of the results

The overall aim of this experiment was to explore potential effects of inappropriate automated aid use in NDT. For that purpose, the participants worked with—what was told to them—
either a high or a low reliable automated aid. The reliability of the aid was in fact the same. It was postulated that an induced belief in high reliability of equally reliable aids might affect the perception of the aid’s performance. This would in turn have a negative impact on the performance, expressed in higher agreement with the aid as a result of automation bias and higher complacent behaviour. However, this hypothesis was not confirmed.

The participants, however, did misuse the aid to some extent, as visible in their agreement with almost half of the implemented errors and the fact that all participants agreed with at least one error committed by the aid. The participants, who largely agreed with the aid, verified the results of the aid less frequently, as it was shown that zooming and, to some extent, sizing behaviour were associated with the tendency to agree with the aid. Zooming and sizing behaviour were also found to correlate strongly, i.e., frequent sizing was associated with frequent zooming. These results indicate relatively high support in favour of the second hypothesis, i.e. that agreement with the errors of the aid is associated with insufficient sampling of information needed to complete the task accurately.

No differences in sizing between those committing only one or more than one commission error could be explained through different origins of commission errors. Manzey et al.'s (2012, Exp. 2) results suggest three different origins: (1) withdrawal of attention resulting in incomplete crosschecks of information, (2) active discounting of contradictory information, and (3) inattentive processing of contradictory information, analogue to the “looking-but-not-seeing” effect. Hence, it is possible that the participants may have sized an indication, but may have decided to rely on the aid in spite of the discounting evidence or may have not seen that the results are contradictory—possibly due to automation bias.

The third hypothesis was concerned with the individual differences in the propensity to take risks. It was expected that risk-seekers would be less likely to agree with the errors committed by the aid, reflecting in a better performance in the task. This hypothesis was partly confirmed, as risk seekers were found to comply less with the aid, by making significantly fewer commission errors. This result partially supports the finding of Madhavan & Wiegmans (2005), who reported that risk-taking is associated with higher disagreement with the aid. However, risk propensity was not found to affect reliance on the aid in terms of omission errors.

The fact that risk propensity had an effect only on commission errors, but not on omission errors, may be explained by different suspected origins of both errors. I.e. whereas commission errors are seen as a result of a failure to take into account all the relevant information and the belief in the superiority of the automated aid, omission errors are believed to occur due to vigilance decrements (Parasuraman & Manzey, 2010; Skitka, Mosier, & Burdick, 2000). Risk behaviour may not be responsible for the latter.

The overall performance in the task was not directly affected by the varied reliability of the aid, performance evaluation or the propensity to take risks, thereby not supporting the fourth hypothesis. However, descriptive data and the subsequent analyses showed a significant decrease in the reliability of NDT, due to both misuse and disuse of the aid.

Even though the effects of automation bias and complacency are typically explored by comparing the measured behaviour to a normative behaviour in the task (e.g. working without the aid), this experiment was built upon an assumption that automation bias and complacency effects do happen in interaction with reliable automated aids. For example, those effects have been found also in a field close to NDT, i.e. medical radiology (e.g. Alberdi et al., 2004). Although with lower certainty—since a control group was not present—the results suggest that the aid was indeed misused, as the participants agreed, in average, with almost fifty
percent of the errors committed by the aid (both omission and commission errors were present) and since that agreement was to a large extent associated with the information sampling behaviour. Moreover, all participants agreed with at least one error of the aid. This indicates signs of automation bias and complacency, as the former is typically revealed in omission and commission errors and the latter in insufficient information sampling.

However, it appears that the participants in this experiment did not only misuse the aid, but rather, and to a large extent, disuse it. This was evident from the fact that the participants altered the data, on which the aid was entirely accurate in both detection and sizing performance, thereby reducing the performance of the aid. This was done by almost 71% of the participants. The effect of the change was the most evident in the sizing capability, which was significantly reduced.

Frequency of errors on the correct data was not correlated to the agreement rates. That is, the increase in the agreement with the aid was not associated with a decrease in the frequency of the errors on the correct data, as could be expected. This suggests that there is not a large association between the extent of the aid’s misuse and disuse.

Several possible explanations for this type of disuse can be found in the literature. The first refers to the perceived reliability of the aid. If low, operators could become under-dependent on the aid, in a way that they ignore it, even when it may be correct (Dixon & Wickens, 2006). In this study, the participants were confronted with an aid that committed errors on 18% of the task. Previous studies on automation misuse have simulated situations with from 12% up to about 35% of the task containing errors (Alberdi et al., 2004; Madhavan et al., 2004; Parasuraman et al., 1993; Skitka et al., 1999; Skitka, Mosier, Burdick, et al., 2000). This was done so in order to obtain sufficient data points to describe the performance in the task, as well as to simulate different error possibilities (c.f. Alberdi et al., 2004). More recent studies by Manzey and colleagues (Bahner, 2008; Manzey et al., 2012, Exp. 2) show that automation bias and complacency effects can be revealed when working with an aid that commits only one error (the studies focused on commission errors). Taking into account that studies with greater error rates have found evidence of misuse rather than disuse, and that disuse is more likely to happen when working with systems with reliability lower than 70% (Wickens & Dixon, 2007), it implies that the error rate might not have been a direct cause of disuse, or at least not the only one.

The second possible explanation refers to the experience of automation failure. Typically, it will diminish trust. That effect will be enhanced if the participants are led to believe that the aid is near perfect (positive framing; Dzindolet et al., 2002). If they expect the automated aid to be near-perfect and an aid commits an error, that expectation is violated. This leads the participants to underestimate the reliability of the aid (Dzindolet, Pierce, Beck, & Dawe, 1999). Continuous errors will furthermore negatively affect trust (Parasuraman & Riley, 1997) allowing for better calibration of the true reliability of the system so that the detection performance of the failures improves (Parasuraman & Wickens, 2008; Rovira et al., 2007). That kind of negative experience has shown to have a much stronger effect on operator trust than positive experience (Manzey et al., 2012, Exp. 2). In those cases, people were found to rely on self, rather than on the aid, as the detection of automation failure boosts one’s self confidence (Madhavan et al., 2006). If, in general, the trust in self is higher than the trust in aid, people will disuse the aid (Lee & Moray, 1992, 1994).

Following this rationale, an attempt had been made to explain the misuse and disuse observed in this study by looking more deeply into the potential effects of the first failure and the
experience with the aid. It was expected that those who encountered the first failure early in the task would agree less with the aid and possibly disuse the aid, by changing the correct data. The first aid’s error was presented to the participants very early in the task, which seems to have affected the participants’ trust in the aid to some extent. That is, those who detected the first error early were more likely to disagree with the aid. Early error detection was found to be associated with the early error presentation. Still, the fairly early detection of that failure did not seem to affect the disuse.

The evaluation of the performance evaluation after having experience with the aid, i.e. the reported utility of the aid (trust in self [superior self] vs. trust in the aid [superior aid]), has offered no further explanations for the obtained effects in the study, as the evaluations were not related to the observed misuse and disuse of the aid. That is, evaluating own performance as superior to that of the aid did not lead to increased self-reliance (i.e. lesser agreement with the aid and more errors on the correct data), nor did evaluating the aid as superior lead to higher reliance on the aid. It may be that the simple two questions asking to evaluate own and aid's performance may not have been sufficient to describe the complete experience with the aid. Further questions may be necessary, e.g. questions related to the experience of the first and the consequent failures, the evaluation of the difficulty of that failure, the decision to rely or not rely on the aid, assessment of own abilities, etc.

The effects of disuse could not easily be explained by exploring the collected data and by the existing theories. Rather, it seems more likely that some other factors may have played a role in disuse, possibly related to the task itself.

As stated earlier, the participants disused the aid by removing critical indications and by altering the indication size. One of the reasons for frequent sizing deviation may be that the participants used a subjective sizing criterion, not complying with the training. The participants were trained to include only those pixels in the direct contact (left, right, above, below) with other pixels belonging to the indication and to exclude those in diagonal contact (see Figure 18 in section 4.2.2.2 for the sizing criterion). Thus, it may be that the participants violated this rule.

Another possible reason may stem from incorrect establishing of the sizing criterion. Since a different sizing criterion was used for each indication, the participants were instructed to enter the maximum pixel intensity into a pre-designated cell in the reporting spreadsheet in Excel, which was designed to provide them automatically with the sizing criterion for that indication. Had the participants failed to do so, had they mistakenly applied the criterion from another indication, or had they entered the values into the wrong spreadsheet (assigned to another image), this would produce a faulty sizing criterion and, thus, may explain the deviation from the correct size.

Whereas the sizing deviation could be explained by some kind of a subjective or faulty sizing criterion, the fact that some critical indications were discarded can only be explained as a possible mistake in judgment. A plausible explanation may be that the participants misjudged an indication (i.e. the one signalling a defect in the material they were instructed to find) for a geometrical indication (i.e. the one that the participants were taught to exclude from the evaluation). The reliability in detection performance was decreased only to a small and insignificant extent—from 1 to .99 (detection rate)—indicating this was a rare occurrence.

In conclusion, this study revealed both misuse and disuse of the detection and sizing aid used for the evaluation of NDT data, which had a significant effect on the reliability of NDT. Whereas the flawed detection performance of the aid was improved by the participants, the sizing performance was significantly worsened. Individual differences in risk taking were found
to explain the differences in the compliance with the aid and the verification behaviour was largely consistent with the agreement rates. These results provide further evidence for the significance of individual differences in risk taking and complacent behaviour on interaction with automated aids. A large portion of the participants behaved complacently towards the aid, by not sampling all the necessary information to complete the task completely and accurately. Whereas decreased misuse was found to be affected by the early detection of the aid’s failure, increased misuse occurred due to insufficient verification of the data (opposite to the instruction) and reveals possible effects of automation bias on working with the aid. Disuse—evident in extensive sizing deviation—was not related to the misuse, which led to the conclusion that it may have stemmed from misunderstanding of the task or due to mistakes in handling reporting sheets.

This study showed that the belief in the reliability of the aid does not affect the perception of the performance of equally reliable aids. This result seems to be in favour of what was suggested by some researchers, that only the actual reliability may affect trust in automation and, consequently, the performance (e.g. Riley, 1996). This may be, considering that the participant’s own experience with the aid’s failures affected the consequent agreement with the aid. However, if the suspected reasons have led to the disuse of the aid (e.g. misunderstood or wrongly applied sizing criterion), it may also be that they unjustly lowered the trust in the aid in both experimental conditions. Hence, based on the results of this study, it is not possible to establish with certainty that the induced belief in the high or low reliability of the aid would affect inspectors’ interaction with the aid.

6.7.2. Limitations of the study

One of the major problems of this study refers to the order of errors’ occurrence, as the agreement with the aid was significantly affected by the early appearance of aid’s failures. This occurred because the indications were spread along only seven images. These images did indeed stem from an actual inspection of seven different welds, but the welds contained a number of defects, which was untypically large for the practice (as the defects were purposefully produced during the manufacturing process for the purposes of the development of NDT methods and techniques). This caused the first aid’s failure to occur very early in the task and affect trust in the aid, regardless of the experimental instruction. Future studies should opt for spreading the indications over a larger number of images, a delayed presentation of the first failure (e.g. Bahner et al., 2008), and consider using the paradigm of confronting the participants only with one failure, as suggested by recent studies (Manzey et al., 2012, Exp. 2; Parasuraman & Manzey, 2010).

The reason for choosing several failures of different type was to simulate different conditions that can occur during an evaluation of NDT practice with a faulty aid. However, it is not likely that all error types would occur in the same evaluation, as those types of errors may probably stem from faulty sensitivity settings, which may then systematically produce similar error types, i.e. either misses and sizing errors, or sizing errors and false alarms. Future studies may focus separately on these different error possibilities.

Furthermore, the training may have negatively framed the participants into distrusting the aid. During the training, they are taught how to control and what they should do in case the aid commits an error. Not only the training, but also the experimental instruction, may have been unsuccessful in inducing high trust in the reliability of the aid, as the participants were not told that the aid is always correct, but instead that it was almost always correct, following suggestions from the practitioners.
The potential problem with the reporting sheets, i.e. the resulting faulty decision criterion, may not have happened in reality, since the sizing criterion would have been established in a different way. Hence, further efforts should be invested into avoiding problems with handling spreadsheets.

One important shortcoming in terms of field research refers to the complexity of the task, which may have been oversimplified in this study. The task was simplified by simulating the NDT task using simpler software, i.e. software not requiring extensive training, experience, and skills. Since the use of automation-aided defect detection is not yet that wide-spread, acquiring experienced and qualified participants is limited to only a few. More importantly, the currently used software differs significantly among the users, making it even harder to acquire participants. Lack of qualified participants with specific knowledge and skills is a major problem for studies in the field of NDT. Using NDT trainees as participants may be a better alternative to sampling students, as they share the sense of responsibility and understanding of the severity of consequences if the NDT inspection shows to be insufficiently reliable, as well as understand the complexity of the field applications. However, this study could profit more from experienced personnel.

Including measures of trust, attitudes towards automation, and perceived reliability of the aid before the experimental task, more reliable measures of risk propensity, and experience with the aid after the task, may additionally clarify issues of inappropriate use of automated aids in this application.

6.7.3. Implications of the study for the NDT practice

NDT is expected to provide with completely accurate results, i.e. all critical defects need to be detected, their size correctly estimated and, preferably, the number of false alarms should be kept at a minimum. The obtained results suggest not only that the performance in the NDT data evaluation task deviated from the expected flawless performance required in the practice (to satisfy the safety requirements of the components and to comply with high reliability standards expected from the utilised NDT methods), but also that the participants committed more errors in the task than expected.

This study revealed different opportunities for inappropriate use of automated detection and sizing aids in the evaluation of NDT data. While disuse can be assigned to possible shortcomings in the experimental design, the fact that the participants agreed with almost half of the implemented errors, even in light of early error occurrence in substantial quantity, raises concern for the reliability of NDT.

First, this study opens a possibility that aids can be misused. The fact that the agreement with the errors was to a large extent associated with complacent behaviour emphasises the need for following of the inspection procedure, which has shown not always to be used as it should (e.g. McGrath, 2008). An inspector that fully complies with the procedure will follow all steps and be less likely to be complacent. However, compliance with the procedure is dependent on the quality of the procedure, i.e. on the understanding if its content and its usability (Bertovic & Ronneteg, 2014). However, this alone may not be sufficient to decrease inappropriate reliance on the aid.

Just informing inspectors that the automated aids can commit errors has not shown to be successful enough in decreasing automation bias (Bahner et al., 2008; Skitka, Mosier, Burdick, et al., 2000). However, direct individual experience with the failures during training yielded a decrease in trust (Dzindolet et al., 2003) and, consequently, an increase in the verification behaviour and time spent identifying failures (Bahner et al., 2008). Dzindolet et al. (2003)
recommend realising that people can be biased towards automated aids and providing with instructions and experience (training) as means for establishing appropriate trust in the aid. Thus, acknowledging that automation bias might be a problem in NDT is the first step toward tackling the issue. And the possibility of the aid’s failure should be implemented in the training of the NDT personnel.

Moreover, providing inspectors with information about why the automated system might err may lead to a more appropriate trust and selection of better discriminating strategies—by allowing them to better discriminate between reliability of the aid and their own reliability (Dzindolet, Pierce, et al., 2001; Lee & See, 2004; Madhavan et al., 2006). In addition, the knowledge about how the automation works leads to a more appropriate automation use (Parasuraman & Riley, 1997).

Since there are large individual variations in how people use automation, policies and procedures should highlight the importance of taking specific considerations into account (Parasuraman & Riley, 1997). The found effect that risk takers are less likely to rely on the aid, suggests that forms of risk taking should be encouraged in NDT. However, this should not refer to violations of the procedure. Instead, the inspectors should be encouraged to speak openly about inconsistencies during the task and be discouraged from blindly relying on the inspection procedure or on the suggestions of the aid. This should be considered during the personnel training.

This study may be criticised for employing insufficiently experienced NDT apprentices instead of professional personnel, as NDT community typically relies on the qualification and the experience of the inspectors, when expecting high levels of performance. However, studies have shown that reliance on experience of the inspecting personnel will not guarantee immunity to automation bias, as shown by Mosier et al. (1996), who observed that experience and expertise led to a greater tendency of relying on automated cues. Moreover, automation bias effects have been observed in both students’ and professionals’ samples.

On another note, automated detection and sizing aids are not widespread in NDT practice yet, which may make NDT inspectors initially suspect the reliability of the aid, rather than to trust it blindly. This, in combination with the afore-mentioned factors (e.g. early error occurrence, easy errors, experience with faulty aid, etc.), may lead to unnecessary disuse of the aid even when its recommendations are correct. As observed in this study, increased reliance on own judgement instead of that of the aid, may lead to excessive sizing errors. Self-reliance is not always desired, especially if the aid is accurate and the person errs, as observed in this study.

Although the task may not have been that easy for the participants, the detection and characterisation of data collected with eddy current method is generally seen as an easy task in NDT. However, errors on easy tasks, as suggested by Madhavan et al.’s (2004, 2006) “easy error hypothesis”, lead to underestimation of the aid’s reliability, lowered trust in the aid, and higher self-reliance (c.f. Dzindolet et al., 2003).

Even though detection and sizing aids in NDT are not designed to be blindly relied on, i.e. the inspector is typically instructed to control all data (especially the size of the indications); the type of disuse encountered in this study—in terms of unmerited excessive sizing deviation—represents a further threat to the reliability of the evaluation. Inspectors should be trained to consult others or control the equipment settings in case numerous cases of aid’s failures occur. Combining different types of feedback of aid’s performance has shown to additionally decrease automation disuse (Dzindolet et al., 2000).
In conclusion, this study reveals that interaction with automated systems may lead to risks, previously not considered by the designers of NDT detection and sizing aids. Encouraging participants not to agree with the aid in case of contradictory information and encouraging them to speak openly about problems encountered during the evaluation, placing emphasis on building appropriate trust towards the aid based on experience with the aid, rather than information about it, and generally being aware that automated systems may fail and that people may fail to notice it, are some of the suggestions for NDT community to consider.

6.7.4. Outlook

NDT is a field, in which automation plays an increasingly important role. Hence, the interaction with automated systems and automated aids in NDT is a topic worth further exploration. Future studies should venture more into the field and find ways to examine interaction with actual aids that carry numerous complexities with respect to the task and indication interpretation.

Belief in high reliability could, furthermore, be put to test using a more strict method, i.e. by lowering the number of aid’s failures, by raising the task complexity, by better distinguishing between high and low reliability of the aid in terms of experimental instruction and, moreover, by delayed occurrence of aid’s failures.

Eye tracking may provide with additional insights into the data evaluation process and decision-making. This would also allow for distinguishing origins of omission and commission errors, as well as give further insights into the difficulties encountered during sizing, which appears to place higher cognitive demands on the inspectors than detection.
7. General discussion

Non-destructive testing is regarded as one of the key elements in ensuring quality control of engineering systems and their safe use. Reliability of NDT, typically assessed in relation to the technical capability of the system, is known to also depend on human factors, an element in the reliability chain that has not yet been sufficiently understood. Substituting manual NDT with mechanised NDT—a form of automation-assisted inspection—is generally seen as a good method to decrease variability in the inspection results and, thus, to increase the reliability of NDT. However, the potential risks involved in this application have never been investigated.

The overall aim of the presented work was to obtain insights into the potential problems of applying mechanised testing in NDT (with emphasis on the nuclear domain) and find ways of mitigating their effects on the inspection performance. In doing so, the aim was to address some of the current challenges of the NDT field, primarily the missing knowledge.

To address the first two objectives, i.e. to identify and analyse potential risks in mechanised NDT and devise measures against those risks, a risk assessment technique was employed (Study 1). The results of this assessment served as a starting point to address the second two objectives, i.e. to critically assess the preventive measures and suggest ways for their implementation. For that purpose, two additional empirical studies were conducted. In the first (Study 2), the human redundancy, a suggested measure of error recovery and in the second (Study 3), the use of automated aids in the evaluation of NDT data was put into focus.

The first study revealed the potential for failure in the application of mechanised testing during both the acquisition and the following evaluation of data, stemming from technological shortcomings and potential technical failures, but also from the individual errors (mainly unintentional), and the organisation (e.g. the working environment, inspection procedures, etc.). The tasks assigned the highest risk priority, in both acquisition and evaluation of data, were tasks associated with detection and sizing of indications, during which the human inspector plays the key role. Whereas some of the errors can be detected through consecutive steps, errors in the evaluation of data (e.g. missing defects) can slip through the net of the existing barriers, presenting, therewith, the highest risk for the reliability of NDT. Improved inspection procedures, human redundancy, automation-aided indication detection, interpretation aids (i.e. defect catalogue), and attention to training and to hiring of experienced personnel were the preventive measures suggested to aid in error avoidance or error recovery in the evaluation. The conclusion of the study was that before they can be implemented and
expected to serve their purpose, those preventive measures need to be carefully considered with respect to new potential risks, thus serving as a starting point for further empirical study.

The second study was concerned with potential decrements in the performance that may result from applying sequential human redundancy in the evaluation of NDT data. The potential performance costs in sequential redundancy were addressed only by a handful of scientists (Clarke, 2005; Conte & Jacobs, 1997; Swain & Guttmann, 1983) and not given sufficient attention in the NDT field. However, instead of decrements, as hypothesised, the study revealed that the first redundant inspector, led to believe his partner will perform the task after him, was shown to provide the same amount of effort, as when working alone. The second, i.e. the redundant checker, compensated for a low reliable predecessor. The information about the high experience of the first redundant inspector was not successful in inducing a belief in his superior performance due to its actual performance being very poor – a result that could be assigned to the experimental design. These results were not in line with the hypotheses, which expected performance and reliability decrements due to the effect of social loafing (Clarke, 2005; Karau & Williams, 1993; Manzey et al., 2013; Marold, 2011; Skitka, Mosier, Burdick, et al., 2000). Both results suggest that the outcome of the evaluation task may have been highly valued by the participants, and that they may have felt their input to be instrumental to achieving that end, which may explain their motivation and effort in the task, consistent with the Collective Effort Model by Karau & Williams (1993).

In the third study, the use of automated aids in NDT was explored. Motivated by the studies that suggested that in interaction with highly reliable aids people are likely to rely on them due to the bias towards automation, resulting in aids’ misuse (e.g. Parasuraman & Riley, 1997); this study addressed a prevalent belief held by the NDT community in the high reliability of automation. The perception of equally reliable aids was not affected by the induced belief in high or low reliability of the aid, as hypothesised. The suggested explanation was found in the early occurrence of aid’s failures (as the majority was presented and detected by the participants in the first third of the task). The results, however, revealed signs of both use and misuse of the aid, that can affect the reliability with which inspections are carried out. Misuse was partly explained with propensity to take risks (as low risk-seekers were found to agree more with the aid) and, largely, by decreased verification behaviour. The displayed disuse was observed in the fact that the participants significantly altered even the data correctly evaluated by the aid, thereby significantly decreasing the overall performance in terms of accurate sizing. This type of disuse was not associated with misuse, indicating that different mechanisms were responsible for the behaviour of the participants who tended to misuse or disuse the aid. Whereas explanations for misuse can be found in the automation bias and complacency research (e.g. Parasuraman & Manzey, 2010), the disuse was assigned to problems in establishing the criterion for indication sizing or mishandling of the reporting sheets that were designed to provide the sizing criterion.

These empirical studies—even though not all entirely successful in confirming their hypotheses—showed yet again that variability between the inspectors might affect NDT reliability. Due to the experimental setup, they revealed increases in the performance, but those conclusions need to be taken with care. The common limitation of these two empirical studies was that both the first redundant inspector and the automated detection and sizing aid were insufficiently reliable. In the daily practice, it is unlikely that an experienced inspector or a well-designed automated aid would commit many errors. Since trust in automation and trust in other people develop over longer periods of time working with a highly reliable counterpart, future studies need to involve periods of reliable performance to establish a corresponding level of trust. Considering this limitation, it is not possible to reject entirely the
hypotheses made in these studies and to conclude that redundant checkers will compensate for their predecessor or that a strong belief in the reliability of the aid will not affect performance with high reliable aids. Interestingly, even though working with a fairly unreliable aid and being confronted with the errors early in the task, the participants still complied with the aid (resulting in lower detection and sizing performance) and in turn, decreased the overall reliability.

As frequent in human factors studies employing students, the question of ability to generalise the obtained results can be raised. The latter two studies were carried out predominantly with NDT trainees (86.4%; 13.6% trainers and researchers). Even though they differ from regular students insofar that, they have the knowledge and, to some extent, practical experience in NDT, they still do not represent the population of experienced NDT personnel very well. In addition, the participants were not experienced in data evaluation, which was the experimental task. Albeit not completely representative of the experienced field inspectors, NDT trainees carry benefits over populations with no experience in NDT. These benefits refer to understanding of the context for purposes of which the study is carried out and to the relatively high motivation for the positive outcome of the task. The suspected motivation for the outcome of the task, and consequent effort invested in its completion (both social compensation and automation disuse suggest extra effort had been invested in the task) suggest NDT trainees’ awareness of the dangers lurking behind unreliable performance and willingness to aid in further development that can probably not be observed in regular students’ populations.

In the first study, the participants were not certified regular inspectors, but rather developers of NDT methods in question. Taking into account that only a few people are familiarised with the investigated application, this was the only approach possible.

Further limitation of the empirical studies refers to the simplification of the task, which may make NDT community question how this can apply to their task. Instead of working with the actual evaluation software, which carries along various complexities, the task was narrowed down to simple signal detection and pixel counting. As indicated in the previous chapters, the wide variety of used software and the prerequisite for successful completion of the task in terms of knowledge, training and experience is the major limitation to human factors study in the data evaluation process. Future studies may opt for a qualitative study of the data evaluation process. However, issues of trust in people and in automation span over a variety of tasks and applications, and the complexity of the data evaluation may introduce new variability related to handling of new software, other than the variability stemming from trust—in focus of the study—in a more familiar “realistic” task.

The identification of risks in mechanised NDT was conducted in the field of spent nuclear fuel management. The methods discussed were not fully developed and are only used for inspections in the development of the manufacturing processes. Considering that the spent nuclear fuel disposal is set to start with operation in the future, the prospective approach to risk assessment was the only one possible, and the outcomes of the analysis served their purpose. However, another question with respect to generalisability can be whether the findings can be applied to other methods and applications. Although the way NDT is applied can differ depending on the conditions under which it is carried out (suggesting that further study of risks involving mechanised NDT in other active applications may be necessary for a more general understanding of the existing risks), some of the identified risks, their causes and consequences, can also be transferred to other applications. Even physically completely different methods, such as ultrasonic testing and radiography, were found to have similarities with respect to analysed risks and their properties, as presented in this dissertation.
According to Moray & Huey (1988), access to realistic settings—to facilities and to people, such as the experienced operators—is one important barrier to effective human factors research. However, as McGrath (2008) pointed out, even when the extreme conditions typical for the practice were removed or minimised, the studies of human factors in NDT conducted under controlled conditions (e.g. laboratory or ‘mock-up’ industrial environments) still observed considerable variation in the performance (present study included, e.g. Study 3).

In spite of their limitations, the carried out studies successfully raised the question of reliable mechanised NDT that can be affected by factors previously never considered by the designers or by the managers in NDT. This also refers to raising awareness that the variability in the data evaluation can be assigned to factors other than inexperienced or unmotivated personnel, inappropriate procedure, or unreliable equipment, but also to interactions between people and interactions with technology.

The current research indicates that human factors are embedded in a system of task, technology, and organisation. In this system, the human element plays a key role, as only humans are able to classify events, anticipate risks, and develop and implement adequate preventive measures (Badke-Schaub et al., 2012). However, reports on human error rates and their contributions to events and accidents regard human as a source of risk, rather than as a problem solver, which frequently leads to increased use of automation, implementation of redundancy, and more strict procedures. Albeit useful in fostering safety, these measures can backfire if not implemented with care (e.g. Bainbridge, 1987; Parasuraman & Riley, 1997; Reason, 1997; Sagan, 2004). For example, redundancy may not only be counterproductive due to social loafing and shirking of responsibility but also (a) because it increases complexity and can make systems prone to common-cause failures; (b) because it makes systems more opaque, making individual failures likely to remain unnoticed, accumulate over time, and become latent; and (c) because it creates a false impression of safety, which can lead to gradual degradation of safety margins in pursuit of efficiency and profits (Kettunen, Reiman, & Wahlström, 2007; Rasmussen, 1997; Sagan, 2004). Automation, on the other hand, changes what people do. This can create new demands, e.g. demands for knowledge, skills, and training (e.g. Sarter, Woods, & Billings, 1997), and lead to new classes of errors than those it was designed to prevent (Skitka et al., 1999). And, finally, more strict procedures will not necessarily be used as designed, putting the issue of their usability ever more in focus (Bertovic & Ronneteg, 2014; McGrath, 2008).

What does this mean for the NDT practice? How are redundancy and automated aids to be implemented without the costs associated with social influences and over trust in automation? The first step is to raise awareness that defences may fail. This awareness can be fostered by the regular use of risk identification methods, by further research, and by introducing human factors training into the regular training of the NDT personnel. This especially applies to the potential influences of bias towards automation. The conducted study indicated that only informing inspectors that the aid is not very reliable would not necessarily lead to a lesser reliance on the aid. Instead, actual experience with the aid that may err and the understanding of why the aid may err constitute as better strategies in decreasing uncritical reliance. The studies on human redundancy, on the other hand, stress that profits may only be expected if the redundant operators are independent of each other (e.g. Clarke, 2005; Sagan, 2004). In the practice, this may not always be easy to achieve, since some familiarity is bound to be present among the redundant individuals in small organisations, such as the spent nuclear fuel management. Thus, valuable strategies include increased individual accountability for the outcome of the redundant team, awareness of the evaluation potential by the supervisors and other inspectors, and including both redundant inspectors in the decisions made after the
inspection. Important is also that the previous inspection results are not provided, and that redundant inspections are not conducted only on areas where potential failures may be expected. Instead, larger areas should be re-inspected, therewith increasing the chance of identifying defects previous inspector may have overseen. Instead of implementing redundancy at all times, which may lead to common-cause failures and increased impression of safety, applying redundancy at irregular intervals, changing its frequency in dependence on the recovered errors, and taking human diversity into account, may be useful approaches.

The observed benefits of risk taking tendencies in decreased reliance on the aid (Study 3) do not indicate that risky behaviour should be supported in NDT. Instead, this result shows that risk takers are more likely to question the existing procedures and not comply with them if they feel something is wrong. Even though in cases of its inappropriateness, violations of the procedure have sometimes shown to lead to a more reliable outcome (Reason, 1997), in the majority of the cases procedure violations are undesired, as they diminish the purpose they were designed for, i.e. to prevent errors. Since following the inspection procedure is a behaviour that is demanded in NDT and upon which reliable inspections rely, inspectors should be encouraged to speak up about inconsistencies with their supervisors and their remarks should be carefully considered. Although the inspection procedures may contain all the relevant information and all the necessary steps that need to be taken, procedures not understood, or not usable, will most likely be counterproductive to their purpose.

All this suggests that human factors need to be carefully considered in the design of the inspection process and the inspection procedures. Moreover, the consideration of human factors in the NDT inspection for the purposes of spent nuclear fuel management showed that addressing human factors can be valuable not only for methods, which are in service, but also aid in the development of NDT methods and procedures. The consideration of human factors and their effects on the reliability of NDT aids in the development and in validation of the quality of the manufacturing and welding processes. The gained knowledge can also serve as a starting point for establishing the working environment and the working practices when the repository starts with operation.

Human redundancy and automated aids may not be the only preventive measures that can backfire. Further study into the potential performance-degrading factors in both acquisition and evaluation of data and their potential defences is necessary. Future topics worth exploring in this domain include, e.g. further identification of hazards, their prioritization, and development of strategies to minimize their effects. The focus should also be put on interactions between individuals and other elements of the system, i.e. the organisation. Moreover, the joint decision-making in combining results of several methods to assess the condition of the component should be considered, as well as the usability of the evaluation software and the inspection procedures.

Considering that the NDT community is still primarily technology-oriented, and—with respect to human factors—person-oriented, further transfer of knowledge from social sciences to NDT is needed in order to raise awareness of influences not previously considered by the designers of the system. Developing human factors training strategies for the inspection personnel, NDT developers, software designers, and the management is a direction worth pursuing. Most importantly—even though it extends beyond capabilities of a scientific study—ways have to be found how findings from scientific studies can be implemented in the NDT practice, therewith closing the communication and implementation gaps (Bertovic et al., 2014).
Although human factors are commonly seen as opposite to the technical factors and they are typically addressed separately, it is exactly the interaction between those factors that is of highest relevance. High technical and high human reliability do not necessarily lead to a reliable system (Giesa & Timpe, 2002). In extension, NDT reliability analyses focusing only on the intrinsic capability may not reveal the system’s true capability when applied in the field, as the interaction with other factors is neglected. The Modular Reliability Model (Müller et al., 2013), suggesting reliability of NDT depends on the intrinsic capability, application factors, and human and organisational factors, was conceptualised as a starting point by indicating which factors need to be considered in the reliability assessment. Future direction reliability analyses should take may be to strive to integration of the concepts and focus on interactions between the modules. Due to a lack of understanding of human factors, reliability assessments are ever so more relying on simulations to determine the “true” capability of their system by reducing the costs of expensive experiments and by excluding the “human factor” (Chapuis et al., 2014). However, the actual performance of a system cannot exceed the capability for which it was designed, but it may be diminished by an interplay of people with systems and the specific conditions under which inspection is conducted, which suggest simulated data may not be fully applicable for the use of the system in the field. The human factors’ perspective on the need to equally develop technology and people was eloquently summarised by Timpe (1993): “In psychology it is theoretically impossible to prove that human and machines can be equated, so from the psychological point of view there is little use in attempting to foster reliability or safety of the entire person-machine system by reducing the “human factor”’ (p. 119).
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# Glossary

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A-scan presentation</strong></td>
<td>Display of the ultrasonic signal in which the X-axis represents the time and the y-axis the amplitude</td>
</tr>
<tr>
<td><strong>Acceptance level</strong></td>
<td>Prescribed limits, below which a component is accepted</td>
</tr>
<tr>
<td><strong>Amplitude (UT)</strong></td>
<td>Absolute or relative measure of a sound wave’s magnitude</td>
</tr>
<tr>
<td><strong>Automated UT</strong></td>
<td>A method by which an object is tested ultrasonically and the results are analysed without human intervention</td>
</tr>
<tr>
<td><strong>Automatic scanning</strong></td>
<td>Automatic displacement of the probe</td>
</tr>
<tr>
<td><strong>B-scan presentation</strong></td>
<td>Image of the results of UT showing a cross section of the test object perpendicular to the scanning surface and parallel to the reference direction</td>
</tr>
<tr>
<td><strong>C-scan presentation</strong></td>
<td>Image of the results of UT showing a cross section of the test object parallel to the scanning surface</td>
</tr>
<tr>
<td><strong>Calibration</strong></td>
<td>A process of establishing the sensitivity of the measurement system</td>
</tr>
<tr>
<td><strong>Characterisation</strong></td>
<td>Classifying the size and shape of an indication so it may be identified</td>
</tr>
<tr>
<td><strong>Couplant (UT)</strong></td>
<td>A medium interposed between the probe and the object under examination to enable the passage of ultrasonic waves between them</td>
</tr>
<tr>
<td><strong>Critical defect</strong></td>
<td>Discontinuity in the material large enough to cause concern of structural failure</td>
</tr>
<tr>
<td><strong>Decision (or sizing) threshold</strong></td>
<td>A threshold above which all pixels in the direct contact with the pixel exceeding the reporting level are judged as belonging to the indication</td>
</tr>
<tr>
<td><strong>D-scan presentation</strong></td>
<td>Image of the results of UT showing a cross section of the test object perpendicular to the scanning surface and perpendicular to the projection of the beam axis on the scanning surface (D-scan is typically perpendicular to B-scan)</td>
</tr>
<tr>
<td><strong>Defect</strong></td>
<td>A component discontinuity that has shape, size, orientation, or location, such that it is detrimental to the useful service of the part</td>
</tr>
<tr>
<td><strong>Detection</strong></td>
<td>Establishment of the presence of a discontinuity</td>
</tr>
<tr>
<td><strong>Discontinuity</strong></td>
<td>Detectable change in the material (also known as inhomogeneity)</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>-------------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Echo (UT)</td>
<td>Ultrasonic pulse reflected to the probe</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Assessment of indications revealed by NDT against a predefined level</td>
</tr>
<tr>
<td>Failure (FMEA)</td>
<td>The failure of an item, which would result in failure of the system and is not compensated for by redundancy or alternative operational procedure</td>
</tr>
<tr>
<td>Failure cause (FMEA)</td>
<td>The physical or chemical processes, design defects, quality defects, part misapplication, or other processes which are the basic reason for failure or which initiate the physical process by which deterioration proceeds to failure</td>
</tr>
<tr>
<td>Failure mode (FMEA)</td>
<td>The manner by which a failure is observed (Generally, it describes the way the failure occurs and its impact on equipment operation)</td>
</tr>
<tr>
<td>Failure effect (FMEA)</td>
<td>The consequence a failure mode has on the operation, function, or status of an item</td>
</tr>
<tr>
<td>Indication</td>
<td>Representation or a signal from a discontinuity in the format typical for the method used</td>
</tr>
<tr>
<td>Geometrical indication</td>
<td>A non-relevant indication of a signal arising from an interaction of the energy sent through the material (e.g. ultrasonic beam) and the component geometry (e.g. edges).</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>Pointyness of the distribution</td>
</tr>
<tr>
<td>Localization</td>
<td>Determining the location of an indication in the component</td>
</tr>
<tr>
<td>Manual scanning</td>
<td>Manual displacement of the probe</td>
</tr>
<tr>
<td>NDT instruction</td>
<td>Written description of the precise steps to be followed in testing to an established standard, code, specification or NDT procedure</td>
</tr>
<tr>
<td>NDT method</td>
<td>Discipline applying a physical principle in non-destructive testing, e.g., ultrasonic testing</td>
</tr>
<tr>
<td>NDT procedure</td>
<td>Written description of all essential parameters and precautions to be applied when non-destructively testing products in accordance with standard(s), code(s), or specification(s)</td>
</tr>
<tr>
<td>NDT technique</td>
<td>Special way of utilising an NDT method</td>
</tr>
<tr>
<td>NDT training</td>
<td>Process of instruction in theory and practice in the NDT method in which certification is sought, taking the form of training courses to a syllabus approved by the certification body</td>
</tr>
<tr>
<td>NDT reliability</td>
<td>The degree that an NDT system is capable of achieving its purpose regarding detection, characterisation, and false calls</td>
</tr>
<tr>
<td>Noise (signal)</td>
<td>Randomly distributed signals in the screen image, due to reflections from the structure of the material or the equipment</td>
</tr>
<tr>
<td>Probe (UT)</td>
<td>Electro-acoustical device, usually incorporating one or more transducers intended for transmission and/or reception of the ultrasonic waves</td>
</tr>
<tr>
<td>Qualification</td>
<td>Demonstration of physical attributes, knowledge, skill, training, and experience required to perform NDT tasks properly</td>
</tr>
<tr>
<td>Reporting</td>
<td>Amplitude of the echo above (or below) which every echo is reported</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Threshold/level (UT)</td>
<td>or recorded</td>
</tr>
<tr>
<td>Sensitivity (UT)</td>
<td>A measure of the smallest ultrasonic signal, which will produce a discernible indication on the display of an ultrasonic system</td>
</tr>
<tr>
<td>Signal-to-noise ratio, SNR (UT)</td>
<td>Ratio of the amplitude of the signal arising from a discontinuity in a material to the amplitude of the average background noise</td>
</tr>
<tr>
<td>Sizing</td>
<td>Determination of the dimensions of discontinuities or indications for evaluation</td>
</tr>
<tr>
<td>Skewness</td>
<td>Lack of symmetry of the distribution</td>
</tr>
<tr>
<td>Winzorising</td>
<td>A procedure of exclusion of outliers by replacing the outliers with the last value that is not an outlier</td>
</tr>
</tbody>
</table>

# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ET</td>
<td>Eddy Current Testing</td>
</tr>
<tr>
<td>FMEA</td>
<td>Failure Modes and Effects Analysis</td>
</tr>
<tr>
<td>FMECA</td>
<td>Failure Modes and Effects and Criticality Analysis</td>
</tr>
<tr>
<td>NDT</td>
<td>Non-Destructive Testing</td>
</tr>
<tr>
<td>NDE</td>
<td>Non-Destructive Examination, Non-Destructive Evaluation</td>
</tr>
<tr>
<td>NDI</td>
<td>Non-Destructive Inspection</td>
</tr>
<tr>
<td>POD</td>
<td>Probability of Detection</td>
</tr>
<tr>
<td>RPN</td>
<td>Risk Priority Number</td>
</tr>
<tr>
<td>RT</td>
<td>Radiographic Testing</td>
</tr>
<tr>
<td>rVT</td>
<td>Remote Visual Testing</td>
</tr>
<tr>
<td>UT</td>
<td>Ultrasonic Testing</td>
</tr>
</tbody>
</table>

## Statistical abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANOVA</td>
<td>Analysis of Variance; a statistical procedure</td>
</tr>
<tr>
<td>d</td>
<td>Cohen’s $d$; a measure of the effect size</td>
</tr>
<tr>
<td>df</td>
<td>Degrees of freedom</td>
</tr>
<tr>
<td>F</td>
<td>F-ratio; a test statistics used in ANOVA</td>
</tr>
<tr>
<td>M</td>
<td>Mean; a measure of central tendency</td>
</tr>
<tr>
<td>Mdn</td>
<td>Median, a measure of central tendency</td>
</tr>
<tr>
<td>n</td>
<td>The size of the population</td>
</tr>
<tr>
<td>N</td>
<td>The size of the sample or a group</td>
</tr>
<tr>
<td>p</td>
<td>Probability; also the statistical significance level</td>
</tr>
<tr>
<td>R</td>
<td>Pearson’s correlation coefficient; also a measure of effect size for non-parametric statistical procedures</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation; a measure of data dispersion</td>
</tr>
<tr>
<td>t</td>
<td>Test statistics for a Student’s $t$-test</td>
</tr>
<tr>
<td>U</td>
<td>Test statistics for a Mann-Whitney $U$ test</td>
</tr>
<tr>
<td>z</td>
<td>Data point expressed in standard deviation units</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>Chi-square; refers to the test statistic, as well as to a distribution of data</td>
</tr>
</tbody>
</table>
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