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Abstract 

Various software products for the simulation of industrial X-ray radiography have been developed in recent years 

(e.g., aRTist 2, CIVA CT, Scorpius XLab, SimCT, Wilcore) and their application potential has been shown in 

numerous works. However, full systematic approaches to characterise a specific CT system for these simulation 

software products to obtain a truthful digital twin are still missing. In this contribution, we want to present two 

approaches to obtain realistic grey values in X-ray projections in aRTist 2 simulations based on measured 

projections. In aRTist 2, the displayed grey value of a pixel is based on the energy density incident on that pixel. 

The energy density is calculated based on the X-ray tube spectrum, the attenuation between source and detector as 

well as an energy-dependent sensitivity curve of the detector. The first approach presented in this contribution uses 

the sensitivity curve as a free modelling parameter. We measured the signal response at different thicknesses of 

Al EN-AW6082 at different tube voltages (i.e., different tube spectra). We then regarded the grey values displayed 

by these projections as a data regression respectively an optimisation problem and obtained the sensitivity curve 

that is best able to reproduce the measured behaviour in aRTist 2. The resulting sensitivity curve does not 

necessarily hold physical meaning but is able to simulate the real system behaviour in the simulation software.  

The second approach presented in this contribution is to estimate the sensitivity curve based on assumptions about 

the characteristics of the scintillation detector (e.g., scintillator material, scintillator thickness and signal processing 

characteristics). For this approach, a linear response function (linear relationship between the deposited energy per 

pixel and the resulting grey value) is assumed. If the detector characteristics, which affect the simulated deposited 

energy, are properly modelled, the slope and offset of the response function to match the measured grey values 

should be the same for different tube spectra. As the offset is constant and given by the grey values measured at 

no incident radiation, the slope is the remaining parameter to evaluate the success of the detector modelling. We 

therefore adapted the detector characteristics by changing the detector setup until the slope was nearly the same 

for all measured tube spectra. We are aware that the resulting parameters of the scintillator material and thickness 

might not be the real ones, but with those modelling parameters we are able to simulate realistic grey values in 

aRTist 2. Both of those approaches could potentially be a step forward to a full systematic approach for a digital 

twin of a real CT system in aRTist 2. 
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1. Introduction 
Various software products for the simulation of X-ray radiography have been developed in 

recent years (e.g. aRTist [1], CIVA CT [2], Scorpius XLab [3], SimCT [4], Wilcore an Inhouse 

developed software from Siemens Healthineers) and their application potential has been shown 

in numerous works (e.g. [5-7]). However, systematic approaches to characterise a specific CT 

system for this simulation software to obtain a real digital twin are an ongoing research topic 

[8,9]. First works towards this goal either concern the determination of the acquisition geometry 

[10,11] or are specifically tailored towards a specific simulation platform [12]. 
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A first work to characterise a scintillation detector is given in [13]. However, none solve the 

problem of developing a general procedure to build a realistic grey value characteristic and 

further to model the X-ray detector in aRTist. In this paper, we want to present two approaches 

to obtain realistic grey values in aRTist simulations based on measured projections. Both 

approaches could potentially be a building block for a full systematic approach to constructing 

a digital twin of a real CT system in aRTist. 

The first approach is based on the following assumptions. In aRTist, we assume the X-ray tube 

spectrum to be given by the included spectrum calculator. This spectrum calculator has been 

shown to achieve realistic results [14-15]. Assume that the spectral density is given by 𝑠(𝐸) 

with 𝐸 denoting X-ray energy. The spectrum is attenuated by matter according to the Lambert-

Beer-law. Supposing we know the measurement setup, the attenuated spectral density 𝑠att(𝐸) 

can be calculated. In the real measurement setup, the detector shows some grey value 𝐺𝑉. In a 

black-box-approach, we are looking for the mapping from attenuated spectral density to grey 

value: 

𝑠att(𝐸) ↦ 𝐺𝑉 (1) 

In general, this map could be very complex – so even if we sample many data points, it might 

be difficult to determine that map due to the high degrees of freedom. 

In CT simulations, the spectral density is discrete and we know details about the modelling 

approach. It should be easier to determine this map because both discreteness and modelling 

approach restrict the possible mappings and thus, the search space. 

The second approach is based on the assumption, that most of the used flat panel detectors in 

industrial computed tomography systems have within a certain range a linear grey value 

characteristic. With this assumption and the possibility to model realistically the deposited 

energy per pixel by variation of the detector sensitivity it should be possible to determine the 

detector characteristics and thus realistic grey values. In aRTist 2 we can simulate a linear 

response function (linear correlation between deposited energy per pixel and displayed grey 

values) via the JSON file interface developed in the research project CTSimU. The missing 

parameters that have to be calculated are the slope and the offset of this function. In order to 

gain a realistic slope of the above mentioned function, we have to determine the detector 

sensitivity (e.g., scintillator material, scintillator thickness and signal processing characteristics). 

The interface allows us to variate this sensitivity by changing the scintillator thickness until a 

realistic slope is met and thus realistic grey values can be modelled. [16] Consequently, with 

this approach it is also possible to estimate the scintillator thickness (by known scintillator 

material).  

Chapter 2 describes how we adapt these general ideas for aRTist simulations. Chapter 3 

describes the experimental setup and the results on our experimental data. Chapter 4 

summarises the results and provides an outlook towards subsequent work. 

 

2. Principles and Methods 
2.1 Calculating the detector characteristic curve by the detector signal response 

In aRTist, the displayed pixel grey value 𝐺𝑉 is given by: 

𝐺𝑉 = 𝑔(𝐸𝐷) +
𝑔(𝐸𝐷)

𝑛(𝐸𝐷)
⋅ 𝒩(0,1) (2) 



 

Here, 𝐸𝐷 is the pixel energy density, 𝑔 the energy dependent grey value characteristic and 

𝑛  the energy dependent noise characteristic. 𝒩(0,1) is a Gaussian random variable. The 

energy density at the pixel can be calculated as: 

𝐸𝐷 =
𝐼 ⋅ Ω ⋅ 𝑡

𝐴
⋅ ∑ 𝜎𝑖 ⋅ 𝐼𝑖 ⋅ 𝐸dep,𝑖 ⋅ exp (∫−𝜇𝑖(𝑥)𝑑𝑥

𝑆

)

𝑖

 (3) 

Here, 𝐼 is the tube current, Ω is the solid angle of the pixel, 𝑡 is the exposure time and 𝐴 is 

the pixel surface. 𝐼𝑖 is the spectral flux in energy bin 𝑖 with bin energy 𝐸𝑖 as calculated by 

the tube model included in aRTist (see [4]), 𝜎𝑖 is the interaction probability in energy bin 𝑖 
and 𝐸dep,𝑖  the deposited energy in the detector upon interaction. 𝜇𝑖(𝑥)  is the energy-

dependent attenuation coefficient on the line 𝑆 connecting source and detector pixel. 

Measuring projections with constant and known attenuation ∫ −𝜇𝑖(𝑥)𝑑𝑥
𝑆

 (i.e., a specific 

material in a known geometry) and setting 𝜎𝑖 = 1 as well as 𝐸dep,𝑖 = 𝐸𝑖, we can construct a 

grey value characteristic 𝑔(𝐸𝐷) in equation (2). This grey value characteristic does however 

have limited usefulness. Due to the change of the X-ray spectral distribution upon changing 

voltage or penetrated material, this grey value characteristic can only be used to simulate 

penetration of the specific material used at the chosen tube voltage and current settings. 

To obtain a spectral characteristic that is useable across different voltage and current settings, 

we need to account for the spectral response of the detector by not simplifying with 𝜎𝑖 = 1 

and 𝐸dep,𝑖 = 𝐸𝑖. A possible approach is to deduct these parameters from the physical properties 

of the detector parts (e.g. scintillator used). In this first approach, we want to regard the 

determination of these values as an optimisation problem. We want to find coefficients 𝑤𝑖 ∈
[0,1] such that energy densities calculated with 

𝐸𝐷 =
𝐼 ⋅ Ω ⋅ 𝑡

𝐴
⋅ ∑ 𝐼𝑖 ⋅ 𝑤𝑖 ⋅ 𝐸𝑖 ⋅ exp (∫−𝜇𝑖(𝑥)𝑑𝑥

𝑆

)

𝑖

 (4) 

agree in the sense that measurements with the same grey value also have the same calculated 

energy density. This energy density can then be used to construct one grey value characteristic 

𝑔(𝐸𝐷) (equation (2)) valid for all measurements. 

For the optimisation, we need an expression to minimise. As discussed in chapter 3, we 

measured different material thickness (thus, energy density) – grey value curves which we will 

call ‘characteristics’. We use the sum of squared energy density differences at the same grey 

value between the different measured grey value characteristics as error function. Let 𝑐1, 𝑐2 be 

two such characteristics mapping energy density to grey value (𝑐𝑖: 𝐸𝐷 ↦ 𝐺𝑉). Let Ω1, Ω2 be 

their grey value codomains. The error function Δ is then: 

Δ = ∫ 𝑑𝐺𝑉 (𝑐1
−1(𝐺𝑉) − 𝑐2

−1(𝐺𝑉))
2

Ω1∩Ω2

 (5) 

For more than two characteristics, the error function value of all pairs is averaged. 

In each iteration, the measured grey value characteristics are updated using the current set of 

weights 𝑤𝑖 for the recalculation of all energy densities and their respective distances, resulting 

in an updated error function value. The set of weights 𝑤𝑖 are optimised by minimising the 



 

error function using the global optimisation of The MathWorks, Inc. MATLAB. As our 

optimisation changes the weights 𝑤𝑖 which influence the error function, we need to rescale 

our error function such that it remains invariant against reductions of all weights by a common 

factor (e.g. 0.1). This is achieved by rescaling the error function to the average decimal of all 

values after each iteration. 

 

2.2 Calculating the detector grey value characteristics by use of a linear response function 

With our second approach we are calculating the detector characteristics in aRTist by assuming 

a linear relationship (see formula (6)) between the collected deposited energy per pixel 

𝐸dep,𝑝𝑥 in J and the resulting grey value 𝐺𝑉.  

𝐺𝑉 = 𝑓 ∙ 𝐸dep,𝑝𝑥 + 𝑜𝑓𝑓𝑠𝑒𝑡 (6) 

We have to calculate the factor 𝑓  and the offset within this formula. The offset can be 

calculated from the mean grey value of the dark images. The “factor”, the slope within this 

formula, has the inverse unit of 𝐸dep,𝑝𝑥, 1/J. The deposited energy per pixel is dependent on 

the incoming X-ray spectrum and the detector sensitivity and can be simulated.    

We assume now, that if we model the real X-ray spectrum and the detector sensitivity by 

assuming especially the scintillator material and thickness, we can assign a given real grey value 

characteristic to the deposited energy per pixel and can calculate afterwards the 𝑓. As 𝑓 is the 

only missing parameter, we have afterwards the possibility to simulate the detector 

characteristics.  

To solve this formula (6), we need to obtain experimentally many different X-ray spectra by 

changing the tube current, voltage and the pre-filter. As the grey value characteristic is 

dependent on the detector response, it is important to generate the experimentally gained 

projections only with one detector setting, meaning the same integration time and gain. Our 

assumption is, that we will get a cluster of the different factors of the different tube spectra for 

one specific scintillator material and thickness with which we have to build our digital twin. 

The results might not be the real one, but results in the best digital replica of the grey value 

characteristic of one detector based on the assumption of a linear grey value characteristic. If 

we have found the scintillator material and thickness, we can calculate for every spectrum 𝑓 

and determine the linear response function to simulate a realistic detector characteristic. 

 

3. Results and discussion 
All Measurements have been performed using the Zeiss (Oberkochen, Germany) CT system 

‘Metrotom 1500’ at the Chair of Manufacturing Metrology. This system is equipped with a 

microfocus X-ray tube with a reflection target, and has a source-detector-distance of roughly 

1380 mm. We will start presenting the results for the first approach.  

3.1 Results and discussion for approach from 2.1 

Projections of slabs of aluminium (EN-AW6082, different thicknesses) were taken at 1000 ms 

exposure time, 16 x gain, without image averaging and without binning. The slabs were 

positioned close to the X-ray tube as to minimise the effect of scatter by minimising the solid 

angle of the detector as seen from the aluminium slabs. Four X-ray tube voltage-current settings 

(100 kV/720 µA, 140 kV/360 µA, 180 kV/180 µA and 200 kV/180 µA) were used with a 

0.25 mm Cu filter. In all projections, the aluminium covered the whole projection. The nominal 

thickness of the aluminium slab is taken as the thickness for the whole projection. Due to the 

large source-detector-distance, the average thickness error due to the cone beam is below 1 %. 



 

The projections were gain-corrected according to: 

𝑃corr(𝑖, 𝑗) = 𝐵̅  
𝑃(𝑖, 𝑗) − 𝐷(𝑖, 𝑗)

𝐵(𝑖, 𝑗) − 𝐷(𝑖, 𝑗)
 (7) 

Here, 𝐵 is the bright image, 𝐷 the dark image and 𝑃 the uncorrected projection. 𝑖 and 𝑗 

are the pixel indices and 𝑃corr  the gain-corrected projection. 𝐵̅ is the mean of the bright 

image over all pixels. 

For each slab thickness and tube setting, energy densities were calculated according to equation 

(4), resulting in four characteristic curves of energy density – grey value data. Figure 1 shows 

the grey value characteristics before and after optimisation. While the characteristics without 

weights are clearly different and would necessitate multiple detector settings in the simulation 

platform, the characteristic with weights is able to reproduce all measured values using one 

single detector configuration. Being able to simulate realistically using different X-ray spectra 

instead of just a single one is not only convenient but also allows simulating how changes in 

tube settings will affect image quality. 

 
Fig. 1  Left figure: Measured grey values over energy densities calculated according to equation (3) with 

𝜎𝑖  =  1 and 𝐸dep,𝑖  =  𝐸𝑖. The attenuation of the X-ray intensity was achieved with Al EN-AW6082 

at different thicknesses as attenuator. Exposure time and tube current were kept constant for each 

series of measurements. The different acceleration voltages clearly display a different behaviour due 

to the different spectral distributions of the X-rays at the different acceleration voltages.  

Right figure: Same measurement data plotted over energy densities calculated according to equation 

(4) after determination of a set of 𝑤𝑖  by optimisation. The detector characteristic with spectral 

weights is approximately able to reproduce all measurements. 

 



 

 
Fig. 2  Set of 𝑤𝑖  determined by optimisation. 

It is important to note that the set of 𝑤𝑖 resulting from the optimisation does not represent any 

physical property of the detector. It is simply the set of weights that is best able to reproduce 

the behaviour of the real detector in the simulation platform (under the assumption that the real 

X-ray tube spectrum is well represented by the calculated X-ray tube spectrum.) As no 

modelling assumption were made nor any characteristics of the detector taken into account, 

there is no guarantee that this set of weights describes the physical properties of the detector. 

Especially, there is no absolute scale included in the weights. Figure 2 shows the set of 𝑤𝑖 

determined for the data in figure 1. 

3.2 Results and discussion for approach from 2.2 

For the second approach we acquired for each setting 200 empty projections. The settings 

differed in tube voltages, 75 kV - 225 kV in 25 kV-steps and currents, 100 µA - 1300 µA in 

400 µA-steps. We used as a pre-filter copper with 0.5 mm, 1 mm and 2 mm thicknesses and an 

integration time of 1000 ms. 

Those settings were then simulated with varying detector sensitivities, meaning different 

thicknesses of the assumed scintillator material, Gadolinium oxysulfide doped with 8 % 

terbium (further called Gadox), to model the deposited energy per pixel. The factor 𝑓 for each 

setting was calculated according to formula (7). To solve this formula, we had to execute an 

offset correction of the real projections, determine the mean grey value of the projections and 

divide this mean grey value by the modelled mean deposited energy per pixel. For the offset 

correction we subtracted the measured grey values by the measured dark field grey values with 

no radiation.  

Fig. 3 shows the results of the different simulated scintillator thicknesses and tube spectra. For 

comparison reasons, we divided each calculated minimum factor by the calculated maximum 

factor with constant tube voltage but varying current. If the result is close to one, the resulted 

𝑓 for each spectrum setting must be nearly the same for one specific scintillator thickness and 

we have found the modelling parameter for the detector. The results in Fig 3 indicate, that at a 

tube voltage of 100 kV to 225 kV we can model a scintillator thickness of about 200 µm to 

400 µm. 



 

 
Fig. 3  Calculated ratio of minimal factor and maximal factor with constant tube voltage but varying 

current in relation to the modelled scintillator thickness. The expected scintillator thickness is marked in 

purple. 

The results, however, give no clear result for one thickness. This can be led back due to too less 

spectra and thus data points. At a tube voltage of 75 kV we have no distinct maximum at a 

reasonable scintillator thickness. This might be due to the sensitivity curve of the used material 

Gadox. 

Fig 4 illustrates the sensitivity curve of this material given in aRTist [17]. The curve shows at 

a given energy in keV the resulting mean deposited energy (keV) in a pixel 𝐸dep,𝑝𝑥for an 

incoming photon. It can be seen, that at an energy of about 75 keV a peak exists. This means, 

that at a given energy of 75 keV the highest deposited energy in pixel for an incoming photon 

will be produced. In reality, most of the emitted photons at a tube voltage of 75 kV do not have 

an energy of 75 keV. This could lead to the fact, that the scintillator material is not sensitive 



 

enough for tube voltages below 75 kV. Therefore, the allocation of the simulated 𝐸dep,𝑝𝑥 to 

real 𝐺𝑉 give us no clear result for one scintillator thickness. With increasing photon energy, 

the slope of the sensitivity curve (s. Fig. 4) decreases at about 100 keV and lead to a more stable 

calculation of the material thickness. Another possible explanation can be the fact, that with 

75 kV we had less bright images and we got outliers. This can mislead the results. 

 
Fig. 4  Sensitivity curve of Gadox derived from aRTist [17]. It shows at a given energy in keV the 

resulting mean deposited energy (keV) in a pixel 𝑬𝐝𝐞𝐩,𝒑𝒙 for an incoming photon.  

We compared our results with the scintillator thickness gained with the method described in 

[13]. The cone beam device presented in [13] enables the calculation of the attenuation curve 

and the determination of the scintillator thickness. With this method we got also a scintillator 

thickness between 200 µm and 250 µm which are comparable with our results at tube voltages 

higher than 125 kV.  

 

4. Conclusions 
This contribution presented two independent approaches to model realistic detector 

characteristics in aRTist. The first approach shows that by optimisation, a suitable detector 

characteristic for the simulation platform aRTist can be derived from measurements. This 

approach could be used for any other simulation platform which uses a similar modelling 

approach. It still needs to be tested which width of different tube settings can be represented by 

one set of simulation sensitivities and whether multi material measurements are within the 

scope of the presented approach. Details concerning this approach can also be found in [18]. 

The second approach shows a possible solution for estimating the scintillator thickness and 

further realistic grey value characteristics. It presented the usage of the JSON file interface with 

which it is possible to determine the linear response function of detector. We showed that it is 

possible to estimate the scintillator thickness by known material for a specific detector. In first 

studies with different spectra, we generated grey values that are close to realistically gained 

grey values. Furthermore, we tested this approach in first studies with different tube settings 

and materials. The attenuation showed good agreement for the used CT system. The approach 

needs to be tested with different simulation software, CT systems and test specimens to give an 

idea if it is a general approach to determine the detector characteristics. A possible further study 

can be the determination of the scintillator thickness by a full optimisation approach similar as 

presented in approach 1.  
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