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The impact of magnetism on chemical ordering in face-centered cubic CrCoNi medium entropy
alloy is studied by a combination of ab initio simulations, machine learning potentials, and Monte
Carlo simulations. Large magnetic energies are revealed for some mixed L1l2/L1o type ordered
configurations, which are rooted in strong nearest-neighbor magnetic exchange interactions and
chemical bonding among the constituent elements. There is a delicate interplay between magnetism
and stability of MoPt2 and L12/L1o type of ordering which may explain opposing experimental and

theoretical findings.

I. INTRODUCTION

The role of chemical short-range ordering (SRO) in
multi-component alloys such as high and medium entropy
alloys, has received substantial attention in recent years
[IH21]. While from a thermodynamic-statistical point of
view, in the presence of non-vanishing interatomic inter-
actions, SRO always appears to some extent, its quan-
tification and possible impact on material properties is
hardly tractable and often unknown. In particular face-
centered cubic CrCoNi, a prototypical multi-component
alloy combining the challenges of magnetism and chemi-
cal complexity, is currently being subject of numerous ex-
perimental and theoretical efforts to quantify SRO and its
possible implications[8] [22H35]. This alloy’s emergence as
a material of interest is due to its remarkable mechanical
properties, including high tensile strength, ductility, ex-
ceptional fracture toughness, irradiation resistance, and
quantum critical behavior at low temperatures[36H4T].

While initial experimental phase diagram determi-
nations suggested a solid solution face-centered cubic
(FCC) phase[42H44], these reports lacked atomistic or-
dering details. |[Tamm et al| first theoretically ex-
amined chemical ordering in CrCoNi using density-
functional theory (DFT) energy-based lattice Monte
Carlo simulations[23]. They found a trend of increased
Cr-Co and Cr-Ni neighbors at the expense of Cr—Cr
pairs. The qualitative trend was subsequently corrobo-
rated experimentally through local structure analysis by
Zhang et al., employing x-ray and neutron total scat-
tering and extended x-ray absorption fine structure (EX-
AFS) techniques[24]. Ding et al.[25] computational study
also aligned with Tamm et al. predicted ordering tenden-
cies. Though the ordering tendencies were suggested, the
actual atomic ordering was not reported. A first possible
ground state ordering has been suggested by |Pei et al.
based on Monte Carlo simulations utilizing the cluster
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expansion technique fitted to DFT [27]. The authors pro-
posed an ordering on the FCC lattice with an alternat-
ing pattern of one Cr atomic layer and two mixed Co/Ni
atomic layers in the (100) direction[27]. Using a combi-
nation of DFT and on-lattice machine learning potentials
with subsequent canonical Monte Carlo simulations, an
energetically much more preferable MoPto-like ordering
has been revealed by |Ghosh et al.[31], characterized by
a similar alternation of one layer of Cr atoms and two
layers of mixed Co and Ni atoms, but in the (110) di-
rection. This MoPts-type arrangement, noteworthy also
found in Cr-Ni binary alloys, has also been reported by
Du et al.[45] employing a DFT-based neural network po-
tential in hybrid Monte Carlo/molecular dynamics sim-
ulations. They also suggested the presence of local L1
type clusters, although energetically higher than MoPts
type. Using a perturbative approach, namely the concen-
tration wave analysis, Woodgate et al.[46] suggest that Cr
and Co arrange in an L1 structure while Ni remains dis-
ordered. Numerous experimental investigations have also
aimed to decipher possible ordering. |Zhou et al.| present
experimental evidence for SRO from electron diffraction
as well as atomic-resolution chemical mapping, involving
Cr-enriched {311} planes alternated with those enriched
in Co and/or Ni[30]. However, the correlation between
the indicating diffuse intensities and SRO was later ques-
tioned by |Li et al.[47], who suggested that film effects
rather than SRO influenced the observed diffraction pat-
terns. Based on a data-driven electron-diffraction ap-
proach, [Hsiao et al[33] suggest that both L1y and L1,
type of SRO, may occur depending on the actual sample
preparation. However, Walsh et al.[48] suggests revisit-
ing the connection between the diffraction pattern sug-
gested for L1, ordering to other possible factors also. By
atom probe tomography (APT) analysis, Inoue et al.[28]
suggested that Cr-rich {001} atomic layers and (Ni+Co)-
rich {001} layers tend to align mutually which would be
consistent to a L1, ordering.

The discrepancies between different experimental and
theoretical findings and the driving factor behind the
SRO patterns remain therefore unclear. It has been sug-
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gested that magnetism plays an important role in the
phase stability of CrCoNi[49, [50] and may also impact
the ordering tendencies. Several studies suggest an in-
trinsic interplay between magnetism and chemical order-
ing for this alloy[24] 29] [5T]. Walsh et al.[29] suggested
that magnetism is driving the ordering tendency result-
ing in a preferable alignment of antiferromagnetic Cr-Cr,
Co-Cr nearest neighbor atom pairs, and ferromagnetic
Co-Co atom pairs which would corroborate an L1y type
of ordering. They also showed that the energy of the L1,
type ordered structures is strongly affected by the mag-
netic alignment between the constituent atoms. On the
other hand, the MoPt, type ordering, suggested in some
theoretical studies as mentioned earlier, is not found to
be much impacted by magnetism[31].

Therefore, the role of magnetism for the ordering ten-
dencies in this alloy remains unclear. The main aim of
the present work is, therefore, to utilize atomistic sim-
ulations to resolve the remaining ambiguities related to
magnetism.

II. METHOD AND COMPUTATIONAL
DETAILS

In the present work, density-functional theory (DFT)
(details in Sec. is used to compute the total energies
for constructing efficient interatomic potentials which are
introduced in Sec. [[TA] These potentials are used in sub-
sequent Monte Carlo simulations (see Sec. [[IC]) to in-
vestigate order-disorder phase transitions in the system.
For selected configurations local magnetic interactions
are computed using a complementary DFT approach out-
lined in Sec. [ID] and bonding analysis is carried out by
studying crystal orbital Hamilton populations (COHP)
based on band energy partitioning, as outlined in Sec.

[TEl

A. Low rank potentials (LRP)

We employ the low-rank interatomic potentials
(LRP)[52 53] as an interaction model in canonical Monte
Carlo (MC) simulations. For this purpose, the total en-
ergy, F, for a given atomic configuration, o, is defined as
the sum of the individual contributions of local environ-
ments as

E(0) =Y V(o(E+r1),0(E+ 1)), (1)

£eQ

where €2 contains all lattice sites periodically repeated in
space, V is the interatomic potential model in the tensor
form, as described in Refs.[6l [52H54], ¢ is the position of
a central atom, o(§ + r;) is the species of the ith site
and r; is the vector connecting the central site with the
ith neighbor, and n is the number of nearest neighbors
in the environment, including the central atom (n = 13
in the present FCC case). Local lattice distortions can

be incorporated as long as the topology of the supercell
remains the same, i.e., each atom can be uniquely corre-
lated with a given FCC lattice site. Further details on
constructing and optimizing the LRP potentials can be
found in Ref. [31], 54].

The dependence of V on its parameters is not linear.
Thus, different local energy minima exist in the parame-
ter space. Therefore, the minimization algorithm can find
different local minima depending on the initial parame-
ters. Different fits of LRPs provide hence independent
energy predictions, and with a trained ensemble of sev-
eral LRPs, the uncertainty level of the LRP model can
be estimated.

The workflow is as outlined in Refs. [0 31} 54]. At
first, a training set and validation set containing DFT
energies are prepared. Then an ensemble of 10 LRPs
is trained, and their accuracy is checked with the val-
idation dataset. With these LRPs, Monte Carlo simu-
lations are carried out, and values of the specific heat
capacity for the LRP ensemble are compared for differ-
ent temperatures. To improve the accuracy of the LRPs,
if needed, configurations corresponding to the tempera-
ture regime with larger deviations among the potentials
in specific heat capacity are sampled and added to the
training and validation set, and a new ensemble of 10
LRPs is trained. This procedure is continued until de-
viations in the predictions for the specific heat capacity
calculated through different LRPs are reduced noticeably
as discussed further below in Sec. [IIl With the trained
ensemble of LRPs, we proceed with MC simulations on
larger supercells than for the training dataset.

B. Density-functional theory calculations

The configurations in the training sets are calculated
with spin-polarized density functional theory (DFT) as
implemented in the Vienna Ab initio Simulation Pack-
age (VAsP) 5.3.5[55H57] in combination with the pro-
jector augmented wave (PAW) method[58] and uti-
lizing the Perdew-Burke-Ernzerhof generalized gradi-
ent approximation (PBE-GGA)[59] for the exchange-
correlation functional. A fixed lattice parameter of 3.55
A is used, which is in between the T=0 K theoretical
and room temperature experimental lattice constants for
CrCoNi[23, 25], 37, ©60]. For the considered 3 x 3 x 3
(108 atoms) supercell, an energy cut off of 300 eV and
a Monkhorst-Pack 4 x 4 x 4 k-mesh was used for the
self-consistent calculations. Ionic relaxations of atomic
positions with a fixed cell volume and shape are included
in the calculations. The convergence criteria for the to-
tal energies and the forces on individual atoms are set
to 1073 eV and 1072 eV/A, respectively. A smearing
parameter of 0.1 eV is used for the Fermi smearing. To
include magnetism, each of the atomic configurations has
been initialized with different random arrangements of
magnetic spins, as will be discussed further below.



C. Monte Carlo simulations

The MC simulations are performed with periodic
boundary conditions. We mainly focus on the temper-
ature range of 50 — 2000 K. The simulations are carried
out for systems with 108 and 864 atoms, i.e., 3x3x 3 and
6x 6 %6 lattice units, based on a four-atom primitive FCC
cell. The number of MC steps is 2 x 10° times the number
of atoms in the corresponding supercell. To achieve an
unbiased averaging, the so-called burn-in approach[61] is
utilized, i.e., for each temperature, the first half of MC
steps was neglected. The atomic structures were visual-
ized with the VESTA software package[62].

D. Magnetic exchange interactions

The magnetic pair exchange parameters are com-
puted to understand the nature of the magnetic inter-
actions between constituent atom pairs present in the
alloy. They are efficiently calculated using the multiple-
scattering Green’s function formalism as implemented in
the SPRKKR code[63]. In this approach, the spin part of
the Hamiltonian is mapped to a Heisenberg model:

HHeisenberg = - Z Jijei-ej> (2)
i#]

where 4, j represent atomic positions, and e; denotes the
unit vector along the direction of the magnetic moment at
site <. The magnetic exchange interactions, J;;, are com-
puted using a perturbation approach [64] from energy dif-
ferences due to small reorientations of spin pairs. Positive
(negative) values for J;; indicate ferromagnetic (antifer-
romagnetic) coupling between atoms 7 and j. For the ac-
tual SPRKKR calculations, an angular momentum cutoff
of l;az = 3 and 56 complex energy points for the Green’s
functions integration are used. The energy convergence
criterion was set to 1076 eV for the self-consistent cycle.

E. Bonding analysis

To analyze the chemical bonds, the crystal orbital
Hamilton populations (COHP)[65] are calculated using

COHP(E) = H,, Y O (k) Cyj (k) f0(e; (k) — B)w(k),
7,k

3)

where C); is the coefficient of atomic orbital p con-
tributing to band j in the Linear Combination of Atomic
Orbitals-Crystal Orbital (LCAO-CO) approach, and f; is
the occupation of band j. H,, corresponds to the Hamil-
ton integral of atomic orbitals y and v. The COHP can
be roughly understood as the density of states (DOS)

weighted by covalent bonding energies. Previous stud-
ies have shown that the COHP of the hypothetical, non-
spin-polarized model can serve as a semi-quantitative fin-
gerprint for ferromagnetic and antiferromagnetic interac-
tions [66, [67] in a system.

Spin-polarized and non-spin-polarized, static DFT cal-
culations are performed with VASP 5.4.4 using the tetra-
hedron method with Blochl’s correction. The conver-
gence criterion of the electronic structure is set to 10~°
eV, and the density of states is evaluated on 10,000 grid
points. Projections onto a local basis and bonding analy-
ses are performed with the program LOBSTER[6GH, [68-71]
using the pbeVaspFit2015 basis set. The LOBSTER out-
put is summarized and analyzed further with the LOB-
STERPY package [72]. The COHP curves are visualized
using the PYMATGEN package [73].

III. RESULTS AND DISCUSSION

In contrast to a non-magnetic alloy, for CrCoNi the
total energy E(c)™ of each chemical configuration o is
not a unique number but can depend on the actual mag-
netic configuration m. This can, in principle, imply large
energy differences for a given atomic configuration o de-
pending on how the local magnetic moments are initial-
ized and converge to, as pointed out, e.g., by Walsh
et al[29]. Since the interatomic potentials, as given in
Eq. |1} cannot account for energy differences caused by
different magnetic states, fitting errors can be very large
depending on the treatment of magnetism, as will be dis-
cussed later.

We therefore propose two treatments to overcome this
problem, as sketched in Fig.[I} In the first approach, de-
noted as “magnetic relaxed”, we probe for each chemical
configuration o the lowest magnetic energy. This cor-
responds to a situation at low temperatures or to a sce-
nario where strong local magnetic order persists at ambi-
ent temperature. Magnetic short-range order can persist
even at high temperatures if strong magnetic pair inter-
actions exist. We will discuss later that, indeed, for some
chemical configurations, strong local magnetic pair inter-
actions are found, supporting this scenario. In the second
approach, denoted as “magnetic disordered” in the fol-
lowing, each chemical configuration o is assigned an en-
ergy E(o) = (E(0)™),, averaged over different magnetic
configurations m, as in Ref. [3I]. This corresponds to a
high-temperature scenario for the paramagnetic state in
analogy to the disordered-local moment approach. This
can be motivated by the experimentally reported very
low Curie temperature of around 4 K in CrCoNi alloy
[74, [75]. However, in principle, the SRO could also be af-
fected by magnetic entropy not accounted for in Ref. [31].
We will later discuss the impact of adding magnetic en-
tropy to this approach in Sec. [ITD}
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FIG. 1. Sketch of the two approaches used in the present work for treating magnetism. For each chemical configuration in the
dataset, various magnetic states are computed. Two separate sets of potentials are trained; on the lowest magnetic state for
each corresponding chemical configuration in the training set, denoted as “magnetic relaxed” and on the averaged magnetic
energies, denoted as “magnetic disordered”.
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FIG. 2. (a) Energies of different magnetic snapshots against the lowest energy one for all chemical configurations in the dataset.
The inset shows energy correlation for the “magnetic relaxed” scenario. (b) The temperature-dependent specific-heat capacity
based on Monte Carlo simulation for equiatomic FCC CrCoNi alloy with a supercell size 3 x 3 x 3 (i.e., 108 atoms) employing
initially trained and retrained ensemble of 10 LRP potentials for the “magnetic relaxed” scenario.

A. The “magnetic relaxed” case ergies is observed for the L1, type ordered configurations

for different m. This is shown in Fig. 2(a). Here the in-

) ) dividual energies E(c)™ are plotted against their ground

We first start with the “magnetic relaxed” case. We state minimum i {E(c)™} values. Clearly, there are
consider an initial DF'T dataset of 345 chemical config- | 4rious E(0)™ showing significantly larger energies as
urations, which includes random and MoPts type or-
dered configurations, as used in Ref. [BI]. In addition,  tpeir jmpact on ordering, we train an ensemble of LRP
we include a f.ew L15 like ordered Conﬁgurati(.)ns where potentials on only the lowest magnetic energy for each
Cr atoms mainly occupy the FCC corner sites. For  qpesponding chemical configuration. We included 275
each chemical configuration o, we initialized five differ- configurations in the training set and validated on 70 sep-
ent magnetic configurations m with different random ar- ;156 configurations. The mean validation error of these

rangements of magnetic spins. In agreement with initially trained LRPs was around 1.4 meV/atom as av-
observation [29], a large fluctuation in magnetic en-

compared to their minimum i, {F(c)™}. To validate



eraged over 10 LRPs with a standard deviation of 0.035
meV /atom. Apparently, if the potentials are trained on
all different magnetic configurations, the fitting error for
individual chemical configurations is as large as the en-
ergy fluctuations due to different magnetic states. Us-
ing the trained potentials, we performed MC simulations
and analyzed the dependency of the specific heat capac-
ity on temperature as shown in Fig. b). The same
lattice cell size of 3x3x3 (i.e., 108 atoms) was consid-
ered in the MC simulations as used for the actual DFT
calculations entering the training set. These initially fit-
ted potentials reveal at least two phase transitions which
will be discussed below. As can be seen in Fig. b),
for the initially fitted potentials, significant fluctuations
were observed among the ten different LRP potentials.
For the retraining process, we sampled several new con-
figurations within the range of temperatures 50 K to 1450
K with an interval of 40 K, including the regime near the
observed phase transitions. As a result, 370 new chemi-
cal configurations were considered from MC simulations.
In the retraining round we again considered five different
initial magnetic configurations for each sampled chemical
configuration and always selected the energetically most
favorable magnetic state. The final training and vali-
dation sets included 570 and 145 configurations, respec-
tively. The mean prediction error of the retrained LRPs
was reduced to 1.25 meV/atom. The correlation plot be-
tween the DFT calculated and LRP predicted energies
are shown in the inset of Fig. a), revealing excellent
agreement. The subsequent MC simulations employing
the retrained potentials showed reduced fluctuations in
the specific heat curves with a clear appearance of two
phase transitions at about 1200 K and 800 K, as shown

in Fig. 2|b).

To evaluate possible finite-size effects due to the chosen
supercell size in the MC simulations, we performed sim-
ulations with a larger simulation cell of cell size 6x6x6
(i.e., containing 864 atoms). The temperature-dependent
specific heat capacity is presented in Fig. a). Compared
with the “magnetic disordered” case of Ref. [31], we ob-
serve a high-temperature transition at around 1200 K,
i.e., about 250 K above the previously reported one.
Also, the nature of the phase transition changed, as can
be observed from the variation of internal energies as a
function of temperature, as shown in Fig. b). In con-
trast to the first-order nature of the disordered to MoPts-
type transition in Ref. [31], the transition is continuous.
Moreover, as a consequence of probing the lowest mag-
netic energies, the ground state energies are also lower
in the “magnetic relaxed” scenario. We further ana-
lyzed the chemical ordering through evaluated MC snap-
shots at various temperatures shown in Fig. c). Dur-
ing the first transition at around 1200 K, the disordered
alloy partially transforms to L1y/L1y-like ordering, i.e.,
CuzAu/CuAu-type structures with Cr occupying the Au
sites and Co/Ni occupying the Cu sites (see structure at
1125 K). While cooling down, a second transition occurs
at around 850 K driven by the separation of Co and Ni,

forming Co-rich L1y and Ni-rich L1g-type ordering with
Cr. At very low temperatures, Co and Ni are fully sep-
arated. At 50 K we observe a phase separated L1s/L1g
type ordering which we denote as (CrCogs)r,1,+(CrNi)r,q,
in the following.

As discussed in Ref. [31], the MoPty like ordered
structure is hardly affected by magnetism, whereas large
energy fluctuations are observed for different magnetic
states for these L1y /L1y type ordering. To further eval-
uate this, we analyze in the following the microscopic
magnetic interactions.

B. Magnetic interactions for L1,/L1,
configurations

To evaluate the microscopic origin of the underly-
ing strong magnetic fluctuations, we first inspect the
magnetic exchange interactions between different atom
pairs in the observed low-temperature phase separated
(CrCos)L1, and (CrNi)ri, phases. The results are pre-
sented in Fig. a) and (b), respectively. The magnetic
configurations and atomic cells are sketched in the in-
sets. For (CrCos)r1, shown in Fig. [4fa), where no Cr-Cr
nearest-neighbor pairs are present in the first coordina-
tion shell, a comparable strong anti-ferromagnetic (neg-
ative) interaction between Co-Cr atom pairs is observed.
This antiferromagnetic coupling trend between nearest
neighbor Co-Cr is consistent with the findings of [Walsh
et allin [29]. A modest Co-Co ferromagnetic pair inter-
action is found, which is about one-third of the value in
pure Co[76].

The situation is qualitatively different for the
(CrNi)r, structure (inset in Fig. [{b)). In this case,
Cr occupies, in addition to the corner sites (denoted as
Crl), partially the face-centered sites (denoted as Cr2).
The nearest-neighbor interaction between two Cr atoms
(denoted as Crl-Cr2) in the first coordination shell is
extremely large with a value of —29 meV. To provide
context for this value, it is worth mentioning that the
ferromagnetic nearest-neighbor exchange interaction in
pure FCC Co, which is the element exhibiting the high-
est Curie temperature (1423 K), measures approximately
15 meV[76]. The here observed anti-ferromagnetic in-
teraction of Cr atom pairs is about twice that large.
These anti-ferromagnetic aligned Cr-Cr atom pairs in
L1y type ordering play an important role in the mag-
netically driven stabilization of L1y/L1lg type ordering
for the alloy. They also explain the large fluctuation
in magnetic energies for these configurations. We note
that recently also strong anti-ferromagnetic interactions
between nearest-neighbor Cr atoms in the first coordina-
tion shell have been reported for ordered FCC CrNiy [77]
alloys.

Similar findings are also observed for the L1s/L1g like
ordering found at higher temperatures above 800 K.
We found that the strong anti-ferromagnetic interac-
tion between nearest neighbor Cr atoms still exists for
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(a) Temperature dependence of specific heat capacities for “magnetic relaxed” (blue) and “magnetic disordered”

(green) cases obtained from MC simulations with supercell size: 6 x 6 x 6 (i.e., 864 atoms). The specific heat capacity for
the case including magnetic entropy to the “magnetic disordered” scenario is shown as inset (see Sec. for details). (b)
The temperature dependence of mean internal energies from MC simulations for the “magnetic relaxed” (blue) and “magnetic
disordered” (green) scenario. Atomic configurations at various temperatures extracted from MC snapshots are shown for the

(¢) “magnetic relaxed” and (d) “magnetic disordered” cases.

this ordering at higher temperatures (see details in ap-
pendix [A]).

As discussed in Ref. [31], only little impact of mag-
netism has been observed for the MoPts type ordering in
this alloy. We have done a similar analysis on the mag-
netic interactions for the MoPty type Cr(Co,Ni)s struc-
ture too (with Co, Ni mixed on the Pt-sites) and observed
only very weak magnetic interactions, (below ~2 meV,
see appendix. That is why only a negligible impact of
magnetism is observed for this type of ordering.

In order to further analyze the origin of the significant
magnetic interactions in the low-temperature (CrCos )1,
and (CrNi)y;, phases, we performed a bonding analysis
which will be discussed in the following.

C. Covalent bonding analysis for L1,/L1, type
configurations

We have performed a bonding analysis based on the
COHP, which can be understood as a hopping-weighted
density of states [65]. Its integration up to the Fermi
level allows to estimate the covalent bond strength. We
concentrate on the strongest nearest-neighbor Co—Co fer-
romagnetic interaction pairs in the (CrCos)yi, phase
and Cr—Cr anti-ferromagnetic interaction pairs in the
(CrNi)r1, phase (see Fig. {). Further, to analyze the
impact of magnetism on the COHP, we also performed a
set of non-spin polarized calculations in addition to the
spin-polarized calculations. In the following, the bond-
ing (negative) contributions for the COHPs are plotted
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to the right and anti-bonding (positive) contributions to
the left.

In Fig. a)7 inspecting the COHP for nearest neigh-
bor Co—Co interaction in (CrCos)y1, in the non-spin-
polarized case, strong anti-bonding interactions at the
Fermi level are revealed, indicating an electronic insta-
bility typical for ferromagnetic interactions [66]. Upon
spin-polarization (see Fig.[5[b)), the COHPs of the spin-
up and spin-down channels shift against each other in en-
ergy, similar to the results observed for transition metals
prone to bandferromagnetism [66]. In this specific exam-
ple, however, also the shape of the COHP curves changes
(comparing Fig. [fj(a) and (b)). The Co-Co bonds show
an integrated COHP (ICOHP) value of —0.46 €V in the
spin-polarized case. This value is comparable to nearest-
neighbor interactions computed for FCC Co (—0.52 V).

In the case of (CrNi)Ly,, the non-spin-polarized
nearest-neighbor Cr-Cr COHP (as shown in Fig. [5|c))
exhibits non-bonding states at the Fermi level and is
not altered significantly upon spin polarization (see
Fig.[f|d)). This is qualitatively different from the above-
discussed ferromagnetic Co—Co interaction. It is, how-
ever, in agreement with the COHP-based magnetism the-
ory of Landrum and Dronskowski| in Ref. [66]. Similar
to elemental Cr [67], the onset of anti-ferromagnetism
is paralleled by a small decrease in the covalent bond
strength of 0.07 eV. In addition, the integrated COHP
of —1.20 eV for this bond in the spin-polarized case indi-
cates a comparatively strong covalent interaction, similar
to the bond strength computed for BCC Cr with a value
of —1.16 eV. This strong covalent interaction, since mea-
sured by the integral over the hopping-weighted DOS,
correlates with the strong magnetic interaction observed
for Cr-Cr in (CrNi)p, (see Fig. [4[b)), indicating its mi-
croscopic origin.

D. “Magnetic disordered” case with and without
magnetic entropy

In Ref. [3I], the “magnetic disordered” approach has
been applied, where the above-discussed MoPty type of
ordering has been observed. First, we verified that the
same results were obtained if the L1s/L1y found for the
“magnetic relaxed” case were added manually to the
training set. For this purpose, we considered the same
dataset, but instead of using only the lowest magnetic en-
ergy, we averaged the magnetic energies over five different
magnetic configurations for each chemical configuration
to train the potentials. This set of fitted potentials also
showed negligible fluctuations among the MC-simulated
specific heat curves for the ten different LRP potentials.
The chemical orderings through evaluated MC snapshots
at various temperatures are shown in Fig. d). The
MoPts type Cr(Co,Ni)y ordering is still obtained below
the sharp transition at around 975 K in the “magnetic
disordered” approach (green curves in Fig. [3{a) and (b)),
as in Ref. [31]. We note that at a low temperature regime
below 150 K a layered ordering is found, which is further
discussed in the appendix

A fundamental approximation for the “magnetic disor-
dered” case as performed in Ref. [3I] has been, that only
the mean magnetic energies entered, i.e., (E(c)™),, but
not the magnetic entropy Smag. In a first approximation,
the magnetic entropy can be estimated from the magni-
tude of the local magnetic moments[78H80] as

Smag =kp Zci In({pi| + 1), (4)

where p; and c; denote the averaged local magnetic mo-
ments and concentration of the ith atom type i.e. Cr,
Co, Ni. To approximate the magnetic entropy for a given
atomic configuration o, we first computed the mean lo-
cal magnetic moments of each of the three elements by
averaging over the different magnetic configurations m
and over the same atom type. Based on the effective lo-
cal averaged moments |;|, S(0)mag Was calculated for
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each chemical configuration o according to Eq. [ As
the main ingredients are the local magnetic moments
1, we first evaluated the distribution of the local mag-
netic moments in the observed ordered configurations,
i.e., L15/L1, (Fig. [6[a)-(c)) versus MoPt, type of order-

ing (Fig. [6[d)-(f)). In Fig.[6] the local moment distribu-
tions for the ordered structures at a low temperature of
50 K, as extracted from MC simulations, in “magnetic
relaxed” and “magnetic disordered” scenarios are shown.
The local moment distributions for the ordered configura-



tions at higher temperatures are qualitatively similar; see
appendix [C| When comparing the moment distributions
(see Fig. [6) the most striking differences are observed
for Co and Cr. For the (CrCos)r1,+(CrNi), structure,
the average local magnetic moments for Co and Cr are
found to be around 1 and 2 up/atom whereas for the
MoPty structures, they are around 0.5 pp/atom. The
Ni local magnetic moments are small in both cases. The
global magnetic moment of both ordered configurations
are about 0.02 pup/fu. for the Lly/Llg-type structure
and 0.11 pp/fu. for the MoPte-type structure. Though
both are very small, the smaller value in L1y /L1g-type
structure is in slightly better agreement with the exper-
imental observation[40, [81].

The significantly larger local magnetic moments for the
L15/L1g type configurations indicate that these may have
a larger magnetic entropy (see Eq. . This further mo-
tivates to investigate the role of magnetic entropy contri-
butions in addition to the magnetic enthalpy entering the
training sets. For that purpose, we calculated the mag-
netic entropy contribution at 1000 K according to Eq. [4]
for each chemical configuration in the dataset and then
added to the averaged magnetic enthalpy for the same,
i.e., employing

F(o) = (E(0)" )m = T5(0)mag- ()

Thus every chemical configuration was assigned a free
energy F'(o), including the magnetic entropy contribu-
tion. Next, we trained a new set of 10 LRPs on these
free energies and run subsequent Monte Carlo simula-
tions to obtain the temperature-dependent specific heat
capacities. Note that Eq. [4] overestimates the magnetic
entropy due to its mean field nature, and our current
choice of T = 1000 K in Eq. [4 limits its application to
high temperatures. A computationally more expensive
self-consistent approach applicable to arbitrary temper-
atures is beyond the scope of the present work and will
be discussed elsewhere.

The results at high temperatures are shown as inset
in Fig. a). It can be seen that the inclusion of mag-
netic entropy contribution to the “magnetic disordered”
case shifts the transition from 975 K to a higher temper-
ature around 1350 K. Also, the transition is continuous
in contrast to the first-order type of transition observed
without taking Syag into account. When analyzing the
Monte Carlo obtained structures at around 1200 K be-
low the transition including magnetic entropy, L1s/L1g
type of ordering tendency is observed accompanied by a
tendency for Co-clustering. This contrasts the MoPta-
type ordering found when magnetic entropy was not in-
cluded. This again reveals the strong interlink between
magnetism and the occurrence of the L15/L1g ordering.

IV. SUMMARY

We studied the interplay of chemical ordering and mag-
netism for FCC CrCoNi with two complementary mag-
netic treatments in combination with Monte Carlo sim-
ulations. In the first approach, magnetically favorable
configurations have been selected, resulting in L1y /L1¢-
type of ordering. Analyzing the magnetic interactions,
strong anti-ferromagnetic nearest-neighbor Cr—Cr inter-
actions are found which contribute to the stabilization
of these configurations also at elevated temperatures. A
bonding analysis revealed that the strong magnetic in-
teraction is microscopically rooted in the strong covalent
interaction of Cr-Cr atom pairs in the (CrNi)y,;, phase.
In contrast, if the magnetic degrees of freedom are av-
eraged out, a MoPts type of ordering is observed. This
ordering, however, is suppressed in favor of L1y /L1g-type
configurations as soon as magnetic entropy contributions
are accounted for. These findings show the delicate in-
terplay between magnetism and chemical interactions as
well as subtle competition between the two types of or-
dered configurations. This subtle interplay is likely also
the root of the discrepancies between the experimental
findings suggesting L1, type ordering pattern[28] [33] [35]
whereas several computational studies suggest MoPto
type ordering[31], [35] [45].

Our findings clearly show the possible implications of
magnetism on chemical ordering, and, for cases where a
full simultaneous sampling over both chemical and mag-
netic degrees of freedom is not feasible, the present ap-
proach of using two limiting scenarios provides a compu-
tationally straightforward solution.
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Appendix A: Magnetic interactions in high
temperature configurations of L1,/L1; and MoPt,
type orderings

As discussed in the main text, (CrCos)ri, and
(CrNi)r1, phases at low temperatures, denoted as
(CrCos)r1,+(CrNi)py, in the following, have shown sig-
nificant magnetic interactions, in particular strong anti-
ferromagnetic interactions between nearest-neighbor Cr
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atoms in (CrNi)p;,. Here we show that these strong in-
teractions still persist in the single-phase ordered config-
uration as observed at higher temperatures (above 900 K,
see Fig. [3|c)), as obtained in the “magnetic relaxed”
scenario. In order to simplify the calculations we first
deduct the effective site occupancy from the MC su-
percell simulations. As shown in Fig. E(a), at higher
temperatures, Cr atoms mainly occupy the corner sites
of the FCC sublattice (denoted as Crl) and the excess
Cr (denoted as Cr2) as well as remaining Co and Ni
atoms are occupying the face-centered sites. Based on
this insight we performed magnetic exchange interac-
tion calculations by constructing a four-atom FCC unit
cell with 100% Cr on the corner sites (denoted as Crl)
and 12% Cr (denoted as Cr2), 44% Co and 44% Ni on
the three face-centered sites (inset of Fig. [ffc)). The
nearest-neighbor Crl and Cr2 atom pairs were initial-
ized to be anti-ferromagnetically aligned to each other
while Co spin moments were aligned parallel. This mag-
netic configuration is consistent with the ones observed
from our supercell calculations. Inspecting the computed
magnetic interactions, indeed a strong antiferromagnetic
interaction between Crl-Cr2 atom pairs is still present
indicating that strong magnetic interactions are not sup-
pressed by the sublattice disorder and can also persist
at higher temperatures where the single-phase L15/L1,
type ordering takes place.

We further investigated the magnetic interactions in

the MoPts type Cr(Co,Ni)y structure as obtained in the
“magnetic disordered” case [31I]. The occupation prob-
ability for the lattice sites as obtained from our Monte
Carlo simulations is shown in Fig. [7{b). For the sake of
simplicity we employed the orthorhombic representation
of the MoPts-ordered cell as mentioned in Ref. [31] for
computing the magnetic interactions. In contrast to the
L1s/L1y type ordering, much weaker magnetic interac-
tions are observed. This is consistent with the marginal
energy fluctuation for different magnetic scenarios for the
MoPts type chemical ordering.

We note that [Walsh et al[T7] observed strong

nearest neighbor Cr-Cr anti-ferromagnetic interactions
in MoPts-ordered CrNiy alloy with preferred anti-
ferromagnetic (AFM) chains of Cr atoms along [110] di-
rection. We have also observed such AFM chains in our
supercell calculations for MoPto-type ordered Cr(Co,Ni)q
[31]. However, as also discussed above, in MoPts-ordered
Cr(Co,Ni)s, with mixed Co and Ni on the sublattice, no
strong impact of magnetism has been found. In order
to clarify the reasoning behind the difference between
Cr(Co,Ni)y and CrNiy we first considered the phase-
separated MoPts-ordered CrCoy and CrNis structures.
It is found that the AFM chain of Cr atoms along [110]
direction is indeed the preferred magnetic configuration
for CrNis, however for CrCos structure, all Cr atoms pre-
fer to align anti-parallel to the Co atoms leading to FM
chains of Cr spin moments. When mixing Co and Ni on



the sublattice, i.e. considering MoPts-type Cr(Co,Ni)s
ordering, the energy obtained for magnetic configura-
tions is therefore robust with the magnetic alignments
of the Cr atoms, with energy differences of less than
1.5 meV/atom. This indicates that in contrast to the
binary MoPts-type CrCos and CrNiy configurations, the
magnetic alignment of the Cr-spins is suppressed for
Cr(Co,Ni)y. This observation also justifies our consid-
eration of ferromagnetic alignment of nearest neighbor
Cr atoms (i.e. Crl-Crl atom pairs) for Cr(Co,Ni)s (see
inset of Fig. d)) when calculating the magnetic inter-
action parameters with the orthorhombic representation
of MoPt, ordering, which, due to the inherent symmetry,
only allows for ferromagnetic alignment.

Appendix B: Low temperature ordering for
“magnetic disordered” scenario

In the “magnetic disordered” scenario, at low temper-
atures, below 150 K, a special layered ordering of MoPts
type appears (see inset of Fig. @(f)), which is around 2.5
meV /atom lower in energy as compared to the phase sep-
arated (CrCog+CrNis)pops, structure reported earlier in
Ref. [31]. To put this into perspective, when relaxing
the magnetic degree of freedom (“magnetic relaxed” sce-
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nario), the L15/L1ly type (CrCos)ri,+(CrNi)p;, struc-
tures are anyway lower in energy by about 11 meV /atom.
Moreover, for a rigorous ground-state search, which is
beyond the scope of the present work, also volume and
shape relaxations, not included in the present study, may
further alter the ordering. Keeping in mind in addition
that these configurations are experimentally hardly ac-
cessible due to slow kinetics, we did not investigate this
aspect further.

Appendix C: Magnetic distributions for higher
temperature configurations

We evaluated the local moment distributions of Cr,
Co, and Ni atoms in the ordered structures appearing
around 900 K with different corresponding magnetic con-
figurations for both “magnetic relaxed” and “magnetic
disordered” cases, as shown in Fig. [§] We observe that,
compared to the low-temperature ordered structures (see
Fig. @, the distributions are comparatively broad, but
the trend of larger local moments in Lls/L1ly order-
ing (Fig. [§(a)-(c)) as compared to those found in the
MoPt; type ordering (Fig. B(d)-(f)) still persists which
can give rise to larger magnetic entropy contributions for
the L1y/L1 type, as discussed in Sec.
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