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TC and W̃p
TC. . 88

3.21 Calibrated plastic spin model Ŵp
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1 Introduction

Additive manufacturing (AM) is a collective term used for production processes during
which the final part is built layer by layer, such as material extrusion, material jetting,
material droplet printing, binder jetting, sheet lamination, powder bed fusion, directed
energy deposition, and wire arc additive manufacturing. These AM processes differ
regarding the utilized feedstock materials and deposition techniques. However, all of
them have one thing in common. They all offer significantly greater freedom of design
than conventional manufacturing processes since AM generally allows for the production
of parts with complex geometries, whereas other manufacturing processes would have
failed. Moreover, AM offers other advantages with the potential for improved efficiency
and functionality, such as rapid prototyping, which shortens the time needed for testing
the design ideas and reduces overall manufacturing costs by, for example, eliminating the
need for expensive molds or decreasing the amount of wasted material. In this work, the
main focus is on the metal AM processes, also known as metal 3D printing. It should be
noted that AM, as of now, is not a replacement for conventional manufacturing processes
and is best used in conjunction with them. Metal AM is best suited for producing parts
where mass production is not needed, rendering them financially not feasible. However,
as time goes by, the AM processes become more mature and widespread, which could
potentially be used to replace some of the traditional manufacturing processes. However,
despite the technological advancements made during the last few years, several aspects of
the AM process are not fully understood. They are, thus, a hindrance to mass adoption,
specifically in safety-critical environments. Some of these challenges are, for example,
the rough surface finish, slow production time, microstructural defects, residual stresss
(RSs), mechanical anisotropy, and, more importantly, the lack of understanding of the
process-property-performance relationship. [1–6]

From all existing AM processes, laser powder bed fusion (LPBF), in particular, has gained
more traction both among researchers and in the industry due to its overall capabilities
for producing parts with high-quality and near full density. Moreover, under optimized
conditions, it is possible to produce materials with mechanical properties superior to con-
ventional manufacturing techniques [6, 7]. Furthermore, LPBF also offers the possibility
of combining different feedstock materials to obtain a microstructure tailored for a specific
use case. LPBF works by melting different regions of a thin layer of metallic powder via
a high-power laser source according to the predefined part geometry and scan strategy.
The molten areas are then rapidly solidified as the energy source moves to other regions.
After that, another thin layer of metallic powder is deposited on top of the previous layer
by the recoater. These steps are repeated until the final structure is complete. At the
end of the production process, the component is made of fused powder particles [8, 9].
This layerwise process is schematically illustrated in fig. 1.1. LPBF systems offer a wide
range of process parameters, which can substantially change the resulting microstructure.
These parameters include laser scan strategy, scanning velocity, laser power, inter-layer
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time, layer thickness, and hatch distance.

Laser source

Scanning system

Recoater

Powder bed
Fabricated specimen

Build platfrom

Feed container

Powder delivery system

Figure 1.1: Schematic portrayal of LPBF process.

Different commercial alloys can be used as feedstock materials in the LPBF systems.
Ni-, Fe-, Cu-, Al-, and Ti-base alloys are some of the popular alloys widely utilized in
commercial LPBF systems. Final parts made by many of these alloys in the LPBF
systems have a layered morphology consisting of many different features spanning over
a large spectrum of length scales [10, 11], which have a significant impact on the final
mechanical properties. However, as explained before, the connection between these
process-specific features and the final material properties is not yet fully understood. One
of such aspects is the resulting mechanical anisotropy in LPBF parts, and in particular,
in stainless steel 316L produced via laser powder bed fusion (LPBF316L), which is the
material of choice in this work for the production of all test specimens. In the context
of this work, mechanical anisotropy refers to the property of certain materials, where
the mechanical behavior is dependent on the orientation of the material or specimen
as opposed to isotropic behavior, where the orientation has no effect on the material
properties. The cause of the resulting mechanical anisotropy in LPBF316L has been
attributed to different features [12], such as the interface between the layers. The
explanation for this argument is that oxidation, foreign particle inclusions, and defects
are more frequent in the vicinity of these interfaces due to the layerwise manufacturing
process [13–15]. Other frequently mentioned factors include the grain size, grain shape,
and grain aspect ratio in conjunction with the Hall-Petch effect [15–18]. This explanation
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may seem logical at first glance since, in conventional materials, the high angle grain
boundaries are a major hindrance to dislocation glide [19,20]. Therefore, if in LPBF316L,
dislocations have to cross a different number of such barriers in various directions, then
anisotropy could be attributed to this phenomenon. However, several authors believe
that the mechanical properties of LPBF316L are directly linked to its subgrain structure,
predominately its fine-scaled dendritic and cellular substructure, and not to the high
angle grain boundaries [10, 21, 22]. The usually higher ultimate tensile strength and
strain at breakage have also been attributed to these unusual and highly oriented cellular
substructures [23], which were also reported by many separate research groups and for
a variety of different processing parameters [10, 13, 22, 24–28]. It is also speculated that
RSs [29–33] and melt pool boundaries [34] might play a role regarding the mechanical
anisotropy of LPBF316L. The microstructure of as-built AM parts usually displays a
preferred crystallographic orientation. Therefore, similar to the findings for conventional
metallic materials [35–37], the crystallographic texture has been repeatedly linked to the
mechanical anisotropy of LPBF316L [3, 18, 38, 39]. Some researchers [16, 22, 25, 40, 41]
believe that the crystallographic texture combined with different deformation mechanisms,
such as dislocation slip and twinning, is the underlying cause for the observed directional
dependency of material properties. The authors explain this behavior by arguing
that depending on the crystallographic texture and loading direction, the deformation
conditions become more favorable for either twinning, dislocation slip, or any other
competing mechanisms. Moreover, the reported directional dependency of LPBF316L
differs significantly and is even contradictory in various studies [32].

All these mentioned factors indicate that the underlying cause of anisotropy in LPBF316L
isn’t fully understood and that further analysis is required to eliminate these uncertainties.
More importantly, based on the state of the research, the numerical modeling aspect of
the anisotropic response of LPBF316L also calls for more attention, which is beneficial in
understanding and isolating the main contributing factors. Accurate numerical models
are also necessary for designing parts and ensuring that they meet the required standards.
This is even more crucial for parts to be used in safety-critical domains. The issue of
anisotropy is relevant for many different applications like topology optimization [42–45],
designing of lattice structures [44, 46–48], simulation of thermophysical processes during
the AM process for the determination of the residual stress state [45, 49–52], predicting
the machinability and tool wear [53], fabrication of functional medical implants [1,54,55],
and aero engines [1, 56–58]. It is emphasized that anisotropy isn’t only crucial for the
listed use cases. It plays a vital role in every scenario, where the mechanical response of
the final part has to be calculated. Thus, it is clear that having a better understanding
of the origin of the mechanical anisotropy in LPBF316L and having an accurate and
reliable numerical framework for predicting the material response for any desired loading
condition is very beneficial to the additive manufacturing community for the successful
fabrication of metallic components and for facilitating faster adoption rate.
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1 INTRODUCTION

The LPBF316L material is experimentally characterized utilizing several different
methods. Tensile, torsion, and shear tests, together with dynamic Young’s modulus
measurement, are used to determine the mechanical response of LPBF316L under various
loading conditions. Neutron diffraction experiments are employed to determine the RS
state inside different LPBF316L specimens and are also used to measure the lattice strain
evolution during tensile tests. Furthermore, the porosity and defect analysis is conducted
with X-ray micro computed tomography (µCT). Lastly, electron backscatter diffraction
(EBSD) measurements determine the morphological and crystallographic textures present
in several different LPBF316L specimens.

The numerical modeling of the deformation behavior of a polycrystalline material, on
the other hand, can be pursued on different length scales. The first group belongs to
the atomistic simulations [59–62, 62–64], which offer valuable insight into the underlying
physical phenomena, such as the formation of dislocations, defects, their interaction with
each other, and mechanisms related to the plastic deformation of crystalline materials.
However, these simulations are computationally very costly and can, therefore, be used
in very small regions, which usually embody a single or very few grains. On the next
logical length scale, a few hundred or thousand grains are included in the simulation,
usually in the form of a representative volume element (RVE). Using a RVE, it is possible
to create a statistically representative replacement of the actual material with all the
necessary features, such as the grain morphology, the phase decomposition, and the
crystallographic texture [65–67]. This step allows for the utilization of numerical models,
often referred to as crystal plasticity models [68–73], which can be used to both analyze
the underlying physical phenomena and also predict the average macroscopic response of
the material by making use of various homogenization techniques [68,71,74]. Such models
are more popular among researchers since they are computationally more efficient than
atomistic simulations and offer a greater range of applications. Although these models
can accurately predict the average material response under different loading conditions,
they also suffer from the same limitation similar to the atomistic simulations, which is
the overall high computational cost, preventing them from being used for the simulation
of actual components.

Phenomenological analytical yield functions have the highest numerical efficiency, enabling
them to be used to simulate large structures containing many millions of grains [75–78].
However, these improvements come at a cost, which in some cases renders these models
impractical on their own. The first limitation is that using these models alone makes it
impossible to directly include the effect of different microstructural features in the simula-
tion. The second limitation concerns the fact that these models require many constitutive
parameters to capture the complex underlying physical phenomena and retain the high
simulation accuracy observed in the crystal plasticity simulations. And the calibration of
these constitutive parameters requires experimental data obtained from many different
types of mechanical tests. Such an experimental characterization campaign is not
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feasible and renders most of these models unsuitable for many scenarios. On the other
hand, lowering the number of experiments often substantially reduces simulation accuracy.

Multiscale simulation frameworks were developed to solve these issues by combining
numerical methods on different length scales [68, 79–81]. One of the main advantages
of this approach is that it offers the possibility of simultaneously reducing the number
of actual experiments and retaining high simulation accuracy. This is possible by using
virtual experiments to replace real experiments, whereby the constitutive material
parameters of the models on the larger length scale are extracted from the virtual
experiments conducted on lower length scales. Virtual experiments make it also possible
to realize boundary conditions, which are physically not achievable. This approach
doesn’t completely eliminate the need for actual experiments. However, the experimental
efforts could be reduced substantially by employing this approach. However, there isn’t
a perfect solution covering all use cases, and there are many different possible ways to
combine these various models to create a multiscale simulation framework. Therefore, the
pursued goals determine the structure and requirements of the final numerical framework.
The multiscale simulation approach utilized in this work combines a micro and macroscale
model. It is highlighted that the terms nano, micro, meso, and macroscale aren’t strictly
defined and are sometimes used interchangeably. In this work, the terms micro and
macroscale are used to separate the crystal plasticity model from the analytical yield
function, respectively. This approach is chosen based on its success in the simulation
of the sheet metal forming process, where virtual experiments on the microscale are
used to extract the constitutive parameters of the macroscale model [68, 82–92]. More
importantly, in this framework, the micro and macroscale simulations are run separately
from each other, unlike some two-scale methods [74, 93–96], where during the entire
simulation, the material response in an integration point of the macroscopic model is
determined from the homogenized response of the underlying full-field crystal plasticity
simulations. These methods offer excellent simulation accuracy, especially for large
deformations, but are computationally much more expensive and require special care
during the numerical implementation.

The necessary steps required for utilizing the multiscale framework used in this work are
roughly as follows. First, the underlying physical mechanisms responsible for the plastic
deformation of the analyzed material have to be identified. Based on this information,
an appropriate crystal plasticity model has to be chosen. Third, a RVE has to be
created based on the extracted statistical data from the microstructure. Fourth, the
crystal plasticity model must be calibrated and validated using mechanical testing data.
Fifth, the parameters of the macroscale model are calibrated using virtual experiments
conducted with the CP model. Optionally and in the sixth step, the macroscale model is
validated using data obtained from mechanical tests on standard test specimens or actual
components. These steps describe this process in a very simplified manner. Many issues
and difficulties have to be addressed with care to avoid numerical errors and ensure the
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reliability and accuracy of the final framework, which are discussed in detail in this work.
Moreover, some aspects of this subject require additional modeling efforts, such as the
microstructure evolution and its connection to the plastic spin [97–99].

It should be noted that the AM process offers exceptional flexibility and has many param-
eters that can be varied to create a microstructure with unique features and properties.
However, such optimization isn’t part of this present work. The following main objectives
define the scope of this work:

• Characterization of the mechanical anisotropy in LPBF316L using various experi-
mental methods.

• Accurately modeling and predicting the mechanical response of LPBF316L on the
microscale using a crystal plasticity model and also determination of the deformation
mechanism or mechanisms, which dictate the material behavior on the microscale.

• Isolating the main contributing factors that have the highest impact on the mechan-
ical anisotropy of LPBF316L.

• Creating a multiscale simulation framework to transfer the micromechanical simu-
lation results to the macroscale by means of virtual experiments and by utilizing
appropriate homogenization and scale-bridging techniques.

• Addressing the numerical modeling aspect of microstructure evolution during large
plastic deformation by formulating a novel constitutive model for the plastic spin in
3D.

In essence, the final goals can be summarized as isolating and understanding the root
cause of anisotropy in LPBF316L and also accurately modeling and predicting the
deformation behavior of actual AM parts on the macroscale undergoing large plastic
deformations. These goals are achieved by using various experimental characterization
techniques and also by creating an efficient and reliable multiscale simulation framework,
where the effects of the microstructure evolution on the material behavior are captured
using a novel constitutive model for the plastic spin. For this purpose, this present work
is split into different chapters to cover the necessary topics required for fulfilling these
objectives.

In chapter 2, various experimental methods used for material characterization are
explained. The data obtained from these techniques are used for different purposes, such
as defect, residual stress, texture analysis, and calibration and validation of the numerical
models.

In chapter 3, first, the building blocks of the multiscale simulation framework are
formulated separately. After that, the scale-bridging approach connecting these two
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length scales together is presented.

In chapter 4, first, the experimental findings are analyzed. After that, the simulation
results for the microscale model and their implications regarding the anisotropy of
LPBF316L are discussed and, furthermore, validated using in-situ neutron diffraction
results. Moreover, the macroscale model is validated using the data obtained from shear
and torsion tests. Lastly, various vital aspects of the macroscale model are analyzed using
different virtual experiments.

In chapter 4.7, a complete summary of the findings and identified shortcomings are
presented.

Disclaimer: Please note that the experimental results presented in this work are part
of a much bigger project in Bundesanstalt für Materialforschung und -prüfung (BAM),
where different aspects of the AM process and the LPBF316L material are investigated by
several researchers and PhD students. Most importantly, the experiments weren’t carried
out by the author himself. However, these experiments were either conducted with the
request of the author and the author was involved in the planning of the them.
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2 Experimental material characterization

For a numerical model to be successful in accurately predicting the mechanical response of
a material under different loading conditions, it is crucial in the first place to have a clear
understanding of the underlying phenomena, which are mainly responsible for the observed
material behavior. Moreover, the AM process parameters and subsequent post-processing
of the specimens significantly influence the material properties and have to be taken into
account when analyzing such materials. Therefore, all required steps for producing the
LPBF316L specimens and the employed characterization methods are explained in this
chapter and are as follows:

• In section 2.1, the processing conditions of LPBF system for the production of test
specimens are described. Moreover, all different specimen geometries and the corre-
sponding scan strategies are illustrated.

• In section 2.2, the required post-processing steps for the machining of the test spec-
imens are described, which include the Young’s moduli, tensile, torsion, and shear
specimens.

• In section 2.3, the test conditions during the mechanical testing of tensile, shear,
and torsion specimens are explained.

• In section 2.4, the measurement of dynamic Young’s moduli and its advantages over
conventional methods are discussed.

• In section 2.5, it is shown why and how µCT is employed to analyze the defects
inside of the LPBF316L specimens.

• In section 2.6, the details of the experimental residual stress measurement are laid
out.

• In section 2.7, the EBSD measurements and their importance for the texture analysis
are described.

• In section 2.8, it is clarified how the in-situ neutron diffraction experiments are used
for the determination of the lattice strain evolution during tensile deformation.

2.1 Material and laser powder bed fusion processing conditions

The most important parameters to be specified during the AM process are the laser
scan strategy, scanning velocity, laser power, inter-layer time, layer thickness, and hatch
distance. The LPBF316L specimens for this work were all produced using a commercial
LPBF system SLM280HL (SLM Solutions Group AG, Germany), equipped with a single
400 W continuous wave ytterbium fiber laser. The feedstock material was commercially
available gas atomized 316L raw powder with spherical particle morphology and an
apparent density of 4.58 g/cm3, and a mean diameter of 34.69µm, according to the
information provided by the supplier. The cumulative mass values of the particle size
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2 EXPERIMENTAL MATERIAL CHARACTERIZATION

distribution were: D10 = 18.22µm, D50 = 30.50µm, and D90 = 55.87µm. More details
about the powder are available in [100, 101]. Argon gas was used during the process
as the shielding gas with an oxygen content below 0.1 %. Moreover, during the whole
process, it is ensured that a gas flow is present from the right to the left side of the
building chamber, whereby the gas flow is adjusted to be slightly above the powder bed
with a flow velocity between 19 m

s and 21 m
s . Before the start of the AM process, the

base plates were heated to 100 ◦C and kept at this temperature. The process parameters
were chosen as follows: scanning velocity of 700 mm/s, laser power of 275 W, and hatch
distance of 0.12 mm. An alternating meander stripe scanning strategy was applied. The
scanning pattern was rotated by 90 ◦ from layer to layer. Two different values for the
layer thickness were used for the production of the samples: 30µm and 50µm.

In total, three types of specimens were manufactured: towers of the dimensions
(13×20×112) mm3 with 50µm layer thickness, walls of the dimensions (13×80×80) mm3

with 50µm layer thickness, and walls of the dimensions (13 × 80 × 80) mm3 with 30µm
layer thickness, see fig. 2.1. The dimension of the vertically produced walls in the build
direction (Z-Axis) was 82.5 mm for the compensation of the cutting waste during the
removal of the walls from base plates. The tower specimens were produced in three
different inclinations: 0 ◦ (Z-Axis dimension 22.5 mm), 45 ◦ (Z-Axis dimension 90.9 mm),
and 90 ◦ (Z-Axis dimension 114.5 mm) relative to the build plate. The scan vectors used
for the production of the 45 ◦ and 90 ◦ towers were parallel to the edges of the specimens
and were not split into different sections. For the walls and 0 ◦ towers, the scan vectors
were rotated about 45 ◦ along the build axis in order to avoid high RSs and splitting
of scanning vectors into stripes. The different types of geometries produced during the
AM process and the corresponding scan strategies are shown in fig. 2.1. For the purpose
of having a comparable microstructure in all of the specimens, the inter-layer time was
kept constant at a value of approximately 65 s, according to [100]. Before removing the
specimens from the base plate, all the specimens were heat-treated at 450 ◦C for 4 h under
argon gas atmosphere to reduce the RSs. This temperature was chosen in order to avoid
substantial changes in the microstructure.

The 30µm and 50µm walls, together with the 50µm towers, were used for producing
different test specimens. The manufacturing process is explained in detail in the next
section. In summary, the in-situ neutron diffraction specimens were extracted from the
30µm walls, which are used to analyze the evolution of lattice strains during tensile tests.
All normal tensile specimens were manufactured from 50µm towers and walls. Similarly,
the dynamic Young’s moduli specimens were extracted from a single 50µm wall. Lastly,
the torsion and shear specimens were manufactured from 0 ◦ towers with 50µm layer
thickness. However, the scan strategy for these specimens was rotated in comparison to
the 0 ◦ towers used for the manufacturing of the tensile specimens, as illustrated in fig.
2.1. This adjustment is made mainly to validate the macroscale model and demonstrate
the capabilities of the multiscale simulation approach employed in this work.
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2.2 Machining of test specimens
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Figure 2.1: Schematic portrayal of all geometries and the corresponding scan strategies.
Note that in total three different types of specimens were produced: towers with 50µm
layer thickness, walls with 50µm layer thickness, and walls with 30µm layer thickness.

2.2 Machining of test specimens

The characterization of the material properties of LPBF316L in this work is achieved by
using different types of mechanical testing. For this purpose, dynamic Young’s modu-
lus, tensile, shear, and torsion specimens were manufactured from the towers and walls
produced using LPBF. All manufactured test specimens are listed in table 2.1. Ten-
sile specimens made from towers were turned and subsequently ground from the middle
section of each tower. Two additional steps were required for the production of tensile
specimens and Young’s modulus from the wall. In the first step, the walls were symmet-
rically plane ground to a thickness of 12 mm. In the second step, blocks were cut out
from the walls using electrical discharge machining (EDM), which were then used for the
machining of tensile specimens. In fig. 2.2, the extraction positions of these blocks are
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2 EXPERIMENTAL MATERIAL CHARACTERIZATION

shown. Moreover, milling and surface grinding were the last machining steps for producing
the Young’s modulus specimen. The Young’s modulus specimens come with a rectangu-
lar cross-section and a dimension of (3 × 6 × 64) mm3. The planes of Young’s modulus
specimen are parallel with a ±1 % accuracy. For the calculation of the dynamic Young’s
moduli, the exact dimensions and weight of the test specimens are needed, which were
determined by a caliper gauge (Model CD-20D, accuracy: ±10µm, Mitutoyo Deutschland
GmbH, Germany) and an outside micrometer (Model 232871, accuracy: ±1µm, Vogel
Germany GmbH, Germany) and with a precision balance (accuracy: ±0.001 g, Sartorius
AG, Germany), respectively. One torsion and two shear specimens were machined from
the 0 ◦ towers, additively manufactured using the scan strategy 1. The torsion specimen
was turned and subsequently ground from the middle section of the tower. The shear
specimens were cut from the towers using EDM, with the flat side of the specimen being
parallel to the top surface of 0 ◦ towers. The exact geometries used for the tensile, torsion,
and shear specimens are shown in figs. 2.3, 2.4, and 2.5. The tensile specimens used for
the in-situ neutron diffraction experiments were manufactured from the 30µm walls. The
manufacturing process was similar to the tensile specimens. However, the neutron diffrac-
tion specimens were slightly larger than the specimens used for the conventional tensile
testing.
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Figure 2.2: Position of extracted tensile and Young’s modulus specimens in the wall.
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Table 2.1: Overview of all test specimens.

0◦ scan strat. 1 0◦ scan strat. 2 45◦ 90◦

Tower 50µm
Tensile

- 2 2 1

Wall 50µm
Tensile

- 2 2 2

Tower 50µm
Young’s modulus

- 1 1 1

Tower 50µm
Shear

2 - - -

Tower 50µm
Torsion

1 - - -

Wall 30µm
Tensile

- 2 - 2

2.3 Mechanical testing

Tensile tests provide the stress-strain curves that characterize the material’s mechanical
performance and are required in this work for the calibration and validation of the
micromechanical model. These tests were conducted according to DIN EN ISO 6892-
1 [102] (Method A, strain rate range 2) at room temperature, whereby a 100 kN Instron
testing machine (Model: 4505, Instron GmbH, Germany) was used, which was calibrated
according to DIN EN ISO 7500-1 [103] (Force, class 1) and DIN EN ISO 9513 [104]
(Displacement, class 1). The tensile tests were strain-controlled. Switching to crosshead
speed control was not necessary since all specimens failed before exceeding the maximum
range of the extensometer. An extensometer (Model: 632.12C-21, MTS Systems GmbH,
Germany) with 25 mm gauge length was used to obtain the experimental strain values.
The extensometer was calibrated according to DIN EN ISO 9513 [104] (class 0.5) between
−10 % and 50 % strain.

The torsion and shear tests were conducted using a custom-made universal
100 kN/1000 Nm testing machine in order to obtain the torsional moment-angle and shear
force-displacement curves necessary for validating the macroscale model. All test data are
obtained using the built-in sensors of the testing machine. Torsion and shear tests provide
important information regarding the microstructure evolution during large deformations
overlapped with large rotations since both of them represent a simple shear.
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2.4 Dynamic Young’s modulus determination

2.4 Dynamic Young’s modulus determination

The Young’s modulus is of fundamental importance when dealing with metallic materials
in engineering and science, especially in areas such as buckling analysis, fracture mechan-
ics, lattice defects, and creep [105]. The Young’s moduli can also be used for validation
purposes. In this work, the experimentally measured Young’s moduli are used to analyze
the accuracy of the single crystal elastic constants of the stainless steel 316L and also the
quality of the determined crystallographic textures. The Young’s moduli can be exper-
imentally measured using different techniques. In this work, both tensile tests and the
resonance method are employed for this purpose. However, dynamic techniques offer an
overall higher accuracy when compared to static methods. Moreover, ease of specimen
preparation and a wide variety of allowed specimen shapes and sizes are other advantages
of the dynamic techniques [106, 107]. The dynamic Young’s moduli were determined at
room temperature according to ASTM E1876 [108] using an Industrial testing machine
(Model: GrindoSonic MK5, GrindoSonic BVBA, Belgium) and a network analyzer (Model:
HP8751A, Agilent Technologies, Inc., United States). When using the resonance method,
fundamental resonance frequency, dimensions, and mass of the test specimens are required
to determine the dynamic Young’s moduli. Oscillatory displacements with small strains
and relatively high strain rates are used to measure the elastic properties. It should be
noted that the elastic properties determined using dynamic methods are also called adi-
abatic constants, which exhibit slightly higher values compared to the isothermal elastic
properties determined using slow or static loadings [109]. A singular strike with an impulse
tool is used to excite the specimen and measure the resonance frequency. Furthermore, a
transducer is used to convert the mechanical vibrations into electrical signals, which are
then analyzed in subsequent steps.

2.5 Porosity and defects analysis

The role of microstructural defects in AM is not yet fully understood. In the case of
mechanical anisotropy, some researchers believe that microstructural defects are a con-
tributing factor [13–15]. To assess the plausibility of this claim for the employed process
parameters and analyze the overall quality of the produced specimens, six tensile speci-
mens we examined for porosity by µCT. Three of these specimens were extracted from a
wall, and three were from the towers. The chosen specimens were of three different incli-
nations in both cases: 0◦, 45◦, and 90◦. A commercial µCT scanner (Model: GE v|tome|x
180/300, Baker Hughes, United States) was used to analyze the specimens. The following
parameters were used during the analysis: voltage of 200 kV, a current of 50µA, and a
silver prefilter of 0.25 mm thickness. The acquired data were post-processed using the
commercial software VG Studio MAX Version 3.2 (Volume Graphics GmbH, Germany).
The gauge volume where the pores were detected had a length of 16 mm around the center
of the specimens. During the experiments, only defects larger than 20µm were detected
since the achieved voxel size was 10µm.
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2 EXPERIMENTAL MATERIAL CHARACTERIZATION

2.6 Residual stress measurements

To have a better understanding of the role of RSs, they are often categorized by different
length scales and into three main groups. Type I, II, and III refer to RSs on macro,
micro, and nanoscale, respectively. Type II and III RSs have a minimal impact on the
mechanical properties of the final part. However, type I RSs could influence the material
performance and integrity of the final part [110]. Thus, only the Type I RSs are analyzed
in this work to identify their impact on the mechanical anisotropy observed in LPBF316L
specimens. Moreover, this analysis will determine if RSs have to be included in the
numerical simulations or if they can be ignored. Different methods are available for the
measurement of RSs. X-ray and neutron diffraction are the most common non-destructive
methods for measuring the RSs near the surface and in the bulk material, respectively.

The type I RSs in this work were measured in the bulk of six tensile specimens with the neu-
tron diffraction method using the angular-dispersive diffractometer E3 at the Helmholtz
Zentrum Berlin, Germany. Details of the measuring instrument are outlined in [111]. The
Fe-311 reflection was recorded using a wavelength of ≈ 1.476 Å and the corresponding 2θ
angle of 86◦. The {311} reflection was chosen since, in literature, it is reported that it
behaves similar to the bulk material in the elastic region, and it has a lower tendency to
form intergranular strains [112–114]. The strains were measured along three orthogonal
orientations, which were parallel to the edges of the tower and wall. These measured
strains were then used to calculate the triaxial RSs. It is highlighted that for the deter-
mination of the strains, the stress-free reference lattice spacing has to be known. For this
purpose, small cubes of dimension (3 × 3 × 3) mm3 were cut by wire EDM in the vicinity
of the gauge length of the tensile specimens extracted from the wall. The lattice spacing
measured for these small cubes is then used as the stress-free reference since it is assumed
that the macroscopic RSs are fully relaxed in these small cubes [113,115]. Moreover, it is
assumed that using wire EDM prevents the insertion of additional RSs into these small
cubes and that it only has an influence on a thin layer near the surface, which does not play
a role during the bulk measurements using neutron diffraction. Following this approach,
the stress-free reference values were determined for the three orthogonal directions. Sub-
sequently, these values were averaged to minimize the influence of microscopic RSs. With
the stress-free reference lattice spacing and the lattice spacing measured in the tensile
specimens, it is possible to calculate the strains, which in turn can be used to calculate
the RSs. The RSs in this work are calculated using Hooke’s law:

σij = λhklεhkl
kk δij + 2µhklεhkl

ij , (2.1)

σij and εhkl
ij are the stress and the measured lattice strain, respectively. The Lamé

constants λhkl and µhkl are calculated using lattice plane specific Young’s modulus Ehkl

and Poisson’s ratio νhkl. It should be noted that the data needed for the calculation of the
RS for the Tower 90 ◦ tensile specimen were acquired during two separate measurements.
For the subsequent data analysis and merging, an angular offset of approximately
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0.02 ◦ was applied due to different experimental conditions. The Young’s modulus and
Poisson’s ratio, which were used for the calculation of the RSs, were determined in [116]
for the {311} reflection. The calculations were based on the model of Kröner [117],
whereby a random texture and measured single crystal elastic constants (SCEC) were
used. The resulting Young’s modulus of 184 GPa and Poisson’s ratio of 0.294 were used
in this work for the calculation of the RSs. By using these values, isotropic material
behavior is assumed, similar to recently reported work on LPBF316L [116]. However, it
is noted that the LPBF316L in this work exhibits anisotropic material behavior, which
results in anisotropy of the diffraction elastic constants (DECs). This is caused by the
non-random crystallographic texture present in LPBF316L and influences the calculated
RSs. The anisotropic DECs were omitted for the calculation of the RSs since the isotropic
condition is sufficient for the analysis of the RSs in this work. Moreover, the experimental
determination of the anisotropic DECs requires a lot of work.

For the determination of the RSs in each specimen, three planes were chosen, which were
distributed 18 mm away from each other and along the height of the specimen. And on each
plane, five measurement positions were used for the determination of the RSs. Hence, for
each specimen, in total, fifteen measurement positions were experimentally investigated,
see fig. 2.6. The gauge volume during the neutron diffraction experiments was (2 × 2 ×
2) mm3. The data analysis software for these experiments was StressTexCalculator [118].
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Figure 2.6: Three planes along the height of each specimen labeled as Bottom, Middle,
and Top, were used to measure the RSs during neutron diffraction experiments. And on
each plane, five positions were specified for these measurements, which are shown on the
right side. It is highlighted that the sample coordinate system (X,Y,Z) is different from
the coordinate system in fig. 2.1 and this cartesian coordinates (CCO) is used to analyze
the residual stresses in section 4.1. For an easier comparison, the coordinate system is
chosen such that X and Y are always parallel to the edges of the as-built specimens
irrespective of the employed scan strategy. Furthermore, Z has always the same alignment
as the loading axis.
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2.7 Electron backscatter diffraction measurements

The mechanical performance of a metallic specimen is directly linked to its microstructure.
Hence, having reliable and representative data about the microstructure can significantly
improve the modeling effort. Electrons are ideal for extracting microstructural informa-
tion from a specimen since, by using them, the probe size becomes much smaller than
the microstructural units. Thus, up until the 1980s, transmission electron microscopy
(TEM) was the primary method used for analyzing the microstructure. However, in
recent years, an enhanced scanning electron microscope (SEM)-based technique has been
extensively developed for texture analysis, known as electron backscatter diffraction or
EBSD. Using EBSD, it is also possible to identify phases and do strain measurements.
One of the main advantages of this method is the rapid automated diffraction analysis,
which is used to obtain high-resolution spatial information about the grain morphology
and crystallographic texture. The EBSD technique works by using the patterns, which
are created by the backscattered electrons. These electrons are diffracted from the surface
of the specimen, which is positioned within the SEM sample chamber and with a certain
orientation relative to the electron beam source. Computer algorithms then extract the
crystallographic orientation from the experimentally obtained diffraction patterns [119].

To have high-quality orientation maps, it is necessary to prepare the surface of the
specimen. For this purpose, all specimens were ground using emery papers with 180, 320,
600, and 1200 grits. This was followed by a polishing step using clothes with 3µm and
1µm particle suspensions. In the final surface preparation phase, the specimens were
electro-polished on Struers Lectropol-5 (Struers GmbH, Germany) device using standard
electrolyte A2. Leo Gemini 1530 VP (Carl Zeiss Microscopy GmbH, Germany) was used
as the SEM machine, equipped with a high-resolution EBSD detector e−FlashHR+ (Bruker
Corporation, United States). The software package ESPRIT 1.94 (Bruker Corporation,
United States) was used for the subsequent data analysis. Different specimens and regions
were used for the data acquisition, which are listed as follows: the middle section of a
Tower 90 ◦ specimen, the top section of a Tower 45 ◦ specimen, and specimens extracted
from one of the 30µm walls and the 50µm walls. In total, nine different regions were used
during the EBSD measurements for the extraction of the representative microstructural
data, see fig. 2.7. The samples were orientated with an angle of 70 ◦ inside the SEM
machine. The measurements were done using electrons of 20 kV energy, 11.9µm pixel
size, 17 ms exposure time, 10 nA beam current, and pattern size of 160 × 120 pixels.

It is worth noting that the EBSD maps play a crucial role in this work since they are
used for different tasks, such as analyzing the grain morphology and the crystallographic
texture, which are directly linked to the material behavior. Moreover, these results are
used as an input to the CP model and also for the calibration of the plastic spin model.
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Figure 2.7: Location of different regions used during EBSD analysis (blue surfaces). Two
(3 × 4) mm2 EBSD measurements are from the middle section of a Tower 90 ◦ specimen,
one (3 × 4) mm2 EBSD measurement from the top section of a Tower 45 ◦ specimen,
eight (3 × 4) mm2 measurements from one of the 50µm walls, and sixteen (3 × 4) mm2

measurements from one of the 30µm walls.

2.8 In-situ neutron diffraction tensile experiments

In-situ neutron diffraction experiments can be used to investigate important aspects of
the deformation at the micromechanical level. Like the SEM measurements, neutron
diffraction analysis uses diffraction patterns to obtain the desired pieces of information.
However, instead of an electron beam, a neutron beam is employed, which is capable of
penetrating the bulk material contrary to the electron beam, which is diffracted from
the surface of the specimen. This makes the in-situ neutron diffraction experiments very
useful for analyzing the bulk of the specimens. After obtaining the diffraction profiles for
different crystallographic grain families, they can be used to track and examine the evolu-
tion of lattice strain during the deformation of these crystallographic grain families. The
in-situ neutron diffraction experiments to determine lattice strain evolution during tensile
tests are conducted using the time-of-flight (TOF) instrument ENGIN-X at the spallation
source, ISIS Neutron, and Muon Source at Harwell, UK. An idealized TOF transmission
instrument uses a pulsed point neutron source and a point detector to determine the
wavelength of a neutron at the detector based on its TOF t from the neutron source.
Moreover, this wavelength can be linked to the lattice spacing of a crystallographic
plane family by using Bragg’s law [120] and the diffraction angle. This measured lattice
spacing is then used to calculate the residual strains for a specific crystallographic grain
family similar to the to the type I residual stress measurements described in section 2.6.
However, instead of only measuring the lattice spacing for the {311} grain family, other
grain families of interest are also analyzed. This is possible since the beam of neutrons
going through a polycrystal is diffracted at different angles. Therefore, each diffraction
peak is related to a single crystallographic grain family. [121–123]

In the TOF experiments, the gauge volume was 4 mm × 4 mm × 4 mm. After these
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2 EXPERIMENTAL MATERIAL CHARACTERIZATION

experiments, the acquired data sets were subjected to a Pawley refinement and single
peak fitting over the six most intense lattice reflections, {420}, {331}, {311}, {220},
{200}, and {111} [124,125]. This post-processing analysis was conducted using the Open
GENIE software suite [126, 127]. The ENGIN-X detector coverage is 28◦ − (±14◦) in
the diffraction plane and 42◦ − (±21◦) perpendicular to the diffraction plane. These
ranges have to be accounted for in the crystal plasticity simulations and are labeled as
normal and radial direction, see fig. 2.8. A 100 kN Instron testing machine (Instron
GmbH, Germany) was used for the in-situ tensile tests. Moreover, the reference lattice
spacing for calculating the residual strains was determined at a load of 5 MPa, which
doesn’t account for the initial residual strains possibly present in the test specimens at
the beginning of the experiment. Tensile tests were conducted for two 30µm specimens
with 0◦ and 90◦ inclinations. An Instron (Instron GmbH, Germany) extensometer with
12.5 mm gauge length was used to measure the macroscopic strains at a frequency of
1 Hz. The experiments were conducted in load control up until 390 MPa and 355 MPa for
the 0◦ and 90◦ specimens, respectively. After reaching these stress levels, the tests were
continued in displacement control mode. The time for acquiring the neutron diffraction
pattern was approximately 10 minutes. Finer details about the experimental setup are
shown in [123].

The results of the neutron diffraction experiments are important in this work since they
offer an insight into the deformation behavior of different grain families during tensile tests
and are thus, complimentary to the conventional tensile test results, where the average
elasto-plastic behavior of all different grain families is analyzed. These results will be
used for the validation of the CP model and, more specifically, for the validation of the
assumptions made about the dominating deformation mechanism at the microscale.

Radial

Radial

NormalNormal

Inclination: 90◦

Normal

Normal

RadialRadial

Inclination: 0◦

Figure 2.8: Labeling of normal and radial direction for the in-situ tensile experiments.
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3 Multiscale modeling of anisotropic yield behavior

The modeling approach taken in this work consists of two separate scales. On the mi-
croscale, a CP model is employed to capture the physical phenomena which dominate the
anisotropic material behavior. This is done for two main purposes. First, the CP simula-
tion results will give insight into the main underlying factor contributing to the mechanical
anisotropy of LPBF316L. Second, the CP model is used to conduct virtual experiments,
which can fully replace costly and time-consuming real experiments in order to calibrate
the macroscale model. This approach is beneficial for the macroscale model since it allows
for the implementation of complex constitutive models with a higher number of material
parameters, which are very cumbersome to calibrate experimentally. Thus, the modeling
aspect of this work is split as follows:

1. In section 3.1, the basic mathematical requirements and assumptions are presented,
which are valid for both the micro and macroscale.

2. In section 3.2, the modeling approach at the microscale is presented, which includes
the CP model formulation combined with the most important numerical aspects.

3. In section 3.3, the macroscale model is derived in a co-rotational framework using
a Barlat-type yield function, a modified Ludwik hardening law, and a constitutive
model for the description of plastic spin to account for the effects of large deforma-
tions and also the evolution of the microstructure under different types of bound-
ayr conditions. Furthermore, a robust algorithm is developed satisfying the strict
requirements, such as incremental objectivity, necessary for the correct numerical
implementation.

4. In section 3.4, the procedures for the calibration of these two models combined with
the scale-bridging approach connecting them together are explained fully in detail.

3.1 A brief introduction of some basic concepts used in continuum me-
chanics

Mathematical models are needed to describe the changes made to a material point of the
body when external loads are applied. This can be achieved by means of conservation
laws, which describe the temporal and spatial evolution of conserved quantities like mass,
momentum, and energy [128]. The balance equations can be written both in spatial and
material configuration and are one of the foundations of numerical simulations [129].
In this section, the Einstein notation and a Cartesian coordinate system are used. To
distinguish between the spatial and material configuration, we look at a material body
B. We assume that this body is made of an infinite number of material points. This
body can occupy regions in the three-dimensional space at different times. Thus, it can
have different configurations, see fig. 3.1. B0 displays the configuration at time t = 0 and
is called reference configuration. For solids, it is helpful to choose the undeformed state
as the reference configuration. Bt describes the current configuration of the material
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body [130,131].

B0

X

Bt

x

χ

u

Reference configuration

Current configuration

Figure 3.1: Movement of a material point.

Each material point of the body B0 in the reference configuration can be uniquely identi-
fied using a position vector X. The position vector x(t,X) describes the position of the
material points of the body Bt in the current configuration. Thus, it is a function of the
position vector X and time t. The mapping χ(t,X) maps the material points of the body
B0 on the current configuration Bt. The opposite is also possible with:

x = χ(t,X) , X = χ−1(t,x) . (3.1)

Here, it is assumed that this mapping is reversible. This condition is satisfied if the
determinant of the deformation gradient is greater than zero:

det(Fij) > 0 , Fij = ∂χi

∂Xj
. (3.2)

The deformation gradient tensor F describes the local deformation at a material point
of the body B0 with position vector X. The deformation is characterized by means of
homogeneously mapping the material lines, which consist of the same material points, from
reference configuration B0 onto the current configuration Bt [130, 131]. Any invertible
deformation gradient F which is the primary quantity used for calculating various different
stress and strain measures, can be uniquely decomposed into two separate tensors [130]:

F = R · U = V · R . (3.3)

The tensor R is a proper orthogonal tensor which is often called the rotational part of
the deformation gradient since it describes a rigid-body rotation. U and V are positive
definite symmetric tensors and are called the right and left stretch tensors, respectively.
Many other essential quantities are calculated using the deformation gradient F. One
of them is the velocity gradient L, which is used to quantify the relative velocity of two
neighboring positions in the current configuration:

L = Ḟ · F−1 . (3.4)
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3.1 A brief introduction of some basic concepts used in continuum mechanics

To successfully describe the plastic deformation of a deformable body using a material
model, one has to have a mathematical concept of the plastic deformation in the first
step. Two different approaches are available when dealing with the plasticity of crystalline
metals. One of them is the additive decomposition of the strain measure into elastic and
plastic parts, which is usually used when dealing with small deformations:

ε = εe + εp . (3.5)

ε, εe, and εp are the total strain, the elastic part of the strain, and the plastic part of the
strain, respectively. The other approach, called finite strain plasticity, is more suitable for
large deformations [132–134]. In the finite strain plasticity, it is assumed that the defor-
mation gradient F and the velocity gradient L contain both the elastic and plastic parts of
the deformation. The first assumption is that there exists an intermediate configuration
that corresponds to a state of the body in which the elastic part of deformation is un-
loaded, and only the plastic part of the deformation remains. In this state, it is assumed
that the lattice coordinate system coincides with the fixed laboratory system [130]. Based
on these assumptions in the work of [135] the multiplicative decomposition of the total
deformation gradient is proposed:

F = Fe · Fp. (3.6)

In this framework, it is assumed that the transformation from the reference configuration to
the intermediate configuration is described by the plastic part of the deformation gradient
Fp, which does not alter the crystal orientation or the lattice frame. The plastic part of
the deformation gradient Fp can itself be decomposed into a plastic shape change and a
rotational part, similar to eq. (3.3). The mapping from the intermediate configuration to
the current configuration is made possible by the elastic part of the deformation gradient
Fe, which describes the stretching of the crystal lattice and the potential rotation of it,
see fig. 3.2.

B0

Fp

Bt

Reference configuration
Current configuration

Intermediate configuration

Bi

Fe

F

Figure 3.2: Multiplicative decomposition of the total deformation gradient.

It should be noted that, in reality, there is no way to uniquely decompose the total deforma-
tion gradient F into its elastic and plastic parts. This results from the spatial heterogeneity
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of plastic deformation, which causes the elastic and plastic parts of the deformation gra-
dient to have equal and opposite incompatibilities [130]. Thus, it is impossible to have a
stress-free intermediate configuration in which the elastic deformation is completely un-
loaded. However, these assumptions are still very useful when formulating a material
model to describe the plastic deformation of crystalline metals caused by dislocation slip.
Following the multiplicative decomposition of the total deformation gradient F one can
also derive an expression for the velocity gradient L:

L = Ḟ · F−1

= ∂ (Fe · Fp)
∂t

· Fp−1 · Fe−1 = Ḟe · Fp · Fp−1 · Fe−1 + Fe · Ḟp · Fp−1 · Fe−1

= Ḟe · Fe−1 + Fe · Ḟp · Fp−1 · Fe−1 = Le + Fe · Lp
I · Fe−1 . (3.7)

It should be noted that despite the multiplicative decomposition of the total deformation
gradient F, the decomposition of the total velocity gradient L becomes additive [130].

The conservation equations describe the temporal and spatial changes of a conserved
quantity based on the fluxes through the surface of the body and the sources in the body
itself. When dealing with a conserved quantity, it is assumed that it is additive and
continuous inside the body. Conservation laws can be formulated both in their local or
global form [129]. The general global form of a conservation law for open volumes can be
formulated as follows [136]:

d
dt

∫
Ω(t)

ψ dV −
∮

∂Ω(t)

ψ(w − v) · n dA+
∮

∂Ω(t)

φ · n dA−
∫

Ω(t)

ζ dV = 0 . (3.8)

The above conservation law is formulated in the current configuration. ψ, v, w, n, φ,
and ζ are the conserved quantity, speed of the material points of the body, speed of the
region Ω(t), normal at the surface, the non-convective flux through the surface, and the
volumetric sources inside the region Ω(t), respectively. The local form of the conservation
law is then obtained by transforming the surface integrals into volume integrals using
Gauss and Reynolds transport theorem and then imposing the condition that the derived
expression must hold for each volumina:

∂ψ

∂t
+ ∇ · (ψ v) + ∇ · φ − ζ = 0 . (3.9)

ψ, φ, and ζ in the eq. (3.9) can be replaced by appropriate conserved quantities. In case
of ψ = ρ, φ = 0 and ζ = 0 one obtains the law of conservation of mass:

Invariant form: ∂ρ

∂t
+ ∇ · (ρv) = 0 ,

Index notation: ∂ρ

∂t
+ ∂

∂xk

(
ρvk

)
= 0 . (3.10)
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With ψ = ρv, φ = −σ, and ζ = ρg the law of conservation of momentum is obtained:

Invariant form: ∂ρv

∂t
+ ∇ · (ρv ⊗ v − σ) = ρg ,

Index notation: ∂ρvi

∂t
+ ∂

∂xk

(
ρvivk − σik

)
= ρgi . (3.11)

Both of the conservation laws are formulated in the current configuration. ρ, v, σ, and g

are the mass density, speed, Cauchy stress tensor, and the volumetric force, respectively
[136]. The most important conservation law for this work is the conservation of momentum,
since it is required to calculate the stresses within a body. Assuming a quasi-static state
(|ρv̇| ≪ |∇ · σ| and |ρg| ≪ |∇ · σ|) then eq. (3.11) reduces to:

∇ · σ = 0 . (3.12)

Similarly, the local form of the conservation of momentum can be derived for the reference
configuration [130]:

∇ · P = 0 . (3.13)

P is the first Piola-Kirchhoff stress and is related to the Cauchy stress by:

P = Jσ · F−T . (3.14)

J is the determinant of the total deformation gradient F. The main tasks remaining for the
numerical calculation of stresses inside a body are first formulating a proper material model
and employing a suited numerical method for solving the arising differential equations. In
this work, two separate methods are employed for solving the differential equations. For
the microscale model, an FFT-based solver is chosen [71]. For the macroscale model, a
finite element method (FEM) solver is employed [132–134].

3.2 Crystal plasticity framework for the microscale simulations

3.2.1 Crystalline metals

CP is a collective term used for describing the microstructural defects and deformation
mechanisms that contribute to the elastic-plastic behavior of metals. Dislocation slip,
martensite formation, and mechanical twinning are the main contributing mechanisms
to the plastic deformation of crystalline metals at ambient temperature. However,
mechanical twinning and martensite formation have a more substantial impact on
hardening and flow stress behavior than plastic shape change. Thus, the dislocations
become the most important lattice defects and the primary focus when investigating the
plastic deformation of crystalline metals on the microscale since they are the primary
carriers of plastic deformation [130].

The arrangement of the atoms in a crystalline metal is not random. It follows a
periodic structure, which can be visualized in a very simplified form using lines in a
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three-dimensional space, see fig. 3.3. Using this approach, the space is divided into
parallelepipeds which are the building blocks of a defect-free crystalline metal and are
also called unit cells. Moreover, the unit cell can be used to define the crystallographic
directions and planes, which are very helpful when analyzing the crystallographic
textures and also conducting CP simulations. FCC, body-centered cubic (BCC) and
hexagonal close packed (HCP) crystals are the most common crystal structures among
the metals. LPBF316L in this work has a FCC crystal structure. In a FCC crystal
we have: az = bz = cz and αz = βz = γz = 90◦. Moreover, Miller indices are used
to specify certain crystallographic planes and directions. In cubic crystal, the Miller
indices (111), (111̄), (11̄1), and (1̄11) build a crystallographic plane family which is
referred to as {111} and has the closest packing of the atoms, see fig. 3.4. Similarly, the
direction vectors [111̄], [1̄11], [1̄11̄], and [1̄1̄1̄] build the crystallographic group ⟨111⟩. The
importance of these crystallographic direction vectors and planes becomes clear when
defining the slip direction and planes for the dislocations. Going forward, the crystallo-
graphic plane families and direction vectors are designated by { } and ⟨ ⟩, respectively. [137]

az bz

cz
αzβz

γz
B

A

C

x

z

yO

Figure 3.3: Simplified crystal structure in the three dimensional space, based on [137].

{111}Plane family

[010]

[1̄10]

[101̄][100]

[01̄1]
[001]

Figure 3.4: {111} plane family in an FCC crystal together with ⟨110⟩ direction vectors.

3.2.2 Defects and dislocations in a crystalline material

A crystalline material without any imperfections shown in the last section is a strong ide-
alization. In reality, the crystalline materials used in real life contain many imperfections
that substantially impact the mechanical behavior of these materials. These imperfections
are strongly coupled with the manufacturing process and can be categorized through
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their dimensions. Vacancies, dislocations, grain boundaries, and pores are examples of
point, line, and two-dimensional and three-dimensional defects, respectively. In this
work, only dislocations are considered during the CP simulations. In a perfect crystalline
material, the shearing of the material must happen simultaneously along the slip plane.
The shear stress necessary for this is much higher than the observed shear stresses in
real experiments. However, if the dislocations are present in the material, the shearing
process can happen incrementally through the glide of the dislocations on their slip plane.
In fig. 3.5 two, different types of dislocations can be seen, namely the edge and screw
dislocation. It should be noted that in a real crystal, the dislocations are usually a mix
between these two types of dislocations [137].

(a) Perfect crystal. (b) Edge dislocation. (c) Screw dislocation.

Figure 3.5: Line defects in a crystalline material, based on [137].

The CP is often the consequence of the slip of many mobile dislocations on their respective
slip planes. The plastic deformation causes a permanent shape change of the material but
without any volume changes. Moreover, the slip planes are often the planes with the closest
packing of the atoms, and the slip direction is usually the shortest lattice vector. In an
FCC crystal, the slip planes and slip directions are generally the {111} planes and the ⟨110⟩
direction vectors, see fig. 3.4. Thus, in a FCC crystal, the plastic deformation is caused by
the slip activity in 12 slip systems [137]. It should be noted that the plastic deformation
can also be caused by the climb of the dislocations instead of the slip. However, this
mechanism is not relevant at room temperature [138] and thus, won’t play a role in this
work. The movement of a dislocation is only possible if a driving force is present. For the
dislocation slip, the driving force is the shear stress acting on the dislocation in its slip
plane. This shear stress is also called the Schmid stress and is calculated as follows:

τα = mα
0 · σ · nα

0 . (3.15)

mα
0 and nα

0 are the slip direction vector and the normal of the slip plane, respectively. The
incremental movement of a dislocation is illustrated in fig. 3.6, which causes the crystal
to be sheared over the slip plane by the Burgers vector b in the slip direction mα

0 . Thus,
the shearing process is possible by only moving a few atoms at a time. This reduces the
needed theoretical stress values significantly.
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Figure 3.6: Slip of an edge dislocation by moving few atoms at a time, based on [137].

3.2.3 Material model

To analyze the anisotropic yield behavior of LPBF316L utilizing CP, first, we have to
couple the dislocation slip with the plastic deformation caused in the material. For simple
edge dislocations, this can be achieved by assuming that the total plastic deformation in
a crystalline metal is the sum of the plastic deformations in the active slip systems. The
material constitutive model required for describing the dislocation slip are derived in this
section. The quantities in the intermediate configuration are marked with the letter I.
The intermediate configuration represents a reference configuration for the elastic part of
the deformation, and is obtained when the elastic part of deformation is relaxed, see fig.
3.2. The stress measure SI, also called the second Piola-Kirchhoff stress, is calculated as
follows:

SI = CI : Ee
I , (3.16)

with

Ee
I = 1

2
(
(Fe)T · Fe − I

)
= 1

2 (Ce
I − I) , (3.17)

where CI is the fourth order tensor of elastic constants, Ce
I is the elastic right Cauchy-

Green tensor and I is the identity tensor. The elastic stiffness tensor CI for a FCC crystal
is determined using three elastic constants C11, C12 and C44, which are also called the
SCEC. Moreover, the elastic and plastic parts of the total power per unit volume are
decomposed as follows [139]:

ẇ = ẇe + ẇp = SI : Ėe
I + (Ce

I · SI) : Lp
I , (3.18)

where Lp
I is the plastic velocity gradient in the intermediate configuration. By assuming

that the total plastic deformation caused by dislocation glide is the sum of the plastic
deformations in the active slip systems, Lp

I can be determined using

Lp
I = Ḟp · (Fp)−1 =

N∑
α=1

γ̇αmα
0 ⊗ nα

0 , (3.19)

where mα
0 and nα

0 are unit vectors representing the slip direction and the normal of the slip
plane for the slip system α, respectively. The plastic power per unit volume is calculated
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by adding the product of the resolved shear stress τα with the slip rate γ̇α in all slip
systems

ẇp =
N∑

α=1
ταγ̇α, (3.20)

with N being the number of slip systems. Thus, by using the eqs. (3.18-3.20) an exact
expression for the resolved shear stress τα acting on slip system α can be derived:

τα = (Ce
I · SI) : (mα

0 ⊗ nα
0 ) . (3.21)

Most CP models utilize the above relations for the formulation of their respective consti-
tutive models. What sets them apart is the calculation of the shear rate. The employed
phenomenological model in this work is characterized by a rate-dependent power-law func-
tion used to calculate the slip rate γ̇α [140]

γ̇α = γ̇0

∣∣∣∣τα

τα
c

∣∣∣∣n sgn(τα), (3.22)

with γ̇0 being the reference shearing rate, n the microscopic strain rate sensitivity, and
τα

c the slip resistance, which evolves asymptotically from τ0 towards τ∞ [88]. Moreover,
work-hardening is incorporated into the constitutive material model by making the slip
resistance τ̇α

c a function of the shear rate

τ̇α
c =

N∑
β

hαβ γ̇β. (3.23)

hαβ describes the instantaneous strain hardening, and is calculated by a saturation-type
law [88]

hαβ = h0
[
q + (1 − q)δαβ

] ∣∣∣1 − τβ
c /τ∞

∣∣∣a sgn(1 − τβ
c /τ∞). (3.24)

The parameters q, h0, τ∞ and a are the latent-hardening, the reference self-hardening
coefficient, saturation value of the slip resistance and the hardening exponent, respectively.

3.2.4 Texture evolution

One of the advantages of using a CP model is the possibility of predicting crystallographic
texture changes during deformation. This capability is instrumental since it can be used
to validate the CP model by comparing the predicted crystallographic texture with the
actual texture from an EBSD map, i.e., in a tensile specimen. On the other hand, this
capability can be used to easily predict the crystallographic texture for many different
loading conditions by removing the need for timely and costly experimental determina-
tion. Furthermore, these predicted crystallographic textures can be used to investigate the
evolution of mechanical properties, which are heavily dependent on crystallographic tex-
ture. For example, in the case of an anisotropic material, both the elastic properties and
the yield surface are directly coupled with the crystallographic texture. In DAMASK [71],
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the evolution of crystallographic texture is obtained by rotating and updating the lattice
orientation of each grain in the RVE. To determine the proper rotation matrix, DAMASK
makes use of the multiplicative decomposition shown in the eq. 3.6. As explained in
section 3.1, the plastic part of the deformation gradient Fp does not alter the lattice ori-
entation of a crystal. The elastic part of the deformation gradient Fe, on the other hand,
is responsible for the changes in the lattice structure of the crystal. As a consequence of
this assumption, the texture evolution is governed by the elastic part of the deformation
gradient Fe, and more precisely, by the rotational part of it. Thus, texture evolution can
be interpreted and linked the rotations of the grains in a RVE. For obtaining the rotational
part of Fe, one can make use of the polar decomposition showed in the eq. (3.3) [130]:

Fe = Re · Ue , (3.25)

which requires the elastic part of the deformation gradient Fe to be invertible. The rotation
part of the eq. (3.25), Re, is used in DAMASK to update the current crystallographic
orientations [71].

3.2.5 Calculation of lattice strain

The in-situ neutron diffraction experiments, which are explained in section 2.8, can be used
to validate the CP model on the micro-mechanical level. In such experiments, the lattice
strain is measured for different crystallographic grain families during a tensile test. To
compare the experimentally measured values to their numerical counterparts, one has to
extract the lattice strain from the simulation results. The following steps are required for
this purpose. The first step is finding the grains which belong to the same crystallographic
grain family inside the RVE. To achieve this goal, the grain families of interest have to be
specified. The crystallographic grain families, which were experimentally investigated, are
the {100}, {110}, {111}, and {311} grain families. Each grain inside the RVE has a specific
orientation, which can be characterized by the three Euler angles. Furthermore, these
angles can be converted into a rotation matrix Rcrytsal, which is then used to determine
the actual normal vectors belonging to the grain families of interest [141]:

ncurrent
{} = Rcrytsal · n0

{} . (3.26)

During the simulation, the rotation matrix Rcrytsal has to be updated to account for the
rotation of the crystal lattice as a consequence of deformation, see section 3.2.4. After that,
the diffraction vector has to be specified dreflection. This vector can, for example, be the
loading direction, transverse direction, or any other direction of interest. Following these
steps, one has to determine the angle between the normal vectors of the crystallographic
grain families in the current configuration of the grains with the specified diffraction vector
using the scalar product. If the angle is smaller than a cut-off angle, then the grain is used
to calculate the lattice strain. Thus, for each grain inside the RVE, one has to check the
following condition:

If ∠
(
ncurrent

{} ,d reflection
)

≤ θ cut off → This grain is selected. (3.27)
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3.2 Crystal plasticity framework for the microscale simulations

Following this procedure for all grains and all crystallographic grain families, one can
determine the group of grains, which have to be used for the calculation of lattice strains.
For each of the selected grains, the lattice strain tensor is calculated using the elastic part
of the deformation gradient Fe [142]:

Ee
I = 1

2
(
(Fe)T · Fe − I

)
= 1

2 (Ce
I − I) . (3.28)

The lattice strain tensor is then averaged over all grains belonging to the same crystallo-
graphic grain family. In the final step, the averaged lattice strain tensor Ẽe

{} is projected
in the direction of the diffraction vector [143]:

Ee
{} = dreflection · Ẽe

{} · dreflection . (3.29)

Ee
{} is the numerically estimated lattice strain for specific diffraction direction and crys-

tallographic grain family, which can be compared to the experimental results.

3.2.6 Mechanical equilibrium - spectral solver

Different algorithms like FEM, finite difference method (FDM), and spectral methods are
available to solve the partial differential equations. The difference between them is that
spectral methods take a global approach for numerically estimating the solution, while
the FEM and FDM use a local one. For example, when FEM is employed, the region
is discretized into elements that contain the interpolation functions. The interpolation
function is constructed from polynomials with a low degree and is only nonzero in their
corresponding element. Using the FEM, one converts the partial differential equations
into algebraic equations by assembling the emerging element matrices into a global
matrix. Since the interpolation functions are only nonzero in their corresponding element,
the resulting global matrix is sparse. One of the significant advantages of FEM is that
it allows the discretization of regions with complex geometries, since the interpolation
functions are defined locally. To compensate for the low accuracy of the low degree
polynomials, the FEM offers two remedies. The first one is called the h-refinement, where
the number of elements is increased in the whole region to improve the numerical accuracy.
The second one is called the p-refinement, where the degree of the polynomials is increased.

Spectral methods, however, use a different approach where the approximation of the whole
region is achieved by one large set of basis functions. These interpolation functions are
usually either high degree polynomials or trigonometric polynomials, which are nonzero
over the entire approximation region. The numerical results are extracted in the sampling
points N when using the spectral methods. Increasing the number of sampling points
N results in an h- and p-refinement simultaneously, which gives the spectral methods a
superior convergence behavior over the FEM. If the interpolation functions are chosen to be
the trigonometric polynomials, then the approximation is equal to the case where Fourier
series are employed. One of the disadvantages of the spectral methods is that nonsmooth
solutions are much harder to handle since the high gradients are concentrated locally, and
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3 MULTISCALE MODELING OF ANISOTROPIC YIELD BEHAVIOR

the spectral methods use a global approach. By employing a linear combination of the
global interpolation functions ϕn(x), one can approximate the function u(x) as follows:

u(x) ≈
N∑

n=0
anϕn(x) . (3.30)

an are the coefficients of the interpolation functions. Using the differential or integral
operator L on the eq. (3.30), one gets:

Lu(x) = f(x) . (3.31)

One possible way of approximating the unknown function u(x) is by making use of fixed-
point iteration schemes. For this purpose it is necessary to define the residual R:

R(x, a0, a1, ..., aN ) = L

(
N∑

n=0
anϕn(x)

)
− f(x) . (3.32)

The most critical aspect of approximating the unknown function u(x) is finding the
coefficients an of the interpolation functions ϕn(x) such that the residual R is minimized.
Spectral methods can be categorized as either interpolating or non-interpolating. The
interpolating methods, which are also called pseudospectral methods, require those
differential equations to be exactly satisfied in the grid points, which are also called
collocation or interpolation points. On the other hand, the non-interpolating algorithms,
which include Galerkin’s method, have no grid or interpolation points. These methods
compute the unknown coefficients by multiplying the known function f(x) with the
interpolation functions and integrating it [144,145].

The spectral method formulation described in this section is taken from [144]. The first
assumption is that the deformation map χ(t,X) is composed of a homogeneous deforma-
tion in the form of a constant deformation gradient F̄ and a superimposed deformation
fluctuation field w̄(t,X):

χ(t,X) = F̄ · X + w̄(t,X) . (3.33)

The eq. (3.33) satisfies the periodicity condition and can be used to split the total defor-
mation gradient F into a spatially homogeneous F̄ and a locally fluctuating part F̃:

F = F̄ + F̃ . (3.34)

To reach the equilibrium state, one has to find a deformation field that satisfies the law of
conservation of momentum:

∇ · P(X) = 0 . (3.35)

The eq. (3.35) describes the static equilibrium in real space. For the spectral methods, it
is more beneficial to express the static equilibrium in the Fourier space:

∇ · P(X) = F −1 [P(k) ik] = 0 . (3.36)
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The eq. (3.46) can also be interpreted as finding the root of the residual body force:

P(k) ik = 0 . (3.37)

However, solving the above differential equation is not an easy task because of its high
condition number. Following the suggestions made in [144], one can reformulate the eq.
(3.37) using a linear reference material of stiffness D:

D [χ(k) ⊗ ik] ik = A(k)χ(k) = 0 . (3.38)

The acoustic tensor A(k) is defined as

A(k)a(k) = D [a(k) ⊗ ik] ik , (3.39)

for a given vector field a(k). With the inverse of the acoustic tensor A−1, it is possible
to calculate the deformation map, which corresponds to the known body force field in the
reference material. If the static equilibrium is reached, then the deformation map vanishes
with the body force field. The next step would be the definition of an operator which maps
the body force field from the reference material to the original material, which results in
the following equation:

A−1P(k) ik = 0 . (3.40)

To obtain the deformation gradient field, one can use the gradient in real space:
L(k) P(k) = 0 . (3.41)

L(k) is the Gamma operator, which is defined as:
L(k)T(k) =

[
A−1(k)T(k) ik

]
⊗ ik . (3.42)

Thus, the mechanical boundary value problem is defined by the following system of equa-
tions [71,88,144]:

Fbasic [F(X)] := F −1


L(k) P(k) = 0 if k ̸= 0

∆FBC if k = 0

 . (3.43)

X and k stand for position in real space and frequency vector in Fourier space, respectively.
By solving the system of equations (3.43), one obtains the desired deformation gradient
field. With FBC, the necessary boundary conditions are prescribed. In the case of a RVE,
one has:

∆FBC = F̂ − FBC . (3.44)

In DAMASK [71], it is also possible to define mixed boundary conditions to avoid non-
volume preserving loads for very large deformations. For example, to simulate the tension
in 11 direction, one can make use of the following mixed boundary condition:

ḞBC =


a 0 0
0 ∗ 0
0 0 ∗

 and PBC =


∗ ∗ ∗
∗ 0 ∗
∗ ∗ 0

 . (3.45)

a stands for the loading rate. Furthermore, rotation matrices can be applied to the eq.
(3.45) to define other loading directions.
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3.2.7 Creation of representative volume elements

To use the spectral solver with the CP model explained in sections 3.2.6 and 3.2.3,
periodic boundary conditions are required since the spectral method in this work makes
use of the trigonometric ansatz functions. When using such boundary conditions, the
implication is that the domain of interest is repeated infinitely. The advantages of
employing such boundary conditions is that a large domain can be replaced by its
representative counterpart. This is a very useful tool when conducting the CP simulation
since a crystalline material contains a considerable number of grains that can not be
included in a simulation at the same time because of the enormous computational cost.
However, a crystalline material can be represented using a fraction of these grains by
employing a RVE. To successfully simulate the material behavior using a RVE, it has to
be ensured that the statistical properties of the crystalline material, such as the grain
morphology and crystallographic texture, are correctly captured. Usually, this is achieved
by extracting these pieces of information from EBSD scans of the specimens. In this
work, the CP model is mainly used to investigate the influence of the crystallographic
texture on mechanical behavior. Thus, instead of the actual grain size distribution, the
RVE uses a cubic grain having a dimension of (70 × 70 × 70)µm3, see fig. 3.7. This grain
size and grain aspect ratio are adopted based on the observations made using the EBSD
measurements. The actual grain size distribution is shown in fig. 4.6. Moreover, the
chosen grain size is based on the mean value obtained from the grain size distributions. It
is worth noting, that for the chosen CP model, the actual grain size does not influence the
simulation results, as long as the grain aspect ratio remains constant since the parameters
of the chosen phenomenological CP model don’t depend on the length scale. Furthermore,
the simulations are conducted using three different RVEs. Afterward, the results of the
simulations are compared to ensure numerical convergence.

The synthetic RVEs used in this work are created using the software Neper [146]. More-
over, the software MTEX [147] is used to extract the orientation distribution function
(ODF) intensity data from the EBSD measurements. The ODFs are determined using a
4.5 ◦ halfwidth. In the final step, discrete orientations have to be extracted from the ODF
to be assigned to the grains inside of the RVE. One possible solution is randomly choos-
ing orientations matching the number of grains in each. However, if the RVE does not
contain a large number of grains, this reduces the simulation accuracy significantly since
the crystallographic texture of the RVE will measurably differ from the actual texture.
Another solution is finding a set of discrete orientations to minimize this error. This can
be achieved by using the hybridIA scheme [148]. After finding these discrete orientations,
they are randomly assigned to the grains inside the RVEs.
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(a) 4096 grains, 1 Fourier point
per grain

(b) 4096 grains, 64 Fourier
points per grain

(c) 8000 grains, 1 Fourier point
per grain

Figure 3.7: RVEs used for CP simulations. It should be noted that the grain colors don’t
represent the grain orientation. The coloring scheme is used in the software Neper [146]
to separate different grains.

3.2.8 A summary of the crystal plasticity model equations

The crystal plasticity model consists of the following system of governing equations



F = Fe · Fp Multiplicative decomposition

∇ · P(X) = F −1 [P(k) ik] = 0 Equilibrium condition

∆FBC = F̂ − FBC Boundary conditions

Lp
I = Ḟp · (Fp)−1 = ∑N

α=1 γ̇
αmα

0 ⊗ nα
0 Flow rule

τ̇α
c = ∑N

β hαβ γ̇β Hardening rule

hαβ = h0
[
q + (1 − q)δαβ

] ∣∣∣1 − τβ
c /τ∞

∣∣∣a sgn(1 − τβ
c /τ∞) Hardening coefficients

(3.46)

leading to the following expressions to be solved:

(a) for the mechanical equilibrium part of the system

Fbasic [F(X)] := F −1


L(k) P(k) = 0 if k ̸= 0

∆FBC if k = 0

 , (3.47)

with Gamma operator defined as:
L(k)T(k) =

[
A−1(k)T(k) ik

]
⊗ ik . (3.48)

X and k stand for position in real space and frequency vector in Fourier space, respectively.
and
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(b) for the prescribed boundary conditions

∆FBC = F̂ − FBC . (3.49)

3.2.8.1 Numerical solution scheme of the mechanical equilibrium

The resulting system of equations can be solved for using a fix-point iteration scheme:

{F(X)}n+1 = {F(X)}n − F −1



L(k) {P(k)}n = 0 if k ̸= 0{

F̂
}

n
−
{

F̂BC
}

n+1
if k = 0

 , (3.50)

with the mixed boundary condition term defined as:{
F̂BC

}
n+1

=
{

F̂
}

0
+ ḞBC ∆t−

{
∂F̂
∂P

}
n

({
P̂
}

n
− {P}BC

)
. (3.51)

However, DAMASK uses more advanced solution strategies implemented in the Portable,
Extensible Toolkit for Scientific Computation (PETSc) package, which consist of the
non-linear Richardson method, the non-linear GMRES method, and the inexact Newton-
GMRES method. To get the solution {F(X)}n+1, these employed solution strategies
improve an existing solution {F(X)}n iteratively until the convergence criteria are satis-
fied. [71,144,149]

3.2.8.2 Time integration procedure for the constitutive model

Ḟp = Lp
I · (Fp) . (3.52)

Time integration in an implicit manner:
Fp

n+1 − Fp
n

∆t = (Lp
I )n+1 · Fp

n+1 , (3.53)

Fp
n+1 = (I − ∆t (Lp

I )n+1)−1 · Fp
n . (3.54)

Using the above equation and Fn+1 and Fp
n as input, it is possible to determine Fp

n+1 and
Fe

n+1 using the following strategy:

(i) Initialize:

(L̃p
I )n+1 = (Lp

I )n . (3.55)

(ii) While ||Rp|| ≥ εT ol do:

Fp
n+1 =

(
I − ∆t (L̃p

I )n+1
)−1

· Fp
n , (3.56)

Fe
n+1 = Fn+1 ·

(
Fp

n+1
)−1

, (3.57)

(SI)n+1 = Function(Fe
n+1) , (3.58)

Rp = (L̃p
I )k

n+1 − Lp
I ((SI)n+1) , (3.59)

(L̃p
I )k+1

n+1 = (L̃p
I )k

n+1 − αp
(
∂Rp

∂L̃p
I

)−1

Rp , (3.60)

k = k + 1 . (3.61)
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3.3 Rate independent hypoelastic plasticity framework for the
macroscale

The numerical aspects required for the simulation of the anisotropic yield behavior of the
LPBF316L on the macroscale are discussed in this section. The simulations are conducted
using the FEM software Abaqus. The most important topics are divided and explained in
different sections for a better understanding of the proposed model.

• The starting point is the formulation of boundary value problem (BVP) and the
FEM solver. This aspect of the framework is handled by the employed FEM software
Abaqus and is only described briefly in section 3.3.1 for the sake of completeness.

The material constitutive model, on the other hand, is implemented using the user-defined
mechanical material behavior (UMAT) interface of the FEM software Abaqus. For the
successful implementation of any material model in UMAT, extensive development and
testing are inseparable parts of the process. The following sections are chosen and ordered
in a way to better distinguish between the different requirements and assumptions needed
for formulating the material constitutive model at the macroscale:

• In section 3.3.2, the rate-independent plasticity framework for small strains is pre-
sented. This formulation is then expanded upon in the following sections to correctly
describe the effects of large deformations and also deal with the different rotations
during the simulation. The small strains formulation is chosen as the first building
block because the general requirements remain unchanged even for large strains and
the further extensions of the model. This approach makes it possible to present the
underlying ideas and assumptions in a more clear and compact structure.

• In section 3.3.3, the small strain formulation is expanded upon using a hypoelastic
constitutive model. This extended formulation can be safely used for simulations
where large deformations occur, including large rotations.

• In section 3.3.4, the numerical aspects for the correct implementation and integration
of a hypoelastic constitutive model are handled.

• In section 3.3.5, the Barlat yield function Yld2004-18p is presented, which is an essen-
tial part of capturing the anisotropic yield behavior of LPBF316L at the macroscale.
Moreover, this particular yield function’s first and second derivatives are derived,
which are necessary for the numerical implementation in UMAT.

• In section 3.3.6, several different hardening laws are presented, which are required
to calculate the yield stress of the material at desired equivalent plastic strain levels.

• In section 3.3.7, the underlying idea behind the texture evolution and its link to
different quantities, such as plastic spin tensor Wp, are established. Furthermore,
the implementation aspect of the texture evolution is presented, whereby different
mathematical expressions are derived.
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• In section 3.3.8, the return mapping algorithm and its modification required for the
numerical integration of the presented hypoelastic constitutive model are formulated.

• In section 3.3.9, the consistent elasto-plastic tangent operator (CEPT) is derived,
which has to be returned as an output variable in UMAT, and is required to preserve
the quadratic rate convergence.

• In the last section 3.3.10, the complete numerical scheme implemented in Abaqus
UMAT is presented, which makes use of all the building blocks explained in the
former sections.

3.3.1 Weak formulation of BVP and the FEM solver

The local form of the conservation law of momentum has been derived in section 3.1. For
a quasi-static problem in the current configuration, it reads:

∇ · σ = 0 . (3.62)

The principle of virtual work is applied to arrive at the weak formulation of the above
equation. In the first step, the eq. (3.62) is multiplied with a compatible displacement
field δũ and integrated over the entire domain Ω:∫

Ω

∇ · σ δũ dV = 0 , ∀ δũ ∈ V , (3.63)

where V is the space of virtual displacements of the body [132]. Applying the partial
integration rule to the eq. (3.63) delivers:

−
∫
Ω

∇ · (σ δũ) dV +
∫
Ω

σ : ∇δũ dV = 0 , ∀ δũ ∈ V . (3.64)

Using the Gauss theorem, one can convert the first volume integral in the eq. (??) into a
surface integral:

−
∮

∂Ω

(σ · n) δũ dA+
∫
Ω

σ : ∇δũ dV = 0 , ∀ δũ ∈ V . (3.65)

n0 is the normal vector on the surface ∂Ω0. Furthermore, using the Cauchy relation

t = σ · n0 , (3.66)

one can transform the eq. (3.65) to:∫
Ω

σ : ∇δũ dV =
∮

∂Ω

t · δũ dA , ∀ δũ ∈ V . (3.67)

The traction vector t can be used to define the Neumann boundary condition. On the
other hand, if the displacement is prescribed, one speaks of the Dirichlet boundary con-
dition. Both these boundary conditions can be present simultaneously if the integrals
are separated accordingly using ∂Ω = ∂ΩN ∪ ∂ΩD. In a displacement-based FEM, the
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displacement field is the unknown quantity that has to be determined. The Cauchy stress
tensor σ in the eq. (3.67) is coupled with the displacement field through the following
equation:

σ = C : εe = C : (ε − εp) . (3.68)

ε, εe, εp, and C are the total strain, the elastic part of the strain, the plastic part of the
strain, and the elastic stiffness tensor, respectively. It should be noted that the additive
decomposition of the total strain is employed for brevity. It is also possible to reformulate
the eq. (3.67) using the multiplicative decomposition of the total deformation gradient F.
Furthermore, in the case of small deformations, the strain tensor ε can be calculated as
follows [150]:

E ≈ e ≈ ε = 1
2
(
∇u + (∇u)T

)
= ∇su . (3.69)

The small strain is only used to simply show the dependency of the Cauchy stress tensor
on the displacement field:

σ = σ (ε(u)) = σ (∇su) . (3.70)

Thus, the eq. (3.67) reads:∫
Ω

σ (∇su) : ∇ũ dV =
∮

∂Ω

t · δũ dA , ∀ δũ ∈ V . (3.71)

In the next step, the domain Ω is discretized by replacing the Hilbert space V with the
discrete approximation subset Vh. Furthermore, the ansazt functions

uh =
∑

j

ujφj , (3.72)

are employed to approximate the displacements, which are also the unknown quantity.
{uj} and {φj} are the vector containing the unknown nodal values and the shape functions,
respectively. Using the eq. (3.72) in eq. (3.71) one has:∫

Ωh

σ (∇suh) : ∇ũh dV =
∮

∂Ωh

t · δũh dA , ∀ δũ ∈ Vh . (3.73)

It should be noted that in eq. (3.73) the same ansatz function is employed for both uh

and δũ, which is also called the isoparametric formulation [151]. After discretizing the
domain, the integral terms in eq. (3.73) have to be numerically evaluated for each element
inside the domain. This is usually achieved by using the Gaussian quadratures. After
the numerical integration, the global stiffness matrix K is assembled from the resulting
element stiffness Ke. For a linear elastic material the problem reduces to solving the
following linear system of algebraic equations [132]:

Ku = f ext . (3.74)
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u and f ext are the global nodal displacement vector and the external global force vector,
respectively. It should be emphasized that the eq. (3.74) is only valid if the material
behavior is linear and path independent. If this is not the case, then one has to resort to
the incremental finite element procedure [132]. The Newton-Raphson algorithm is often
employed when solving the nonlinear incremental equations since it has a quadratic rate
of asymptotic convergence. For this particular method, the discretized incremental equa-
tions have to be linearized. Moreover, in each iteration of the Newton-Raphson method,
the solution of the linearized equations is obtained. To have a better understanding of
this procedure, the required steps are demonstrated in the box 3.1 in a simplified form.
These steps are necessary for a FEM software to solve the linearized equations and are
repeated in each iteration until the desired solution is obtained. In this work, the macro
scale model, which is explained in the following sections, is implemented in the UMAT
interface of the software Abaqus. The steps listed in the box 3.1 are not required when
working with the UMAT interface. These steps are taken care of by the main program.
The displacements are supplied at the beginning of the increment. Only the stresses
with the corresponding tangent stiffness operator have to be returned at the end of the
increment.
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Box. 3.1: Newton-Raphson procedure for solving the nonlinear FEM
equations [132]

1. At the beginning of the iteration k = 0, the initial displacement values and
the resulting residual vector r are calculated using the prescribed load factor
λn+1:

u
(0)
n+1 = un , r = f int(un) − λn+1f ext(un) . (3.75)

2. In the next step, the consistent tangent operator is determined:

D = ∂∆σ

∂∆ε
(3.76)

3. Using the consistent tangent operator, the element tangent stiffness matrices
are calculated and assembled in the global stiffness matrix KT. For k = k+ 1
the increment for updating the displacement vector is calculated solving the
following equation:

KT δuk = −r(k−1) , u
(k)
n+1 = u

(k−1)
n+1 + uk . (3.77)

4. Using the new displacement vector u
(k)
n+1 the strains and stresses can be up-

dated. With the updated quantities, the global internal force vector is recal-
culated. The residual vector is then updated as follows:

r = f int − λn+1f ext(un) . (3.78)

5. In the last step, the convergence is checked:

IF ||r||
||f ext||

≤ εtol THEN (.)n+1 = (.)k
n+1 ELSE GOTO 2 . (3.79)

3.3.2 Rate independent plasticity framework

To mathematically describe the plastic deformation of a material on the macroscale certain
assumptions have to be made. This is where the theory of plasticity comes into play.
The framework employed in this work can be used to model the plastic deformation of
materials for which the rate of the deformation does not affect the end results. The term
rate-independent is used to describe such material models. Under certain conditions which
also apply to LPBF316L in this work, metals, concrete, rocks, clays, and soils can usually
be modeled using this framework. The most important phenomenological aspects are as
follows [132]:

1. All stresses which do not cause any plastic deformation belong to the elastic domain.
The yield surface of the material encloses this so-called elastic domain.
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2. Stresses outside of the elastic domain or the yield surface cause plastic deformation.
This is also called plastic yielding, which further causes the plastic strains to evolve.

3. As a consequence of the plastic deformation and evolution of plastic strains, the yield
surface changes its shape. This phenomenon can be modeled using an appropriate
hardening rule.

As evident from the assumptions listed above, unlike the CP model in section 3.2.3, the
underlying microphysical causes are not of importance when using these phenomenological
models. To have a better understanding of such a phenomenological framework, it is
easier to start with the small strain formulation, see box 3.2.

Box. 3.2: Small strain rate-independent plasticity framework [132].

1. In this framework the total strain is additively decomposed into its elastic and
plastic part:

ε = εe + εp . (3.80)

The above equation can also be written in its rate form:

ε̇ = ε̇e + ε̇p . (3.81)

2. Following on, the next assumption is that there exists a free energy ψ which is
a function of total strain and a set of hardening internal variables α (includ-
ing the plastic strain). This free energy potential can be used to determine
the contribution of elastic deformation ψe and of plastic deformation through
hardening ψp. Furthermore, using the Clausius-Duhem inequality and the
framework of thermodynamics, a general elastic law, and the plastic dissipa-
tion function can be derived. Moreover, the constitutive equations for the
Cauchy stress σ and the hardening thermodynamic forces A become:

σ = ρ̄
∂ψ

∂εe , A = ρ̄
∂ψ

∂α
. (3.82)

3. As explained before, a yield function Φ(σ,A) can be used to determine if
plastic deformation has occurred. This yield function is negative for any
possible elastic deformation and reaches zero on the onset of plastic flow.
This yield function Φ can be used to define the yield locus as a hypersurface
in the space of stresses. The hypersurface is also called the yield surface and
is determined through:

Φ(σ,A) = 0 . (3.83)

4. To completely characterize the general plasticity framework, evolution laws
are required for the internal variables, which describe the hardening behavior
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of the yield function and are responsible for the energy dissipation. The
evolution laws include the plastic flow rule and the hardening law:

ε̇p = γ̇N(σ,A) , α̇ = γ̇H(σ,A) . (3.84)

γ̇, N , and H are the plastic multiplier, the flow vector, and the generalized
hardening modulus, respectively. It is often postulated that N and H can
be determined using a flow potential Ψ(σ,A) which is required to be a non-
negative convex function of its arguments:

N = ∂Ψ
∂σ

, H = −∂Ψ
∂A

. (3.85)

In this work, the associative plasticity framework will be used. In this case,
the yield function Φ serves also as the flow potential:

Φ = Ψ . (3.86)

5. With the following loading/unloading conditions, it is possible to determine
when the plastic deformation occurs:

Φ ≤ 0 , γ̇ ≥ 0 Φγ̇ = 0 . (3.87)

6. It should be noted that during plastic flow, the value of the yield function
remains constant Φ = 0. Using this observation, it is possible to formulate
the following complementary condition:

Φ̇γ̇ = 0 . (3.88)

The above equation implicates that the rate of Φ becomes zero during plastic
deformation (γ̇) ̸= 0:

Φ̇ = 0 . (3.89)

This is also called the consistency condition and can be used for the determi-
nation of the plastic multiplier:

Φ̇ = ∂Φ
∂σ

: σ̇ + ∂Φ
∂A

∗ Ȧ . (3.90)

3.3.3 Hypoelastic plasticity models

In the last section, the basic building blocks of the plasticity framework were introduced.
However, the equations derived in the previous section are appropriate for applications
where the strains are small. One of the goals in this work is modeling the anisotropic
yield behavior for large deformations. For this purpose, the small strain framework has
to be modified. This is where finite strain elastoplasticity comes into play, which is the
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extension of the infinitesimal elastoplasticity described in the last section. In the finite
strain elastoplasticity framework, two different approaches are available for modeling the
plastic deformation, namely hypoelastic and hyperelastic models. For both of them, the
primary underlying assumption is that the total deformation gradient can be multiplica-
tively decomposed into elastic and plastic parts, as explained in section 3.1. With this
decomposition, it is assumed that a local unstressed configuration exists, which can be
mapped by the plastic part of the deformation gradient Fp. This concept fails in re-
ality for multiaxially deformed bodies that have been plastically deformed. Compatible
unstressed configurations can not be found for all points inside such a body. To have a
better understanding of the implications of the multiplicative decomposition for the mod-
eling of the plastic deformation, it is useful to start with the decomposition of the velocity
gradient L:

L = Ḟe · Fe−1 + Fe · Ḟp · Fp−1 · Fe−1 = Le + Fe · Lp
I · Fe−1 . (3.91)

Most often, the formulation of the plastic flow rule is achieved by using the plastic part
of the velocity gradient Lp

I , which can also be decomposed into its symmetric and anti-
symmetric components:

Dp
I = sym [Lp

I ] , Wp
I = skew [Lp

I ] . (3.92)

Dp
I and Wp

I are also called the plastic stretching (or rate of plastic deformation) and the
plastic spin tensor, respectively. Dp

I describes the instantaneous rate of plastic straining
in the intermediate configuration. Wp

I , on the other hand, is the instantaneous rate of
rigid rotation of the intermediate configuration, which is most often ignored during the
modeling of metal plasticity at the macroscale, see section 3.3.7. A hyperelastic-based
elastoplastic material model can be postulated using [132]:

1. A free energy potential, which is used to derive the hyperelastic law and calculate
the stresses resulting from the elastic strains.

2. A yield function, which encloses the elastic domain.

3. A dissipation potential to define the plastic flow rule and the evolution equations
necessary for the internal variables.

The hypoelastic constitutive models, on the other hand, do not require a free-energy
potential to model the elastic behavior of the material, which drastically reduces the
complexity of the modeling aspect. This is the main reason for the adoption of such
models in this work. Moreover, the equations are formulated using objective stress rates.
However, these models require special care to preserve the objectivity of the rate forms.
One of the most critical modeling aspects for these models is the definition of objective
stress rates. A stress rate is called objective if under a change of observer, the following
relation holds:

•
σ = Q · •

σ · QT . (3.93)
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In this context, the material time derivative of the Cauchy stress tensor does not satisfy
this condition and is thus, not an objective stress rate:

σ̇ = Q · σ̇ · QT + Q̇ · σ · QT + Q · σ · Q̇T . (3.94)

The material objectivity is satisfied if the material constitutive model is postulated using
the objective stress rates. Many different objective stress rates exist. Some of these rates
are more suitable for certain applications. In this work, the Jaumann rate of Cauchy stress
tensor ▽

σ is used, which satisfies the objectivity condition [132]:

▽
σ = σ̇ − W · σ + σ · W , W = skew [L] . (3.95)

W is called the spin tensor and is the antisymmetric part of the velocity gradient L. With
the objective stress rate, it is then possible to formulate a hypoelastic-based plasticity
model, which takes the following form:

▽
σ = C : (D − Dp) . (3.96)

Interestingly, the above equation closely resembles the small strain formulation shown in
the eq. (3.68), which clearly shows the similarity between these two models. Furthermore,
the rate of plastic deformation is usually calculated using the following flow rule, see box
3.2:

Dp = γ̇
∂Φ
∂σ

, α̇ = γ̇H(σ,A) . (3.97)

There is still one big problem remaining. By requiring the eq. (3.96) to satisfy the frame
indifference, it forces the elastic tensor C to become isotropic [134]. Motivated by this
strong limitation, the model is reformulated in a rotated configuration, which results in a
rotating CCO. The resulting formulation removes the restriction to isotropy and improves
the numerical stability. The new formulation has been adopted by several commercial FE
softwares [134] and is explained in detail in the next section. The modified equations are
as follows:

˙̂σ = C :
[
D̂ − D̂p

]
, σ̂ = R · σ · RT , D̂ = R · D · RT ,

D̂p = γ̇
∂Φ
∂σ̂

, α̇ = γ̇Ĥ . (3.98)

The formulation of the constitutive model in a rotating CCO is directly coupled with
the choice of the objective stress rate since it determines the calculation of the rotation
matrix R in the above equation. For example, if the Jaumann rate of Cauchy stress
tensor ▽

σ is used, then the rotation matrix is calculated using the spin tensor W, which is
explained in detail in the next section. Rotation matrices for other rate measures, such
as Green-Naghdi, are calculated using other quantities. In summary, two approaches are
available, which are closely related to each other. One makes use of an objective stress
rate such as ▽

σ in a global CCO with the restriction of isotropic elastic stiffness tensor C.
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In the other approach, a locally rotating CCO is chosen to remove this restriction. More
importantly, the rotating CCO is determined based on chosen objective stress rate.

It should be noted that choosing the appropriate objective stress rate is not an easy task.
For example, for specific problems and in certain conditions, the Jaumann rate of the
Cauchy stress tensor can result in spurious stress oscillations. Irrespective of the chosen
objective stress rates, some limitations and drawbacks remain. However, most of these
inconsistencies and problems occur when the elastic part of the deformation becomes very
large and thus, can be ignored when dealing with the plastic deformation of metals since
in metal plasticity, the arising elastic deformations remain much lower compared to the
plastic part deformation. More importantly, the objective stress rates can not be swapped
with each other and should not be compared together using the same parameters for the
constitutive material model since each of the objective stress rates define, in fact, a unique
material model with different behavior [132,134].

3.3.4 Incrementally objective integration algorithm

The most important step when dealing with a hypoelastic constitutive model is the defi-
nition of an objective integration algorithm, where constitutive equations are transformed
into their correct incremental forms. Objectivity and incremental objectivity should be
separated from each other. The eq. (3.96) is objective. However, using the wrong frame-
work for integrating the stress rates will result in an algorithm that does not satisfy the
requirements of incremental objectivity, see [132, 134]. The possible solutions when deal-
ing with this issue are described in [134]. In this work, the local rotated representation is
adopted. The underlying idea is as follows:

1. First, the evolution equations are formulated in a constructed locally rotating CCO,
where the rotated quantities all satisfy the objectivity condition and remain un-
changed under superposed rigid body motion. The rotational speed of this particular
coordinate system has to be chosen in a way to ensure the objectivity of the rotated
quantities.

2. In the second step, the constitutive equations are integrated using the rotated quan-
tities.

As explained in [134], this approach is suited when employing a rotational-like objective
stress rate, such as the Jaumann rate of the Cauchy stress tensor. The crucial aspect
of this approach is the determination of the local rotated configuration, which can be
achieved by solving the following initial value problem:

Ṙ = W · R with R|t=0 = I . (3.99)

The above equation is formulated using the spin tensor W suited for the Jaumann rate.
After determining the tensor R the stress and strain tensors can be rotated:

σ̂ = RT · σ · R , D̂ = RT · D · R . (3.100)

46



3.3 Rate independent hypoelastic plasticity framework for the macroscale

Using the rotated quantities, it can be shown that:

˙̂σ = RT · [σ̇ + σ · W − W · σ] · R = RT · ▽
σ · R . (3.101)

Thus, the eq. (3.96) can be rewritten in the following form inside the elastic domain:

˙̂σ = C : D̂ . (3.102)

The eq. (3.102) is rigid motion insensitive and satisfies the objectivity requirements
[132, 134]. Thus, this concludes the first step, where the equations are formulated in a
locally rotating coordinate system. In the second step, the integration algorithm is for-
mulated using the eq. (3.102). It should be noted that by employing this approach, it is
automatically assumed that the microstructure and the related properties of each material
point rotate with the locally constructed coordinate system. This is evident from the fact
that the elastic stiffness tensor C remains unaltered in the eq. (3.102). The implications,
limitations, and extension of this assumption will be discussed in detail in section 3.3.7.
Following step two, the eq. (3.102) is integrated applying the midpoint rule

σ̂n+1 = σ̂n + ∆tC : D̂n+ 1
2
, (3.103)

with

σ̂n+1 = RT
n+1 · σn+1 · Rn+1 , σ̂n = RT

n · σn · Rn , D̂n+α = RT
n+ 1

2
· Dn+ 1

2
· Rn+ 1

2
.

(3.104)

The rotation tensors Rn, Rn+ 1
2
, and Rn+1 are calculated using the exponential map

integrators [132,134]:

Rn+ 1
2

= exp
[∆t

2 Wn+ 1
2

]
· Rn , Rn+1 = exp

[
∆tWn+ 1

2

]
· Rn . (3.105)

Rn is equal to the identity matrix I in the first iteration, see eq. (3.99). Since W is an
antisymmetric tensor, then the exponential map can be numerically evaluated using the
Rodrigues formula [132]:

exp [W] = I + sin (||x||)
||x||

W + 1
2

[sin (||x||)
||x||

]2
W2 . (3.106)

It should be noted that the rotation tensors R are sometimes approximated using the
Hughes-Winget algorithm. This is the case in the software Abaqus. In the Hughes-Winget
algorithm, the exponential map is approximated as follows:

exp
[∆t

2 Wn+ 1
2

]
≈
[
I + ∆t

2 Wn+ 1
2

]
, exp

[
−∆t

2 Wn+ 1
2

]−1
≈
[
I − ∆t

2 Wn+ 1
2

]−1
.

(3.107)

By multiplying the above expressions, the relative rotation between two increments can
then be calculated according to the Hughes-Winget algorithm:

R̃∆ =
[
I − ∆t

2 Wn+ 1
2

]−1
·
[
I + ∆t

2 Wn+ 1
2

]
. (3.108)
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This, in turn, is used in the software Abaqus for the integration algorithm:

σn+1 = R̃∆ · σn · R̃T
∆ + ∆tC : Dn+ 1

2
. (3.109)

The approximation used in Abaqus is not sufficient for the approach employed in this work.
Thus, the eq. (3.109) is used to correct the input quantities supplied by the software.

3.3.5 Anisotropic yield functions

Modeling the anisotropic yield behavior of the LPBF316L is one of the most critical aspects
of this work. On the micro-mechanical scale, this was achieved by employing a CP model,
see section 3.2.3. However, it is not feasible to use a CP model to conduct simulations
on the macroscale since the computational cost is very high. That is the reason why the
micro-mechanical models usually employ a RVE. Analytical yield functions are a possible
solution for this limitation [86,88,139]. There are many different analytical yield functions
available to choose from [78]. A Barlat yield function [76] is employed in this work, which
is often used when dealing with aluminum alloys. It can accurately capture the shape of
the yield surface, and its first and second derivatives are also known, which makes the
numerical implementation less cumbersome. One of the features of this model is that
the formulation is based on the principal stresses. Furthermore, this model is suited when
working with an associated flow rule [152] since the plastic flow direction can be calculated
using the first derivatives available in analytical form. The hardening law is not included
in this model and can be chosen separately. The Barlat yield function Yld2004-18p is a
homogeneous function of degree one and is defined as follows:

f (σ, ε̄p) = Φ (σ) − σy (ε̄p) . (3.110)

σ, ε̄p, Φ, and σy are the Cauchy stress tensor, equivalent plastic strain, Barlat effective
stress, and the hardening function, respectively. The Barlat yield function Yld2004-18p,
which defines the yield surface, has 18 parameters. Two necessary linear transformations
on the deviator s of the Cauchy stress tensor σ are needed to incorporate the parameters
into the model:

s′ = C′ : s , s′′ = C′′ : s , s = σ − 1
3(I : σ)I. (3.111)

By employing these transformations, the components of the deviatoric part of the stress
tensor s can be weighted differently, by which the anisotropic yield surface can be repre-
sented. By using the Voigt notation, the fourth-order tensors C′ and C′′ can be written
in the following form:

C′ =



0 −c′
12 −c′

13 0 0 0
−c′

21 0 −c′
23 0 0 0

−c′
31 −c′

32 0 0 0 0
0 0 0 c′

44 0 0
0 0 0 0 c′

55 0
0 0 0 0 0 c′

66


, (3.112)
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and

C′′ =



0 −c′′
12 −c′′

13 0 0 0
−c′′

21 0 −c′′
23 0 0 0

−c′′
31 −c′′

32 0 0 0 0
0 0 0 c′′

44 0 0
0 0 0 0 c′′

55 0
0 0 0 0 0 c′′

66


. (3.113)

With the transformed tensors s′ and s′′, the effective stress can be calculated:

Φ (σ) =
{

1
4
[∣∣s′

1 − s′′
1
∣∣a +

∣∣s′
1 − s′′

2
∣∣a +

∣∣s′
1 − s′′

3
∣∣a +

∣∣s′
2 − s′′

1
∣∣a +

∣∣s′
2 − s′′

2
∣∣a +

∣∣s′
2 − s′′

3
∣∣a +

∣∣s′
3 − s′′

1
∣∣a +

∣∣s′
3 − s′′

2
∣∣a +

∣∣s′
3 − s′′

3
∣∣a]}1/a

. (3.114)

where s′
i and s′′

j (i, j = 1, 2, 3) are the principal values of tensors s′ and s′′. The exponent
a is often chosen to be 8 for FCC crystals. To calculate the first and second derivatives
of the Barlat yield function Yld2004-18p, in the first step, two fourth-order tensors, L′

and L′′, are defined, which map the Cauchy stress tensor to the transformed deviatoric
tensors:

L′ = C′ : Π , L′′ = C′′ : Π with Πijkl = 1
2 (δikδjl + δilδjk) − 1

3δijδkl . (3.115)

The first derivative of the yield function is obtained by employing the chain rule [153]:

∂Φ
∂σ

=
3∑

i=1

(
∂Φ
∂s′

i

∂s′
i

∂s′ : L′ + ∂Φ
∂s′′

i

∂s′′
i

∂s′′ : L′′
)
. (3.116)

By using the relations
∂s′

i

∂s′ = ê′
i ⊗ ê′

i and ∂s′′
i

∂s′′ = ê′′
i ⊗ ê′′

i , (3.117)

where there is no summation over the repeated indices, the first derivative can be written
as:

∂Φ
∂σ

=
3∑

i=1

(
∂Φ
∂s′

i

(
ê′

i ⊗ ê′
i

)
: L′ + ∂Φ

∂s′′
i

(
ê′′

i ⊗ ê′′
i

)
: L′′

)
. (3.118)

The second derivative is obtained by continuing the chain rule:

∂2Φ
∂σ∂σ

=
3∑

i=1

{ 3∑
i=1

[

∂2Φ
∂s′

i∂s
′
j

(
∂s′

i

∂s′ : L′
)

⊗
(
∂s′

j

∂s′ : L′
)

+ ∂2Φ
∂s′′

i ∂s
′′
j

(
∂s′′

i

∂s′′ : L′′
)

⊗
(
∂s′′

j

∂s′′ : L′′
)

+ ∂2Φ
∂s′

i∂s
′′
j

(
∂s′

i

∂s′ : L′
)

⊗
(
∂s′′

j

∂s′′ : L′′
)

+ ∂2Φ
∂s′′

i ∂s
′
j

(
∂s′′

i

∂s′′ : L′′
)

⊗
(
∂s′

j

∂s′ : L′
)]

+ ∂Φ
∂s′

i

(
L′T : ∂2s′

i

∂s′∂s′ : L′
)

+ ∂Φ
∂s′′

i

(
L′′T : ∂2s′′

i

∂s′′∂s′′ : L′′
)}

. (3.119)

49



3 MULTISCALE MODELING OF ANISOTROPIC YIELD BEHAVIOR

To avoid numerical overflow, the effective stress is evaluated after scaling the principal
stresses with the von Mises stress σ̄vm [153]:

s̄′
i = s′

i

σ̄vm
, s̄′′

i = s′′
i

σ̄vm
,

Φ (σ) =σ̄vm

{
1
4
[∣∣s̄′

1 − s̄′′
1
∣∣a +

∣∣s̄′
1 − s̄′′

2
∣∣a +

∣∣s̄′
1 − s̄′′

3
∣∣a +

∣∣s̄′
2 − s̄′′

1
∣∣a +

∣∣s̄′
2 − s̄′′

2
∣∣a +

∣∣s̄′
2 − s̄′′

3
∣∣a +

∣∣s̄′
3 − s̄′′

1
∣∣a +

∣∣s̄′
3 − s̄′′

2
∣∣a +

∣∣s̄′
3 − s̄′′

3
∣∣a]}1/a

. (3.120)

For the calculation of the derivatives, the principal stresses are scaled with the effective
stress Φ, and it is assumed that a ≥ 4 to eliminate the possible singularities [153]:

s̃′
i = s′

i

Φ , s̃′′
i = s′′

i

Φ ,

∂Φ
∂s′

1
= 1

4
[(
s̃′

1 − s̃′′
1
) ∣∣s̃′

1 − s̃′′
1
∣∣a−2 +

(
s̃′

1 − s̃′′
2
) ∣∣s̃′

1 − s̃′′
2
∣∣a−2 +

(
s̃′

1 − s̃′′
3
) ∣∣s̃′

1 − s̃′′
3
∣∣a−2]

,

∂2Φ
∂s′

1∂s
′
1

= a− 1
Φ

{1
4
[∣∣s̃′

1 − s̃′′
1
∣∣a−2 +

∣∣s̃′
1 − s̃′′

2
∣∣a−2 +

∣∣s̃′
1 − s̃′′

3
∣∣a−2]− ∂Φ

∂s′
1

∂Φ
∂s′

1

}
,

∂2Φ
∂s′

1∂s
′
2

= −a− 1
Φ

∂Φ
∂s′

1

∂Φ
∂s′

2
,

∂2Φ
∂s′

1∂s
′′
1

= a− 1
Φ

{
−1

4
∣∣s̃′

1 − s̃′′
1
∣∣a−2 − ∂Φ

∂s′
1

∂Φ
∂s′′

1

}
,

3∑
i=1

∂Φ
∂s′

i

∂2s′
i

∂s′∂s′ =1
2

[
∂Φ/∂s′

1 − ∂Φ/∂s′
2

s′
1 − s′

2
Ẽ1212 + ∂Φ/∂s′

2 − ∂Φ/∂s′
3

s′
2 − s′

3
Ẽ2323

+ ∂Φ/∂s′
3 − ∂Φ/∂s′

1
s′

3 − s′
1

Ẽ3131

]
, (3.121)

with

Ẽ1212 =ê′
1 ⊗ ê′

2 ⊗ ê′
1 ⊗ ê′

2 + ê′
1 ⊗ ê′

2 ⊗ ê′
2 ⊗ ê′

1

+ ê′
2 ⊗ ê′

1 ⊗ ê′
1 ⊗ ê′

2 + ê′
2 ⊗ ê′

1 ⊗ ê′
2 ⊗ ê′

1 . (3.122)

All other components are calculated similarly. For the case s′
1 = s′

2, the singularity is
eliminated by taking the limit as s′

1 → s′
2 [153]:

lim
s′

1→s′
2

[
∂Φ/∂s′

1 − ∂Φ/∂s′
2

s′
1 − s′

2

]
= ∂2Φ
∂s′

1∂s
′
1

− ∂2Φ
∂s′

1∂s
′
2
. (3.123)
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3.3.6 Hardening law

The Barlat yield function Yld2004-18p is not sufficient on its own to capture the anisotropic
yield behavior of LPBF316L. A separate hardening law is required to calculate the yield
stress of the material at any given equivalent plastic strain level. Depending on the
hardening behavior of the material observed during tensile tests, different hardening laws
can be employed for modeling purposes. Three of the commonly used models are as
follows [154]:

• Swift model:

σy (ε̄p) = K (ε0 + ε̄p)n , (3.124)

∂σy (ε̄p)
∂ε̄p = nK (ε0 + ε̄p)n−1 , (3.125)

with K, ε0, and n as the material parameters.

• Voce model:

σy (ε̄p) = σs − (σs − σ1) enε̄p
, (3.126)

∂σy (ε̄p)
∂ε̄p = −nε̄p (σs − σ1) e(nε̄p−1) , (3.127)

with σs, σ1, and n as the material parameters.

• Ludwik model:

σy (ε̄p) = σ0 +K (ε̄p)n , (3.128)

∂σy (ε̄p)
∂ε̄p = −nK(ε̄p)n−1 , (3.129)

with σ0, K, and n as the material parameters.

However, it should be noted that neither of these models is usually capable of capturing
the hardening behavior of the metallic materials for a wide range of plastic strain. In most
cases, the calibrated model predicts the yield stress accurately either near initial yielding or
at the later stage of the plastic deformation, which causes the estimated yield stress to be
inaccurate. To remedy this problem, one solution is to use different models for different
stages of deformation. This can be achieved by combining one of the three presented
models with another hardening behavior, for example, a linear or even a quadratic function
of the equivalent plastic strain. In this work, the Ludwik law is used to capture the
hardening behavior of LPBF316L since it was able to reproduce the observed material
behavior more accurately. Moreover, it was also extended using different linear and non-
linear functions to extrapolate the results beyond their experimental limit. A more detailed
explanation and the exact calibration procedure are presented in section 3.4.2.3.
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3.3.7 Evolution of microstructure and the plastic spin

To better understand the influence of plastic spin Wp and its relation to the microstructure
evolution, it is helpful to start with the multiplicative decomposition:

F = Fe · Fp. (3.130)

The plastic part of the deformation gradient Fp maps the initial configuration to the
intermediate configuration, which is also called the isoclinic configuration. As explained
in section 3.1, this mapping does not alter the crystal orientation or the lattice frame.
This can also be applied to the orthonormal vectors of a coordinate frame e0

i at
each material point which characterizes the material anisotropy. The crystallographic
texture of a material can be determined using EBSD measurements. This texture
represents the initial texture of the material before any deformation. One can assign
the coordinate system e0

i to this texture at each material point and call it material
axes. If this coordinate system is rotated during the deformation, then the texture has
to be rotated accordingly. By knowing the orientation of this coordinate system, the
material properties such as the elastic stiffness tensor can be correctly calculated using
the same rotation, similar to the CP framework. Thus, the main goal becomes the deter-
mination of the correct rotation in each material point of the body during the deformation.

However, this is not a trivial task since the rotation arising from the multiplicative de-
composition is not unique. This is demonstrated by decomposing the elastic and plastic
part of the deformation gradient using the polar decomposition:

Fp = Rp · Up , Fe = Ve · Re . (3.131)

Using these relations, it can be shown that the intermediate configuration is only deter-
mined up to an arbitrary rotation Q, see fig. 3.8:

F = Fe · Fp = F̃e · F̃p with F̃p = Q · Rp · Up , F̃e = Ve · Re · QT . (3.132)

The deformation gradient F then becomes:

F = Ve · R · Up . (3.133)

The above equations confirm the fact that the intermediate configuration is not uniquely
determined since the rotation tensor R = Re · Rp is not unique. If the elastic and plastic
rotation tensors Re and Rp are not precisely known, then the correct orientation of the
material axes in the current configuration can not be identified, see fig. 3.8. The reason
for that is that the plastic rotation Rp is a rigid body motion, which rotates the initial
configuration into the intermediate configuration without changing the orientation of the
material axes. Thus, for any rotation tensor Rp the material axes remains unchanged
in the intermediate configuration. The body and the material axes are mapped into the
current configuration by the elastic rotation tensor Re. For the final shape of the body in
the current configuration, the intermediate configuration does not play any role since the
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arbitrary rotation is canceled out for the total deformation gradient F. However, this is not
the case for the material axes since those are decoupled from the shape of the body. Thus,
if Re and Rp aren’t calculated correctly, then the actual orientation of the material axes
in the current configuration can’t be determined. Consequently, the material properties
can’t be updated adequately.

Reference configuration

Current configuration

Intermediate configurations

Fe = VeRe

e01

e02
e01

e02

e01

e02

F̃e = VeReQT

F̃p = QRpUp

Fp = RpUe

F = FeFp

= F̃eF̃p e1

e2

˙̂ei = ωei

Figure 3.8: Non-uniqueness of the intermediate configuration [98].

To remedy this problem the evolution law for the material axes has to be determined. One
way to achieve this is by employing a corotational formulation for the constitutive material
model, as explained in section 3.3.4, where the material constitutive model is formulated
in the rotating coordinate frame of the material axes. In that particular formulation, it is
assumed that the material axes are rotating with the spin tensor W, which results in the
following evolution law for the coordinate frame:

ėi = W · ei , i = 1, 3 . (3.134)

This assumption results in the objective Jaumann rate of the Cauchy stress tensor:

▽
σ = σ̇ − W · σ + σ · W , W = skew [L] . (3.135)

However, this assumption is incorrect for anisotropic materials, particularly when the
strains become large. This has been experimentally investigated using tensile tests, and
it has been shown that the material axes can evolve even when the spin tensor W is
zero [155]. In [97, 156–158], it has been mathematically demonstrated that the material
axes do not necessarily evolve according to the spin tensor W and that the plastic spin
Wp is required to model their evolution. To derive an expression for the calculation of
the plastic spin Wp, it is useful to start with the velocity gradient L:

L = Ḟe · Fe−1 + Fe · Ḟp · Fp−1 · Fe−1 = Le + Fe · Lp
I · Fe−1 . (3.136)

The velocity gradient L can also be split into its symmetric and antisymmetric parts:

L = D + W , D = sym [L] , W = skew [L] . (3.137)
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The rate of deformation tensor D and the spin tensor W can further be broken down into
their elastic and plastic parts:

D = De + Dp , W = We + Wp . (3.138)

The equations (3.136), (3.136), and (3.137) can be further utilized to define the rate of
plastic deformation Dp and the plastic spin tensor Wp both in the intermediate and
current configuration:

Dp
I = sym [Lp

I ] , Wp
I = skew [Lp

I ] ,

Dp = sym
[
FeLp

I Fe−1
]
, Wp = skew

[
FeLp

I Fe−1
]
. (3.139)

Dp
I and Dp describe the instantaneous rate of plastic straining in the intermediate and

current configuration. Wp
I and Wp, on the other hand, are the instantaneous rate of

rigid rotation of the intermediate and current configuration. Depending on the modeling
assumption, both the intermediate and current configuration can be used to formulate the
material constitutive models. Irrespective of the configuration, in most metal plasticity
models at the macroscale, only the symmetric part of the plastic deformation (Dp

I or Dp)
is modeled. This is usually achieved by employing a flow rule like:

Dp
I = γ̇

∂Φ
∂σI

or Dp = γ̇
∂Φ
∂σ

. (3.140)

σI denotes the stress measure in the intermediate configuration. The antisymmetric part
of the plastic deformation is most often ignored by assuming Wp

I = Wp = 0. As explained
before, this assumption is not correct when dealing with anisotropic materials and large
deformation. This statement can also be verified by looking at the CP model described
in section 3.2.3. Such a model is often employed to predict the crystallographic texture
changes during the deformation accurately [71]. The central modeling assumption in this
model is that:

Lp
I = Ḟp · (Fp)−1 =

N∑
α=1

γ̇αmα
0 ⊗ nα

0 , (3.141)

By closer inspection, it is evident that by using the above equation, both the symmetric and
antisymmetric parts of the plastic deformation are modeled, which results in an accurate
prediction of the microstructure evolution.

3.3.7.1 Existing models

To overcome this shortcoming at the macroscale, different models were developed for
the evolution of the plastic spin [97–99, 155–160]. The models are derived by using the
representation theory for tensor-valued functions of tensors [161,162]. The process mainly
consists of the following steps:
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• Depending on the degree of anisotropy and dimensionality of the problem, a set of
rank-one orientation tensors has to be chosen, which are purely orientational and
act as the structure variables [97]. These variables, along with some other variables,
are then used for formulating the constitutive equations for Dp

I and Wp
I . For an

orthotropic material, the set of structure variables is reduced to a single symmetric
rank-one orientation tensor [162].

• Furthermore, it is postulated that Wp
I also depends on σI in a similar manner to

Dp
I , shown in eq. (3.140) [97,98,163].

• Depending on the number of variables (in this case, the structure variables and σI),
a specific set of scalar-valued invariants and generators can be derived, which are
only valid for the chosen variables. The generators are second-order tensors that can
be further split into symmetric and anti-symmetric groups [162].

• With the set of invariants and generators at hand, the general constitutive equation
for Dp

I is postulated by adding up the symmetric generators multiplied with different
scalar-valued functions, which can only depend on the defined set of invariants above.
The equations for Wp

I are derived in a similar way, whereby the symmetric generators
are swapped with the anti-symmetric ones.

• In the final step, the derived expressions for both Dp
I and Wp

I are compared to each
other, and it is concluded that Wp

I is related to the components of Dp
I by [97,98]:

Wp
I 12 = η3 Dp

I 12 , Wp
I 13 = η2 Dp

I 13 , Wp
I 23 = η1 Dp

I 23 . (3.142)

The scalar-valued functions ηi depend on scalar-structure variables, which include
the set invariants mentioned before or any other scalar-structure variable such as
equivalent plastic strain rate ˙̄εp.

This model was successfully used in [98] to predict the microstructure evolution, which
was experimentally determined for rolled metal sheets [155]. More recently, the same
model was successfully adopted in [99] in a plane stress framework to investigate the
influence of microstructure evolution observed in shear tests. The primary objectives in
both [98] and [99] were modeling the microstructure evolution in sheet metals. As a
result of their success in accurately predicting the microstructural evolution, a similar
approach is employed in this work for the LPBF316L. The steps and efforts listed above
are mainly required to reduce the complexity and consequently the required parameters of
the final constitutive model, which is due to the fact that the parameters were calibrated
using experimental data [98,163]. Hence, having a complex model with many parameters
usually requires a lot of experimental effort for its calibration, which is counterproductive
and could result in completely neglecting this aspect of modeling. In [99], the parameters
of the plastic spin model were calibrated using virtual experiments to remedy this problem.
However, the following limitations of the model were not addressed. Thus, the following
points are emphasized once more to summarize the main ideas behind the approach taken
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in [97–99, 157, 158, 163] for the derivation of the expressions in eq. (3.142) and further,
highlight the limitations of the models:

• The constitutive equations for the plastic spin Wp
I in eq. (3.142) were derived with

the final goal of having a compact model with the least required number of material
parameters. Furthermore, the models mainly depend on the non-coaxiality between
Dp

I and the initial orthotropic axes of the material defined by ei in eq. (3.134).

• Moreover, these relations are derived based on the assumption that the orthonormal
material symmetry persists during the deformation, which is not necessarily true in
the case of large deformations since texture evolution could change the initial sym-
metry depending on the loading condition. Moreover, additively manufactured parts
could exhibit complete anisotropic texture depending on the processing parameters.

• The expressions in eq. (3.142) were mainly developed for their final application in
sheet metal forming simulations [97–99, 163], which reduces the problem to a 2D
scenario. This allows for a simpler model where many of the coupling effects can
be ignored since only one component of the plastic spin tensor has to be modeled.
However, these assumptions are not necessarily valid for an additively manufactured
metallic material since the final parts often require simulations in 3D.

• Finally, it will be shown that it is not possible to address the texture evolution with
a simple and universal expression as in eq. (3.142), since different loading conditions
drastically influence the final texture of the material. This aspect has to be included
in the final model.

3.3.7.2 Proposed model

The modeling efforts in this work will be concentrated on addressing the limitations men-
tioned above. Two of the most important ones are the extension of these models to the 3D
case and addressing the influence of different loading conditions such as uni-axial tension
and shear. It should be noted that in contrast to the approach described before, the prior-
ity in this work is not the simplicity of the final model but rather the accuracy of it during
full 3D simulations. Hence, a general solution will be presented, which will result in a more
complex constitutive model having a higher number of material parameters. However, this
is not an issue when employing a multi-scale simulation approach since the parameters are
calibrated using virtual experiments. Thus, the approach taken in [97,98,163] is modified
as follows. Instead of using the reduced set of generators and invariants described be-
fore, the starting point becomes the following relation in the current configuration, more
specifically, in the locally rotating CCO, as described in section 3.3.4:

Ŵp = Ĥ : D̂p . (3.143)

Ĥ is a fourth-order tensor, which establishes the connection between D̂p and Ŵp [163].
Similar to the ηi in eq. (3.142) the components of the Ĥ tensor depend on some functional
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set of invariants. Thus, the eq. (3.142) can be replaced by the following expression:

Ŵp
12 =η̂1211 D̂p

11 + η̂1222 D̂p
22 + η̂1233 D̂p

33+

η̂1212 D̂p
12 + η̂1213 D̂p

13 + η̂1223 D̂p
23+

η̂1221 D̂p
21 + η̂1231 D̂p

31 + η̂1232 D̂p
32 ,

Ŵp
13 =η̂1311 D̂p

11 + η̂1322 D̂p
22 + η̂1333 D̂p

33+

η̂1312 D̂p
12 + η̂1313 D̂p

13 + η̂1323 D̂p
23+

η̂1321 D̂p
21 + η̂1331 D̂p

31 + η̂1332 D̂p
32 ,

Ŵp
23 =η̂2311 D̂p

11 + η̂2322 D̂p
22 + η̂2333 D̂p

33+

η̂2312 D̂p
12 + η̂2313 D̂p

13 + η̂2323 D̂p
23+

η̂2321 D̂p
21 + η̂2331 D̂p

31 + η̂2332 D̂p
32 . (3.144)

These expressions may seem much more complicated than those of eq. (3.142). However,
the eq. (3.144) can be presented in a much simpler way by using the fact that in [97–99,
155–158, 163], the functions η̂i only depend on D̂p and the equivalent plastic strain rate
˙̄εp. The same assumption is also made in this work, and thus, the general expressions
become:

Ŵp
12 = η̂12

(
D̂p, ˙̄εp

)
, Ŵp

13 = η̂13
(
D̂p, ˙̄εp

)
, Ŵp

23 = η̂23
(
D̂p, ˙̄εp

)
. (3.145)

The functions ηi in the equations above have to be further concretized to be applicable to
the problems presented in the following sections. To accomplish this goal, the first problem
which has to be addressed is the differentiation between different loading conditions, which
manifest themselves in different stress states. One possible solution to this problem is using
the Lode invariants such as stress triaxiality and Lode angle, which are often employed
in fracture mechanics to distinguish between different stress states and incorporate that
into the constitutive model [164–168]. The Lode invariants are closely related to the
Haigh–Westergaard coordinates, and the kinematic invariants of the stress tensor, often
referred to as first, second, and third invariant [164]. In this work, only the Lode parameter
µL or equivalently the Lode angle θL is used to characterize the stress state:

µL = 2σ2 − σ1 − σ3
σ1 − σ3

, θL = tan−1
( 1√

3
µL

)
for −π

6 < θL <
π

6 , (3.146)

where σ1 ≥ σ2 ≥ σ3 are the ordered set of principal components of the stress tensor σ,
using Lode parameter µL, it is easily possible to distinguish between different stress states,
such as generalized tension for µL = −1, generalized shear for µL = 0, and generalized
compression for µL = 1, see fig. 3.9. There are also other slightly different definitions for
the Lode parameter µL in literature. But all of them are equivalent and can be converted
into each other with ease [167,168]. However, it should be noted that not all stress states
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can be uniquely identified using the Lode parameter µL since, for example, bi-axial tension
and shear states result in the same Lode parameter µL = 0. However, in this particular
case, this doesn’t pose an issue since the final texture of the material under both of these
stress states is identical [169]. Similarly, simple shear and pure shear stress states can’t be
distinguished from each other. However, it is assumed that both of them have the same
effect since simple shear is a superposition of pure shear with a rigid body rotation during
the deformation. Moreover, in [167, 168] it is shown that for the von Mises yield surface
it is also possible to reformulate the eq. (3.146) using the principal components of the
rate of plastic deformation tensor D̂p, see fig. 3.9. This is possible since the von Mises
yield surface is isotropic and that the rate of plastic deformation tensor is directly coupled
with the deviatoric part of the stress tensor. It is worth noting that the Barlat type yield
functions fulfill these conditions only in very special cases (isotropy) and that the transition
from stress to strain space doesn’t result in the exact same values for the lode parameters.
The lode parameters calculated in the stress and strain space will vary depending on the
anisotropy of the material. The difference is zero in case of isotropy and will increase
as the anisotropy gets stronger. However, this doesn’t pose an issue for the formulation
of the plastic spin model in the plastic strain space since this choice can be viewed as
a modeling assumption. Moreover, the constitutive parameters of the phenomenological
plastic spin model can be used to fine tune and adjust the model behavior for different
loading conditions. Thus, in this work the lode parameters calculated in the plastic strain
space will be used for the formulation of the plastic spin model:

µL = 2λp
2 − λp

1 − λp
3

λp
1 − λp

3
, with λp

1 ≥ λp
2 ≥ λp

3 . (3.147)
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Figure 3.9: Geometrical representation of the Lode parameter µL and the Lode angle
θL on the deviatoric plane. On the left, the parameters for the point P are shown in the
principal stress space. On the right, the same parameters are determined in the principal
plastic strain components [164–168].

58



3.3 Rate independent hypoelastic plasticity framework for the macroscale

Following the eq. (3.145) and the main idea of separating the different stress states, it is
then postulated that the constitutive model for the plastic spin has the following general
form:

Ŵp = µLŴp
TC + (1 − |µL|)

(
Ŵp

S

)
, (3.148)

with Ŵp
TC and Ŵp

S, being the plastic spin contributions from tension/compression and
generalized shear, respectively. It should be highlighted that these newly introduced
plastic spin tensors depend on the same invariants as in eq. (3.145) and will have a
very similar structure. However, the expressions for calculating the contribution of the
different stress states are not exactly the same and may differ depending on the results
of the virtual experiments. This approach offers a flexible solution, universally applicable
to many different materials. Moreover, each of these contributions can be adjusted
according to the priorities and complexity of the problem. For example, if a particular
stress state is more dominant during a deformation process, then the expression for this
exact contribution can be adjusted to have higher accuracy. Now that the contributions
from the different stress states to the final plastic spin tensor Ŵp are determined, it
is necessary to find a way to correctly calculate each of the separate tensors Ŵp

TC and Ŵp
S.

The next logical step is determining the exact set of variables, which are then used to
formulate the expression in eq. (3.148). In [98, 99, 163], the expressions for calculating
the plastic spin tensor depend directly on the components of the tensor Dp

I . However,
in this work, the invariants of the tensor D̂p are used, in particular the eigenvalues and
eigenvectors. λp

1 ≥ λp
2 ≥ λp

3 are the ordered set of principal components of the tensor D̂p,
and ep

1 , ep
2 , and ep

3 are corresponding eigenvectors, which are graphically shown in fig.
3.9. The eigenvectors in combination with the eigenvalues can be used to construct the
constitutive equations required for the calculation of Ŵp

TC and Ŵp
S. For example, a strain

state corresponding to a uni-axial tension experiment will have one positive and two
negative eigenvalues and a corresponding Lode parameter of µL = −1. Most importantly,
the eigenvector belonging to the positive eigenvalue shows the pulling direction of the
material with respect to the initial material frame, which is characterized by the vectors
e1, e2, and e3. Moreover, for one negative, one positive, and one zero eigenvalue, the Lode
parameter becomes µL = 0, which is an indication of a shear state. Again, the eigenvector
belonging to the positive eigenvalue can be used to extract the necessary information
required for the constitutive model. One eigenvector is also sufficient for the compression
case. However, instead of the eigenvector belonging to the biggest positive eigenvalue,
the eigenvector corresponding to the negative eigenvalue is selected since the sign of the
eigenvalues are reversed when compared to the generalized tension. In summary, it is
clear that one eigenvector is sufficient to determine the plastic spin tensors.

To reduce the modeling complexity, the constitutive equations are formulated using
spherical polar coordinates (SPC), see fig. 3.10, which has two main advantages. First:
since the eigenvectors are normalized, then using SPC, the radius r is always equal
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to 1, which automatically reduces the number of variables to two, namely θp and φp,
instead of 3 when using CCO. The second main advantage is that when the texture has
symmetrical properties, then the constitutive model is easily formulated using SPC and
trigonometric functions, which significantly reduces the overall complexity of the model
and the calibration efforts.

z

y

x

O

φp

θp

r = 1

er

eθ

eφ

Figure 3.10: Representation of the eigenvectors ep
i in CCO and SPC.

To use these properties, the following transformation matrices can be used to perform the
change of the coordinate frame between SPC and CCO:

RPol =


sin (θp) sin (φp) cos (θp) sin (θp) cos (φp)
cos (θp) sin (φp) −sin (θp) cos (θp) cos (φp)

cos (φp) 0 −sin (φp)

 , (3.149)

RT
Pol =


sin (θp) sin (φp) cos (θp) sin (φp) cos (φp)

cos (θp) −sin (θp) 0
sin (θp) cos (φp) cos (θp) cos (φp) −sin (φp)

 . (3.150)

With the transformations described above, the eigenvectors ep
1 , ep

2 , and ep
3 corresponding

to the eigenvalues λp
1 ≥ λp

2 ≥ λp
3 of the tensor D̂p can be characterized with θp and φp,

see fig. 3.10. It should be highlighted that in this work, it is assumed that the axes
of the CCO frame coincide with the material axes. Thus, e1, e2, and e3 are the unit
vectors corresponding to the CCO, which also characterize the initial material texture.
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With the transformation matrices RPol and RT
Pol in eq. (3.150) it is then easily possible

to perform a change of coordinate frame for the components of the plastic spin tensor
Ŵp. More specifically, the eq. (3.148) will be used in the SPC frame to calculate the
components of the plastic spin tensor, which are then transformed back to the CCO
frame by the derived transformation matrices. In the SPC frame, the contributing tensors
from tension/compression Ŵp

TC and shear deformation Ŵp
S are simply calculated by an

expression consisting of trigonometric functions, which only take θp and φp as the input
variables. Moreover, each component of the tensors Ŵp

TC and Ŵp
S can have a very distinct

behavior, which is ultimately dependent on the initial texture of the material. Thus, the
final expressions for these tensors are derived based on the results obtained from virtual
experiments and are presented in section 3.4.2.4. After the plastic spin tensor Ŵp is
calculated, it is then possible to uniquely determine the material axes rotation by making
the following adjustments. First, the initial value problem in eq. (3.134)

ėi = W · ei , i = 1, 3 , (3.151)

is modified using the eq. (3.138)

We = W − Wp , (3.152)

as follows:

ėi = We · ei , i = 1, 3 . (3.153)

Please note that the constitutive equations for the plastic spin tensor Ŵp are defined in
the locally rotating CCO frame. Thus, Ŵp has to be transformed back to the global
frame to obtain Wp used in the eq. (3.152). However, this is straightforward by making
use of the incrementally objective integration algorithm presented in section 3.3.4. The
complete implementation procedure with all the necessary steps is described in section
3.3.10. It is also important to see that the original corotational formulation described in
section 3.3.4 is easily retrieved if the plastic spin Wp vanishes, which is the case for an
isotropic material.

The whole procedure for calculating the plastic spin tensor Ŵp can be summarized as
follows. 1. After any plastic deformation has occurred, the Eigensystem of rate of plas-
tic deformation tensor D̂p is determined. 2. The eigenvector belonging to the largest
eigenvalue is chosen. 3. The polar angles θp and φp of the chosen eigenvector are cal-
culated. 4. The angles θp and φp combined with the equivalent plastic strain rate ˙̄εp

are then used to calculate the tensors Ŵp
TC and Ŵp

S, which are the plastic spin tensors
for tension/compression and shear deformations. 5. The lode parameter µL is calculated
using the previously determined eigenvalues of D̂p. 6. With the lode parameter µL and
the calculated tensors Ŵp

TC and Ŵp
S, the final plastic spin tensor Ŵp is determined by

simply inserting these terms in eq. (3.148).
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3.3.8 Return mapping algorithm

In order to numerically integrate the equations of the material model, a return mapping
algorithm is implemented, which is taken from [153]. This return mapping algorithm
makes use of the backward Euler formulation and employs a Newton-Raphson method
which is modified with a line search algorithm. The variables at the time tn, which is
the start of the increment, are denoted with n. tn+1 marks the time at the end of the
increment. The purpose of this algorithm is to return the correct quantities at the end of
the increment tn+1 by using the values from the start of the increment tn as input data.

Box. 3.3: Return mapping algorithm.

1. Here it is assumed that the strain increment ∆ε and the stresses σn at the
start of the increment are known. In the first step, the trial stress σtr is
calculated using the elastic stiffness tensor C:

σtr = σn + C : ∆ε . (3.154)

2. After calculating the trial stress σtr, the yield condition is checked:

f(σtr, ε̄p
n) = Φ

(
σtr
)

− σy (ε̄p
n) . (3.155)

If f(σtr, ε̄p
n) ≤ 0, then the strain increment is elastic. In such a case, the end of

increment is reached, and the quantities can be updated as follows σn+1 = σtr

and ε̄p
n+1 = ε̄p

n. If f(σtr, ε̄p
n) > 0 holds true, then plastic deformation has

occurred, and the next step is required.

3. This return mapping algorithm makes use of two residuals. The first residual
is the yield function f(σ,∆γ). The second one is the plastic strain residual
G(σ,∆γ). Both are defined as follows:

f(σ,∆γ) = Φ (σ) − σy (∆γ) , G(σ,∆γ) = ∆εp(σ) − ∆γ ∂f
∂σ

. (3.156)

∆γ = ∆tγ̇ is the incremental consistency parameter. The main goal here is
to find a σ and ∆γ, which reduce the calculated residuals. This is achieved
in an iterative procedure:

σ(k+1) = σ(k) + ∆σ , ∆γ(k+1) = ∆γ(k) + ∆(∆γ) . (3.157)

4. The achieve the above goal, the correct incremental consistency parameter ∆γ,
has to be found, which is in turn used to update all of the other quantities.
The incremental change for the consistency parameter ∆(∆γ) is found by
linearizing the residuals:

∆(∆γ) =
f (k) − G(k) : L (k) : ∂Φ(k)

∂σ
∂Φ(k)

∂σ : L (k) : ∂Φ(k)

∂σ +H(k)
′

(3.158)
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The inverse of the Hessian of the return mapping algorithm L (k) is calculated
as follows:

L (k)−1 = C−1 + ∆γ(k) ∂Φ(k)

∂σ∂σ
. (3.159)

The plastic strain increment ∆εp and the slope of hardening curve H(k)
′ at

ε̄p
(k) = ε̄p

n + ∆γ(k) are defined to be:

∆εp
(k) = −C−1 : (σ(k) − σtr) , H(k)

′ = dσy
dε̄p

(
ε̄p

(k)

)
. (3.160)

5. The next step consists of updating the stress increment:

∆σ = −L (k) :
(

G(k) + ∆(∆γ)∂Φ(k)

∂σ

)
. (3.161)

6. The iterative process stops when convergence is reached. For this purpose, the
measure ψ(k) is constructed, which is the combination of the two residuals:

ψ(k) = 1
2

G(k) : G(k) +
(
f (k)

2µ

)2
 (3.162)

ψ(k) is non-dimensional since it is scaled with the shear modulus µ and is used
to check if the results are within the desired tolerance. If this is the case, then
the end of increment is reached, and all quantities are updated. On the other
hand, if the total residual is still not within the tolerance, then the iteration
is repeated from step 3.

The algorithm demonstrated in the box 3.3 uses the full step size determined in the
Newton-Raphson iteration. However, it has been observed and shown numerous times
that the Newton-Raphson algorithm does not always converge for non-quadratic yield
functions. To remedy this problem, in [153], it is suggested to adopt the line search
modification, which modifies the step size based on a merit function. The employed line
search method is explained in the box 3.4.

Box. 3.4: Line search method adopted to improve the convergence be-
havior of the return mapping algorithm [153].

1. As explained above, the main difference is that the line search method does
not always use the full step size determined in the Newton-Raphson iteration
for updating the quantities. Instead, the modified step size α(k) is used:

σ(k+1) = σ(k) + α(k)∆σ , ∆γ(k+1) = ∆γ(k) + α(k)∆(∆γ) . (3.163)

Thus, the goal becomes the determination of the proper step size α(k). This
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can be achieved by finding a step size α(k) that minimizes ψ(k)(α(k)). This
is not an easy task. However, instead of the exact function ψ(k), it is also
possible to make use of an approximation and make sure that the new step
size α(k) sufficiently improves the results.

2. In the proposed method, the residual function ψ(k) is approximated as a
quadratic function. With this assumption, the minimum is calculated as fol-
lows:

α(k) = ψ(k)(0)
ψ(k)(0) + ψ(k)(1)

(3.164)

ψ(k)(0) and ψ(k)(1) are the residual for α(k) = 0 and α(k) = 1, respectively. If
the newly determined step size α(k) does not result in a sufficient decrease of
the residual ψ(k), then subsequent iterations are needed:

α
(k)
(j+1) = ψ(k)(0)

ψ(k)(0) + ψ(k)(α(k)
(j) )

(3.165)

3. A sufficient decrease of the residual function ψ(k) is obtained if the following
conditions are satisfied:

ψ
(k)
(j+1) <

(
1 − 2βα(k)

(j)

)
ψ

(k)
(j) , α

(k)
(j+1) = max

{
ηα

(k)
(j) , α

(k)
(j+1)

}
. (3.166)

In this work, the parameters β and η are set to be 10−4 and 0.1, respectively.

3.3.9 Consistent elasto-plastic tangent operator

To preserve the quadratic rate of asymptotic convergence of Newton’s method, it is essen-
tial to use the CEPT during the numerical integration, which is sometimes referred to as
the algorithmic tangent [134]. The starting point for the derivation of the CEPT is the
following equation [132,134,170], similar to eq. 3.161:

dσn+1 = L n+1 :
(

dεn+1 − ∆(∆γ)∂Φn+1

∂σ

)
. (3.167)

By enforcing the consistency condition

df(σn+1) = ∂Φn+1

∂σ
dσn+1 −Hn+1

′∆(∆γ) = 0 , (3.168)

and substituting eq. (3.167) in eq. (3.168) it is possible to obtain the incremental change
of the consistency parameter:

∆(∆γ) =
∂Φn+1

∂σ : L n+1 : dεn+1

∂Φn+1

∂σ : L n+1 : ∂Φn+1

∂σ +Hn+1
′ (3.169)
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In the next step, the incremental change of the consistency parameter in eq. (3.167) is
replaced with the eq. (3.169):

dσn+1 = L n+1 :
(

dεn+1 −
∂Φn+1

∂σ : L n+1 : dεn+1

∂Φn+1

∂σ : L n+1 : ∂Φn+1

∂σ +Hn+1
′
∂Φn+1

∂σ

)
. (3.170)

The results of the last step are rearranged using the following expression:

dσn+1 = Cep : dεn+1 . (3.171)

Thus, the CEPT reads:

dσn+1

dεn+1 = Cep = L n+1 −

(
L n+1 : ∂Φn+1

∂σ

)
⊗
(
L n+1 : ∂Φn+1

∂σ

)
∂Φn+1

∂σ : L n+1 : ∂Φn+1

∂σ +Hn+1
′ . (3.172)

3.3.10 Complete Abaqus/UMAT implementation

Box. 3.5: Algorithmic steps implemented in UMAT.

1. The following quantities are provided in Abaqus UMAT at the start of incre-
ment for each integration point:

• Deformation gradients Fn and Fn+1

• Cauchy stress tensor in the global frame σn

• Rotation tensor Rn

• Incremental consistency parameter ∆γn

• Equivalent plastic strain (ε̄p)n

• Plastic strain increment in global frame (∆εp)n

It should be noted that some of the quantities are defined by the user as the
state variables (SDVs). More importantly, the superscript n and n+ 1 denote
the quantities at the start and end of the increment, respectively. Moreover,
quantities in the rotated coordinate frame are characterized by ˆ over their
respective symbols in order to separate them from the quantities defined in
the global coordinate frame. It should be noted that in Abaqus UMAT,
the updated stress tensor and the CEPT have to be returned in the global
coordinate frame.

2. The velocity gradient increment is calculated using the deformation gradi-
ent tensors Fn and Fn+1 combined with the approximation derived in [134].
Afterwards, the velocity gradient tensor is split into its symmetric and anti-
symmetric parts:

∆Ln+1 = ∆Dn+1 + ∆Wn+1 . (3.173)

3. In order to calculate the rotation tensors Rn+ 1
2 and Rn+1, first, the incre-

mental plastic spin tensor (∆Wp)n+1 has to be determined. This is achieved
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by using the plastic strain increment (∆εp)n and the incremental consistency
parameter ∆γn combined with the expressions derived in section 3.3.7.2 and
3.4.2.4. Afterwards, with

(∆We)n+1 = ∆Wn+1 − (∆Wp)n+1 , (3.174)

and the integration algorithms presented in section 3.3.4 all rotation matrices
can be easily calculated, which are required for the transformation of the
quantities between the locally rotating CCO and global frame. Moreover,
by making use of the relations derived in section 3.3.4, it is then possible to
rotate the vectors and tensors. The following transformation is shown as an
example:

σ̂n = (Rn)T · σn · Rn . (3.175)

4. The trial stress σ̂tr in the rotated coordinate frame is calculated using the
algorithm derived in section 3.3.4. The eq. (3.103) is adopted, which makes
use of the midpoint rule:

σ̂tr = σ̂n + ∆tC : D̂n+ 1
2
. (3.176)

5. After calculating the trial stress σ̂tr in the rotated coordinate frame, the yield
condition is checked:

f(σ̂tr, ε̄p
n) = Φ

(
σ̂tr
)

− σy (ε̄p
n) . (3.177)

If f(σ̂tr, ε̄p
n) ≤ 0, then the strain increment is elastic. In such a case, the end

of increment is reached, and the quantities can be updated as follows σ̂n+1 =
σ̂tr and ε̄p

n+1 = ε̄p
n. If f(σ̂tr, ε̄p

n) > 0 holds true, then plastic deformation
has occurred, and a return mapping algorithm is employed. The iterative
procedure afterward is exactly as described in the box 3.3 and 3.4.

6. The iterative process in the last step comes to an end if convergence is reached.
If this is the case, then the quantities in the rotated coordinate frame are
updated for the last time, and the required CEPT is calculated as shown in
eq. (3.172):

Ĉep = L̂ n+1 −

(
L̂ n+1 : ∂Φn+1

∂σ̂

)
⊗
(
L̂ n+1 : ∂Φn+1

∂σ̂

)
∂Φn+1

∂σ̂ : L̂ n+1 : ∂Φn+1

∂σ̂ +Hn+1
′ . (3.178)

7. In the last step, all the quantities are rotated back to the global frame using
the relations in section 3.3.4 and are either returned as output (σn+1 and
Cep) to Abaqus or stored as SDVs (∆γn+1, Rn+1, (ε̄p)n+1, and (∆εp)n+1) for
the next increment. It should be noted that even though σn+1 is returned
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to Abaqus in the global frame, in the next increment, the stress tensor σn is
rotated internally by Abaqus using the Hughes-Winget approximation shown
in eq. (3.109). This is the case when NLGEOM=ON and has to be accounted for.
For more details, see Abaqus documentation [171].

3.3.11 A summary of the macroscale model equations

The continuum mechanics elastoplasticity model consists of the following system of gov-
erning equations



F = Fe · Fp Multiplicative decomposition

∇ · σ = 0 Mechanical equilibrium
˙̂σ = C :

[
D̂ − D̂p

]
Hypoelastic stress-strain relation

˙̂σ = RT · ▽
σ · R,

▽
σ = [σ̇ + σ · W − W · σ] Corotational formulation

f(σ̂, ε̄p) = Φ (σ̂) − σy (ε̄p) Yield function

f(σ̂, ε̄p) = 0 Yield condition

D̂p = γ̇ ∂f
∂σ̂ Plastic flow rule

α̇ = γ̇ ∂f
∂A Hardening rule

Ŵp = Function(D̂p, γ̇) Plastic spin evolution

We = W − Wp , Ṙ = We · R,R|t=0 = I Rotation matrix evolution

γ̇ ≥ 0 , f ≤ 0 , γ̇f = 0 KKT conditions
(3.179)

that employs for the constitutive model the following specifications
(a) for the effective stress:

Φ (σ) =
{

1
4
[∣∣s′

1 − s′′
1
∣∣a +

∣∣s′
1 − s′′

2
∣∣a +

∣∣s′
1 − s′′

3
∣∣a +

∣∣s′
2 − s′′

1
∣∣a +

∣∣s′
2 − s′′

2
∣∣a +

∣∣s′
2 − s′′

3
∣∣a +

∣∣s′
3 − s′′

1
∣∣a +

∣∣s′
3 − s′′

2
∣∣a +

∣∣s′
3 − s′′

3
∣∣a]}1/a

. (3.180)

where s′
i and s′′

j (i, j = 1, 2, 3) are the principal values of tensors s′ and s′′.

s′ = C′ : s , s′′ = C′′ : s , s = σ − 1
3(I : σ)I. (3.181)

and
(b) for the hardening function:

σy (ε̄p) =


σ0 +K (ε̄p)n for ε̄p ≤ ε̄L1

σy (ε̄L1) + L (ε̄p − ε̄L1)
(
1 − ε̄p−ε̄L1

2(ε̄L2−ε̄L1)

)
for ε̄L1 < ε̄p ≤ ε̄L2

σy (ε̄L2) for ε̄p > ε̄L2

. (3.182)
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3.3.11.1 Incremental form

Ln+ 1
2

= Dn+ 1
2

+ Wn+ 1
2
. (3.183)

Wp
n+ 1

2
= Function(Dp

n,∆γn) . (3.184)

We
n+ 1

2
= Wn+ 1

2
− Wp

n+ 1
2
. (3.185)

Rn+ 1
2

= exp
[∆t

2 We
n+ 1

2

]
· Rn , Rn+1 = exp

[
∆tWe

n+ 1
2

]
· Rn . (3.186)

D̂n+ 1
2

= RT
n+ 1

2
· Dn+ 1

2
· Rn+ 1

2
. (3.187)

∆ε̂ = ∆t D̂n+ 1
2
. (3.188)

σ̂n = RT
n · σn · Rn . (3.189)

σ̂n+1 = RT
n+1 · σn+1 · Rn+1 . (3.190)

∆ε̂p = ∆γn+1
∂f

∂σ̂n+1
. (3.191)

σ̂n+1 = σ̂n + C : (∆ε̂ − ∆ε̂p) . (3.192)

The following expressions define a non-linear system of equations for the determination of
the unknown σ̂n+1 and ∆γn+1.

f(σ̂n+1,∆γn+1) = Φ (σ̂n+1) − σy (ε̄p
n + ∆γn+1) = 0 , (3.193)

G(σ̂n+1,∆γn+1) = σ̂n+1 − σ̂n − C : (∆ε̂n+ 1
2

− ∆γn+1
∂f

∂σ̂n+1
) = 0 , (3.194)

with

∆ε̄p = ∆γn+1 , (3.195)

∆γn+1 ≥ 0 , (3.196)

f∆γn+1 = 0 . (3.197)
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3.3.11.2 Return mapping algorithm

(i) Calculate trial stress σ̂tr:

σ̂tr = σ̂n + C : ∆ε̂ . (3.198)

(ii) Check yield condition:

f(σ̂tr, ε̄p
n) = Φ

(
σ̂tr
)

− σy (ε̄p
n) . (3.199)

(iii) If f(σ̂tr, ε̄p
n) ≤ 0, then the strain increment is elastic:

σ̂n+1 = σ̂tr , (3.200)

ε̄p
n+1 = ε̄p

n . (3.201)

(iv) If f(σ̂tr, ε̄p
n) > 0, then iterate over (k):

f (k) = Φ
(
σ̂(k)

)
− σy

(
ε̄p

n + ∆γ(k)
)
, (3.202)

G(k) = −C−1 : (σ(k) − σtr) − ∆γ(k)∂f
(k)

∂σ̂
, (3.203)

ψ(k) = 1
2

G(k) : G(k) +
(
f (k)

2µ

)2
 . (3.204)

If ψ(k) ≤ εTol go to (v), otherwise continue:

L (k)−1 = C−1 + ∆γ(k) ∂f
(k)

∂σ̂∂σ̂
, (3.205)

H(k)
′ = dσy

dε̄p

(
ε̄p

n + ∆γ(k)
)
, (3.206)

∆(∆γ) =
f (k) − G(k) : L (k) : ∂f (k)

∂σ̂
∂f (k)

∂σ̂ : L (k) : ∂f (k)

∂σ̂ +H(k)
′
, (3.207)

∆σ = −L (k) :
(

G(k) + ∆(∆γ)∂Φ(k)

∂σ

)
, (3.208)

∆γ(k+1) = ∆γ(k) + ∆(∆γ) , (3.209)

σ(k+1) = σ(k) + ∆σ . (3.210)

Go to (iv).

(v) End of increment is reached and all quantities are updated.
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3.3.11.3 The incremental finite element formulation

The Newton-Raphson scheme used for the solution of the incremental nonlinear finite
element formulation based on [132]:

(i) Calculate internal and external forces used for the calculation of the residual vector:

f int
(e) =

∫
Ωe

BT σn+1 dV , (3.211)

f ext
(e) =

∫
∂Ωe

NT tn+1 dA , (3.212)

r = f int − f ext . (3.213)

(ii) Determine element tangent stiffness matrices:

K(e)
Tan =

∫
Ωe

BT Cep
n+1 B dV , (3.214)

using CEPT:

dσn+1

dεn+1 = Cep
n+1 = L n+1 −

(
L n+1 : ∂Φn+1

∂σ

)
⊗
(
L n+1 : ∂Φn+1

∂σ

)
∂Φn+1

∂σ : L n+1 : ∂Φn+1

∂σ +Hn+1
′ . (3.215)

(iii) Determine increment of the displacement vector:

KTan δu(k+1) = −r(k) . (3.216)

(iv) Update the displacement vector:

u(k+1)
n+1 = u(k)

n+1 + δu(k+1) . (3.217)

(v) Update all other quantities using the new displacement vector and go to (i). Repeat
these steps until ||r||

||fext|| ≤ εTol.
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3.4 Scale bridging approach and the calibration procedure

In this section, the calibration process and the fusion of the micro and macroscale model
are discussed. The main motivations behind this multi-scale approach are increasing
the simulation accuracy and, at the same time, reducing all the experimental efforts.
These goals are achieved by the determination of the required material parameters of the
macroscale model using the calibrated and validated CP model. This is possible since the
CP model is capable of capturing the underlying physical phenomena at the microscale
and, thus, can be used to conduct virtual experiments. The parameters required for the
microscale simulations are as follows:

1. The SCECs of LPBF316L, which are taken from literature [172].

2. The parameters of the phenomenological CP model (section 3.2.3), which are cali-
brated using tensile tests.

The macroscale model explained in section 3.3 requires the following parameters for the
simulation:

1. Homogenized elastic stiffness tensor C.

2. Parameters for the chosen hardening model.

3. Parameters of the Barlat yield function Yld2004-18p.

4. Parameters of the plastic spin model Ŵp.

The parameters for the macroscale model can also be obtained by making use of actual
experiments. However, this approach would require a significant increase in the number
of experiments and would render this material model impractical because of the immense
cost and time required for conducting such investigations. However, by using virtual
experiments, these complex models regain their strength since the calibration process
is no longer a strong barrier. It should be noted that the four parameter sets for the
macroscale model are extracted from different CP simulations. Consequently, these virtual
experiments automatically establish a link between micro and macroscale. In the following
sections, the necessary steps required to extract all model parameters are explained in
detail.

3.4.1 Estimating the elastic properties of a polycrystal

The first step in establishing a link between micro and macroscale is the determination
of the homogenized elastic properties of LPBF316L. This step is crucial since predicting
the anisotropic material behavior of LPBF316L at the macroscale is one of the main
objectives of this work and is strongly influenced by its elastic response. Thus, the elastic
anisotropy has to be determined with high accuracy for the whole multi-scale framework
to succeed. Experimentally, this goal can be achieved using the resonance method [108].
However, for the determination of the entire elastic stiffness tensor, the resonance method
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requires many samples with different inclinations, which is not feasible, especially for
AM materials. Fortunately, there is where the multi-scale simulation approach shines
since by only having the initial crystallographic texture and SCEC, this issue can be solved.

The elastic properties of the grains inside of a FCC single-phase polycrystalline material
can be described using three elastic constants, C11, C12, and C44, which are also called
the SCEC. These values can be used to assemble the elastic tensor Ccrystal. Using this
tensor, one can predict the anisotropic elastic response of a single crystal for any desired
loading direction. However, as mentioned before, a polycrystalline material contains a
large number of grains. These grains each have a specific orientation and act as a single
crystal. To predict the elastic response of a polycrystalline material, different methods were
developed, which use the crystallographic texture and the single crystal elastic constants
as input data and deliver the homogenized elastic stiffness tensor Cpolycrystal for the whole
polycrystal [173]. The difference between these methods is that each of them uses different
assumptions for the calculation of the average properties. Besides the CP model explained
in section 3.2.3, three famous approaches exist for this purpose, namely Voigt [174], Hill
[175], and Reuss [176]. The Voigt model is based on the assumption that everywhere the
strain field is homogeneous and is equal to the macroscopic strain tensor. This assumption
implicates that the same strain field is applied to all of the grains. Thus, the volume
average is defined as follows [173]:

〈
TVoigt

〉
=

M∑
m=1

VmT(gc
m) . (3.218)

TVoigt, Vm, and T(gc
m) are the average tensor, the volume fraction of the grain m, and

the individual tensor with crystal orientation gc
m, respectively. In the Reuss model, on

the other hand, it is assumed that the stress field is constant in the specimen. Thus, the
same stress tensor is applied to all of the grains. The average tensor is then calculated by
averaging the inverses of the individual tensors [173]:

〈
TReuss

〉
=
[

M∑
m=1

VmT−1(gc
m)
]−1

. (3.219)

Both these assumptions do not represent reality and describe the average bounds. The
experimentally determined elastic properties usually lie in between the estimated values
for these models. In the Hill model, the average tensor from the Voigt and Reuss models
is calculated:〈

THill
〉

= 1
2
(〈

TVoigt
〉

+
〈
TReuss

〉)
. (3.220)

Note that the Hill model is much closer to reality but has no theoretical justification [173].
All of these models are implemented in the software MTEX [147]. The following elastic
stiffness tensor C written in Voigt notation is used for all Abaqus simulations (same x, y,
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and z coordinate system as in fig. 2.1):

C =



268 93 110 0 0 0
93 269 110 0 0 0
110 110 252 0 0 0
0 0 0 76 0 0
0 0 0 0 76 0
0 0 0 0 0 62


in GPa . (3.221)

The above homogenized elastic stiffness tensor C is determined using the EBSD measure-
ment from Tower 45◦ combined with the SCECs of LPBF316L taken from [172]. Moreover,
the above elastic stiffness tensor C is the result of the Hill model.

3.4.2 Parameter identification procedure

To have accurate simulation results, the simulation softwares (DAMASK [71] and Abaqus
[171]) have to be supplied with the correct input parameters. Each of them requires
a different set of parameters, which have to be determined by either using the results
from real or virtual experiments. Thus, in this section, a general calibration procedure is
presented, which is then employed in the following sections. The identification of these
parameters is achieved utilizing least-squares-based regression analysis. After defining the
residual

minimize F(p) = 1
2

N∑
i=1

wi(fi(p) − yi)2 ,

by changing p ∈ S ,

such that gj(p) ≤ 0, j = 1, ..., ng ,

(3.222)

the Levenberg-Marquardt scheme [177, 178] is used to minimize it. F , gj , p, and wi are
the residual function, the vector of constraints, the vector containing the parameters to be
optimized, and the weight associated with the experiment i, respectively. Moreover, fi(p)
and yi are the values extracted from the numerical simulations and the corresponding
target values. These can for example be the simulated (fi(p)) and the experimental (yi)
stress-strain values. Depending on the parameters which have to be optimized, the vector
p contains, for example, the CP model parameters n, h0, a, τ0, and τ∞.

3.4.2.1 Parameters of the crystal plasticity model

The software DAMASK [71] has to be supplied with the SCEC, C11, C12, and C44, for
an FCC crystal and the five parameters (n, h0, a, τ0, and τ∞) for the phenomenological
CP model explained in section 3.2.3. The calibration of the CP model is straightforward,
assuming that the RVE generated from texture data correctly represents the whole mi-
crostructure. One or more experimental data sets can be included during the calibration
process. However, it should be noted that some data sets are also needed for the validation
of these parameters. Therefore, for the CP model, only one tensile test (Tower 45◦) and
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one EBSD measurement (Tower 45◦) were used. Moreover, the strain was limited to the
range between 0 and 1.5 %. The calibrated parameters are listed in table 3.1. In fig. 3.11,
the accuracy of the calibration procedure is shown. It is evident that the CP model can
at least capture the yield behavior of LPBF316L for this particular sample (Tower 45◦).
The validation and implication of these results are discussed in section 4. The parameters
q and γ̇0 were set to a fixed value of 1.

Table 3.1: Calibrated parameters of the CP model for the 50µm specimens.

n h0 (MPa) a τ0 (MPa) τ∞ (MPa)

38 3160 9 263 1130
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Figure 3.11: Comparison between stress-strain curves obtained experimentally from the
50µm specimens and from the calibrated CP model.

It should be noted that for the numerical analysis of the lattice strain evolution, the CP
model parameters are re-calibrated using the ex-situ stress-strain curves obtained for two
30µm specimens instead of one 50µm specimen. The re-calibrated stress-strain curves
are shown in fig. 3.12. The parameters of the CP model are listed in table 3.2, which are
only used for the simulation of the lattice evolution, see section 4.4. All other numerical
simulations are conducted using the results for the 50µm specimens.

Table 3.2: Calibrated parameters of the crystal plasticity model for the 30µm specimens.

n h0 (MPa) a τ0 (MPa) τ∞ (MPa)

79 1676 9 246 1227
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Figure 3.12: Comparison between experimental and numerical stress-strain curves ob-
tained for tensile specimens manufactured from 30µm walls. The crystal plasticity model
was calibrated using the ex-situ tensile test results, see fig. 4.11.

3.4.2.2 Parameters of the Barlat yield function Yld2004-18p

The parameters of the Yld2004-18p model can be calibrated using the results from
tension, shear, and bi-axial tests. With a growing number of experiments, the accuracy
of the calibrated parameters increases. However, this comes at a cost. Both aspects, time
and cost, have to be considered when planning and conducting such experiments. In
recent years and with increasing accuracy of the numerical models, an alternative way of
calibrating the yield function has emerged. The main idea is to use virtual experiments
instead of real ones. For this purpose, a calibrated model is needed which is capable of
accurately predicting the material response for any desired loading direction. In the last
sections, it was explained that the CP model employed in this work is capable of both
describing and predicting the elastic and plastic anisotropy. Thus, the same CP model
can be used to conduct the necessary virtual experiments for extracting the parameters
of the Barlat yield function Yld2004-18p. These efforts are necessary since due to the
high computational cost, the CP model can only be used to accurately simulate the
deformation behavior in small regions, such as the RVE employed in this work. However,
additively manufactured parts are orders of magnitude larger than these RVEs. To
overcome this constraint, such virtual-lab frameworks were developed [86,88], which allow
these results to be transferred to the macroscale retaining high simulation accuracy with
reduced computational cost.

In such a framework, the same RVE is subjected to many different random loading condi-
tions, which cover the stress space with a sufficient number of resulting yield points. With
these boundary conditions, it is possible to simulate tension, shear, and bi-axial tests
or also construct loading conditions, which can not be tested in an actual experiment.
However, it should be noted that the accuracy of the calibrated yield surface is heavily
dependent on the accuracy of the CP model. After each simulation, the results are then
averaged over the whole RVE. Furthermore, the average stress tensor at a specific value of
plastic work per unit volume is used to determine the yield loci. The plastic work per unit
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volume can be experimentally determined, where its value is equal to the area under the
true stress-strain curve obtained from a uniaxial tensile test [179, 180]. In this work, this
value is set to 5 MPa, which corresponds to roughly 1 percent plastic strain. On the other
hand, the plastic work per unit volume is numerically calculated using the eqs. (3.18) and
(3.20) [86,139,181]:

ẇp =
N∑

α=1
ταγ̇α, (3.223)

where τα, γ̇α, and N are the resolved shear stress, the slip rate, and the total number
of slip systems, respectively. Hence, with a sufficient number of virtual experiments, the
yield loci can be determined with a fraction of the experimental cost. The calibrated
parameters are listed in table 3.3 for 1000 virtual experiments. Furthermore, the shape of
the yield surface together with the yield loci extracted from CP simulations are shown in
fig. 3.13, where the anisotropy of LPBF316L can be seen. It is worth noting that the yield
loci in fig. 3.13 are presented using their corresponding σ11 and σ33 stress components.
Therefore, many yield loci are located within the yield surface since other components,
such as shear components, contribute to the calculation of the effective stress, but aren’t
visible in this particular plot. This is evident in the plot with varying contours of shear
stress, where the yield surface gets smaller as the shear components get larger. Moreover,
the boundary conditions are generated randomly to ensure that as many different loading
conditions are covered during the simulations, which means that many different stress
states are generated for the determination of the yield surface.

Table 3.3: Calibrated parameters of the yield function Yld2004-18p.

c′
12 c′

21 c′
23 c′

32 c′
31 c′

13 c′
44 c′

55 c′
66

0.844 0.928 0.807 1.06 0.86 0.146 1.03 0.711 0.955

c′′
12 c′′

21 c′′
23 c′′

32 c′′
31 c′′

13 c′′
44 c′′

55 c′′
66

1.17 0.674 1.0 0.435 0.827 0.976 0.799 1.28 0.927

76



3.4 Scale bridging approach and the calibration procedure

−6 −3 0 3 6

σ11 in N
m2 ×108

−6

−3

0

3

6

σ
3
3

in
N m
2

×108

CP simulations

Yld2004-18p

−6 −3 0 3 6

σ11 in N
m2 ×108

−6

−3

0

3

6

σ
3
3

in
N m
2

×108

Figure 3.13: Calibration of the Barlat yield function using 1000 virtual experiments
shown on the left. The same yield surface is shown on the right for varying contours of
shear stress.

3.4.2.3 Parameters of the macroscopic hardening model

After calibrating the parameters of the Barlat yield function Yld2004-18p using the
virtual experiments, the parameters of the hardening model described in section 3.3.6
have to be calibrated. This is necessary since the Barlat yield function Yld2004-18p only
captures the initial anisotropic response of the material. Thus, a hardening model has to
be chosen and calibrated to fully describe the anisotropic yield behavior of the material
at the macroscale. This is also straightforward since the parameters are determined
with the same tensile test, which was used to calibrate the CP model in section 3.4.2.1.
In this case, there is no need for a RVE since the influence of texture is captured by
the homogenized elastic stiffness tensor and the Barlat yield function Yld2004-18p, see
sections 3.4.1 and 3.4.2.2. However, there is one problem that has to be addressed. The
experimentally obtained stress-strain curves are only valid until necking sets in, which is a
localized phenomenon that arises from a instability during tensile deformation. This issue
prohibits the usage of the experimental results beyond the necking since they don’t reflect
the actual stress-strain response of the material. Thus, the experimental results have to be
extrapolated beyond the necking for them to be used as input data for simulation softwares.

In this work, the extrapolation is carried out using three different assumptions, which
are graphically shown in fig. 3.14. The reason for having different extrapolations is that
in absence of experimental results it is impossible to accurately describe the material
response beyond the necking point. However, by comparing the experimental torsion and
shear results against the simulations conducted for these different hardening assumptions,
it is possible to estimate the hardening behavior, which is closer to the actual material
behavior. Moreover, these results could also serve as a sensitivity analysis. The hardening
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behaviors shown in fig. 3.14 are the same up to 25 % strain. After that, in the simplest case,
a linear extrapolation function is used to describe the hardening behavior from 25 % strain,
which closely follows the actual material behavior up to the necking point. However, such
behavior is not realistic for larger strain values. Thus, two other extrapolations are shown,
which deviate at 25 % strain from the linear extrapolation and converge to two different
saturation values, after which the yield stress remains constant, which represents the
material state before failure. The saturation values 110 % and 140 % are chosen arbitrarily.
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Figure 3.14: Extrapolation of the experimentally obtained stress-strain curves beyond
the necking instability.

Afterward, the extrapolated data are used to calibrate the hardening models. As explained
in section 3.3.6, a single hardening model is often not capable of accurately capturing the
hardening behavior of a material over a very large strain range. This is specially true
for the extrapolated stress-strain curves shown in fig. 3.14. It is worth noting, that the
Ludwik law alone is also capable of extrapolating the stress-strain results beyond the
necking point. However, the extrapolation behavior of the Ludwik law is different to the
behavior shown in fig. 3.14 and it can’t be used to have a linear extrapolation. Thus, the
following models are proposed, which are constructed by dividing the whole strain range
into smaller regions:

• Model 1 - Ludwik law combined with linear extrapolation:

σy (ε̄p) =

σ0 +K (ε̄p)n for ε̄p ≤ ε̄L1

σy (ε̄L1) + L (ε̄p − ε̄L1) for ε̄p > ε̄L1
,
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∂σy (ε̄p)
∂ε̄p =

−nK(ε̄p)n−1 for ε̄p ≤ ε̄L1

L for ε̄p > ε̄L1
. (3.224)

• Model 2 and 3 - Ludwik law combined with non-linear extrapolation:

σy (ε̄p) =


σ0 +K (ε̄p)n for ε̄p ≤ ε̄L1

σy (ε̄L1) + L (ε̄p − ε̄L1)
(
1 − ε̄p−ε̄L1

2(ε̄L2−ε̄L1)

)
for ε̄L1 < ε̄p ≤ ε̄L2

σy (ε̄L2) for ε̄p > ε̄L2

,

∂σy (ε̄p)
∂ε̄p =


−nK(ε̄p)n−1 for ε̄p ≤ ε̄L1

L
(
1 − ε̄p−ε̄L1

ε̄L2−ε̄L1

)
for ε̄L1 < ε̄p ≤ ε̄L2

0 for ε̄p > ε̄L2

. (3.225)

The stress-strain curves extracted from the calibrated hardening models are compared to
the experimental stress-strain response of the material in fig. 3.15, which show the high
accuracy of the simulation results. The corresponding calibrated parameters of the three
hardening models are listed in table 3.4, which are required as input for Abaqus UMAT.
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Figure 3.15: Comparison between the extrapolated stress-strain curves with the cali-
brated hardening models.
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Table 3.4: Calibrated parameters of the macroscopic hardening models. Model 1 captures
the material behavior corresponding to the linearly extrapolated curve. Similarly, Model
2 and 3 are used to calculate the yield strength of the material in the case of non-linear
extrapolation with saturation strains of 110 % and 140 %, respectively.

σ0 (MPa) K (MPa) n ε̄L1 L (MPa) ε̄L2

Model 1 516 697 0.648 0.25 785 -

Model 2 516 697 0.648 0.25 785 1.1

Model 3 516 697 0.648 0.25 785 1.4

3.4.2.4 Parameters for the novel plastic spin model

The parameters of the plastic spin functions Ŵp
TC and Ŵp

S are calibrated using a different
set of virtual experiments. Both are required for the final plastic spin model Ŵp shown
in eq. (3.148). As explained in section 3.3.7.2, the tensor Ŵp

TC describes the plastic spin
caused by deformations, which correspond either to uni-axial tension or compression. On
the other hand, the tensor Ŵp

S is needed when the deformation represents simple or pure
shear. Thus, it is necessary to calibrate these two parts separately using appropriate
virtual experiments. Naturally, the parameters of the tensor Ŵp

TC are calibrated using
virtual experiments, which describe uni-axial tension in different directions. Uni-axial
compression experiments are unnecessary since they produce the same results as uni-axial
tension but with a reversed sign. Consequently, the tensor Ŵp

S is calibrated using virtual
experiments, which describe pure shear in different directions. Simple shear experiments
are neglected since they are the superposition of the simple shear with a rigid body
rotation. Thus, it is assumed that they both result in the same plastic spin tensor.

The calibration procedure for both Ŵp
TC and Ŵp

S is the same. After each virtual exper-
iment corresponding to one specific loading direction, the result of the CP simulation is
analyzed. More specifically, the results are used to determine the final crystallographic
texture at the end of the deformation process. Afterward, similar to the approach pre-
sented in section 3.4.1, the software MTEX [147] (combined with the SCEC of LPBF316L
and the Hill model) is used to determine the elastic stiffness tensor of the deformed mate-
rial at the end of simulation. Furthermore, it is assumed that the change of elastic stiffness
tensor is directly the result of rotation caused by plastic spin. It should be noted that the
change of elastic stiffness tensor due to the evolution of microstructure is neglected since
this aspect is not a part of the investigation in this work. Finally, after calculating the
deformed elastic stiffness tensor Cdeformed, it is possible to determine a rotation tensor RC

by making use of the Frobenius norm of a m× n matrix A [182,183]:

||A||F =

√√√√ m∑
i

n∑
j

|Aij |2 . (3.226)
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Using the above norm, a residual can be defined, which has to be minimized in order to
obtain the proper RC as follows:

minimize F(Ĉ,Cdeformed) = ||Ĉ − Cdeformed||F ,

with Ĉijkl = RC
ia RC

jb RC
kc RC

ld Cabcd .
(3.227)

C is the initial elastic stiffness tensor before any deformation has occurred. Moreover, Ĉ
is the rotated elastic stiffness tensor using the rotation matrix RC. And Cdeformed is the
deformed elastic stiffness tensor. The rotation matrix RC has nine components. However,
it can be represented with only three independent angles using the Euler representation
[184]. Thus, the residual F(Ĉ,Cdeformed) is minimized by varying these three independent
angles. After the minimization process is completed, the rotation matrix RC is uniquely
determined, which is then used for the calibration of the parameters of the plastic spin
tensor Ŵp. In the final step, all the rotation matrices are converted to incremental spin
tensors using the logarithm map as follows [185]:

∆Ŵp = −log
(
RC

)
= − θ

2 sin (θ)

[(
RC

)T
− RC

]
, (3.228)

with

θ = arccos

trace
(
RC

)
− 1

2

 , θ ̸= 0 , −π < θ < π . (3.229)

If θ = 0, then one has the trivial case where RC = I and log
(
RC

)
= 0. It is worth noting

that the minus sign in eq. (3.228) comes from the following expression, defined in section
3.3.7:

We = W − Wp . (3.230)

In an uni-axial tensile test, the spin tensor W is equal to zero. Thus, the above equation
reduces to:

We = −Wp or equivalently Wp = −We . (3.231)

Based on the assumptions made in section 3.3.7.2, the material axes and, consequently,
the elastic stiffness tensor rotate with We. More importantly, the plastic spin model
Wp is calibrated using the rotation of the elastic stiffness tensor calculated from the
initial and final texture, directly caused by We. But from eq. (3.231) it is clear that
Wp and We have opposite sign. Therefore, if the rotation of the elastic stiffness tensor
is caused by We and we capture this behavior using Wp, then, Wp has to be multiplied
with a minus sign to result in the same final rotation. The resulting incremental spin
tensors must also be divided by the value of the equivalent plastic strain since the
rotation matrices are determined from CP simulations after 30% strain. This has to
be done in order to account for the incremental nature of the simulations conducted in
Abaqus UMAT. Hence, the correct value of equivalent plastic strain can be easily deter-
mined using corresponding Abaqus simulations mimicking the same loading conditions
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as in the CP simulations. The Abaqus simulations are run only using one integration point.

This process is repeated for all the loading directions defined in the SPC space. The
number of the loading directions are reduced utilizing the symmetric properties of the
LPBF316L texture investigated in this work. More specifically, the angles φp and θp are
restricted as graphically demonstrated in fig. 3.16. The creation of a proper boundary
condition for the CP simulations in DAMASK was presented in section 3.2.6. As an
example, the boundary condition for the simulation of uni-axial tension in 11 direction
was shown to be:

ḞBC =


a 0 0
0 ∗ 0
0 0 ∗

 and PBC =


∗ ∗ ∗
∗ 0 ∗
∗ ∗ 0

 . (3.232)

a stands for the loading rate. It was also explained that the software DAMASK allows
for the definition of rotation matrices, which can be applied to the above tensors to define
other loading directions. Using this method, the boundary condition tensors ḞBC and PBC

are the same for one type of deformation, such as uni-axial tension. Only the rotation
matrix belonging to the specific loading directions defined in fig. 3.16 changes.
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Figure 3.16: Loading directions are defined using the angles φp and θp restricted to
0◦ − 45◦ and 0◦ − 90◦, respectively. Each of the angles are varied in steps of 5◦

As explained in section 3.3.7.2, the mathematical expressions for the calculation of
the plastic spin components only depend on the angles θp and φp. The same general
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expression is chosen to describe the plastic spin components during tension/compression
and shear deformation. This novel expression is constructed by the author using mainly
trigonometric functions with different amplitudes and frequencies. The frequencies
are chosen such that the periodic behavior of each component is captured correctly
and is consistent with the symmetries observed in the crystallographic texture. The
periodicity in the crystallographic texture is also used to simplify the calibration pro-
cedure by reducing and limiting the number of virtual texture evolution experiments.
The initial symmetric crystallographic textures and their evolution at their different
strain levels for the load direction φp = 90 ◦ and θp = 75 ◦ are shown in figs. 3.17 and 3.18.

It is worth noting that this symmetric initial texture is idealized by rotating the texture
extracted from the side of Tower 45◦ by 90 ◦, 180 ◦, and 270 ◦ and averaging them together.
This step isn’t always necessary or even possible. However, due to the symmetric scan
strategies employed during the production of LPBF316L samples in this work, the
experimentally measured crystallographic textures exhibit these symmetric properties.
The texture analysis is presented in detail in section 4.2. However, due to different sources
of uncertainty in actual measurements, the experimentally determined crystallographic
textures aren’t always perfectly symmetric. Thus, the idealization step is used to get rid
of the measurement inaccuracies and also to simplify the calibration procedure. It is also
possible to treat the crystallographic texture as anistropic. In that case, more virtual
experiments are needed. Moreover, the expressions for the plastic spin components have
to be adjusted.

The figs. 3.17 and 3.18 reveal that the presented texture is symmetric along the XY, YZ,
and XZ planes. Moreover, the texture is also symmetric with respect to the XZ plane
rotated along the Z-axis by ±45 ◦. Thus, the whole region can be reduced, for example,
to φp = 0◦ − 45◦ and θp = 0◦ − 90◦, see fig. 3.16. As an example, it is possible to look
at the texture evolution results shown in figs. 3.17 and 3.18 to better understand the
evolution of the plastic spin components for the tension case. In this particular example,
the load direction is φp = 90 ◦ and θp = 75 ◦. This load direction is in the XZ-plane,
15 ◦ rotated from the X-axis towards the Z-axis. In the presented results it is easy to see
that the initial texture is slowly rotating towards the load direction. More importantly,
the rotation axis is the Y-axis, which is logical since the load direction is in the XZ
symmetry plane. From these results it is obvious that only one component should exist
for the plastic spin tensor, which is the component acting in the symmetry plane. This is
also evident in the results shown in fig. 3.19 for the calibrated plastic spin components,
where for φp = 0 ◦ and θp = 75 ◦, which is equivalent to φp = 90 ◦ and θp = 75 ◦ (Only
X- and Y-axis are swapped), only one component acting in the symmetry plane is non-zero.

Such case studies are used to construct the general expressions for the plastic spin com-
ponents. They can be used both in 2D and 3D domains and can be easily adjusted for
other textures and symmetry properties. The expressions for the tension/compression and
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shear deformation are formulated based on the virtual experiment results shown in figs.
3.19, 3.20, 3.21, and 3.22. It is worth noting that the expressions for the tension/com-
pression and shear deformation are calibrated using different set of virtual experiments,
which results in a unique set of parameters for each deformation condition. Thus, the
final expressions for these different loading conditions are similar but not identical. The
parameters are listed in tables 3.5 and 3.6. The exact mathematical expressions for the
plastic spin components W̃p

θr, W̃p
φr , and W̃p

φθ in the SPC frame are as follows:

W̃p
θr = ˙̄εp [β1 sin (2θp) + β2 sin (4θp) + β3 sin (6θp) + β4 sin (8θp) + β5 sin (10θp)] ·

· [1 − β11|sin (2φp) | − β12|sin (4φp) |] +

[β6 sin (2θp) + β7 sin (4θp) + β8 sin (6θp) + β9 sin (8θp) + β10 sin (10θp)] ·

· [β13|sin (2φp) | + β14|sin (4φp) |] ,

W̃p
φr = ˙̄εp β1 sin (4φp) [β2 sin (θp) + β3 sin (3θp) + β4 sin (5θp) + β5 sin (7θp)] ,

W̃p
φθ = ˙̄εp β1 sin (4φp) [β2 sin (2θp) + β3 sin (4θp) + β4 sin (6θp) +

+ β5 sin (8θp) + β6 sin (10θp)] . (3.233)

For the sake of completeness, the whole procedure for calculating the plastic spin tensor
Ŵp is explained and summarized again as follows:

1. After any plastic deformation has occurred, the eigenvalues and eigenvectors of the
rate of plastic deformation tensor D̂p are determined.

2. The eigenvector belonging to the largest eigenvalue is chosen.

3. The polar angles θp and φp of the chosen eigenvector are calculated, see fig. 3.16.

4. The angles θp and φp combined with the equivalent plastic strain rate ˙̄εp are then
used to calculate the components W̃p

θr, W̃p
φr , and W̃p

φθ of the tensors W̃p
TC and W̃p

S,
which are the plastic spin tensors for tension/compression and shear deformations
in the SPC frame. It is worth noting that for each of the tensors W̃p

TC and W̃p
S,

three separate components W̃p
θr, W̃p

φr , and W̃p
φθ are calculated, which results in a

total of six independent components.

5. W̃p
TC and W̃p

S are transformed back to the rotating CCO frame, to get the tensors
Ŵp

TC and Ŵp
S

6. The lode parameter µL is calculated using the determined eigenvalues of D̂p.

7. With the lode parameter µL and the calculated tensors Ŵp
TC and Ŵp

S, the final
plastic spin tensor Ŵp is determined by simply inserting these terms in the following
equation, derived in section 3.3.7.2:

Ŵp = µLŴp
TC + (1 − |µL|)

(
Ŵp

S

)
. (3.234)
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Figure 3.17: Pole figures in (X,Z) coordinate frame at different strain levels (a) 0 %, (b)
20 %, (c) 40 %, (d) 60 %, and (e) 80 % strain, which show the evolution of the texture during
tensile deformation. The initial texture is from the side of Tower 45◦, which is idealized
by rotating the initial texture by 90 ◦, 180 ◦, and 270 ◦ and averaging them together. The
load direction for this virtual experiment is φp = 90 ◦ and θp = 75 ◦, see fig. 3.16 for more
details.
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Figure 3.18: Pole figures in (X,Y) coordinate frame at different strain levels (a) 0 %, (b)
20 %, (c) 40 %, (d) 60 %, and (e) 80 % strain, which show the evolution of the texture during
tensile deformation. The initial texture is from the side of Tower 45◦, which is idealized
by rotating the initial texture by 90 ◦, 180 ◦, and 270 ◦ and averaging them together. The
load direction for this virtual experiment is φp = 90 ◦ and θp = 75 ◦, see fig. 3.16 for more
details.
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Figure 3.19: Calibrated plastic spin model Ŵp
TC.
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Ŵ

p

ϕp = 30

90755025

Angle θp in ◦

−0.1

0.0

0.1

0.2

P
la

st
ic

sp
in

∆
Ŵ
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Figure 3.21: Calibrated plastic spin model Ŵp
S.
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Table 3.5: Calibrated parameters of the plastic spin model W̃p
TC.

β1 β2 β3 β4 β5 β6 β7 β8 β9 β10 β11 β12 β13 β14

W̃p
θr 0.25 0.26 -0.04 0.0 0.0 0.75 0.35 -0.4 0.04 -0.07 0.16 -0.14 -0.56 0.11

W̃p
φr -0.4 -0.3 0.05 0.1 0.7 − − − − − − − − −

W̃p
φθ 0.75 -0.05 -0.22 -0.01 -0.02 0.33 − − − − − − − −

Table 3.6: Calibrated parameters of the plastic spin model W̃p
S.

β1 β2 β3 β4 β5 β6 β7 β8 β9 β10 β11 β12 β13 β14

W̃p
θr 0.41 -0.05 -0.28 -0.12 0.02 1.27 -0.25 0.3 -0.32 -0.02 3.2 -1.01 0.77 -0.19

W̃p
φr -0.55 -0.22 0.32 0.35 0.63 − − − − − − − − −

W̃p
φθ -0.96 -1.64 3.36 -0.16 -0.65 -0.07 − − − − − − − −
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4 Final results and discussion

The results of the experimental characterization and the numerical simulations are pre-
sented in this chapter with the following structure:

• In section 4.1, the defect and residual stress state analysis is presented for several
LPBF316L specimens.

• In section 4.2, the morphological and crystallographic texture of the LPBF316L
material is studied using several EBSD measurements for both 30µm and 50µm
specimens.

• In section 4.3, the main contributing factor to the mechanical anisotropy of
LPBF316L is determined with the help of experimental and numerical results.

• In section 4.4, the microscale model and previous findings are validated utilizing the
data obtained during in-situ neutron diffraction experiments. Moreover, an inverse
analysis is conducted to determine the accuracy of the SCEC used in crystal plasticity
simulations.

• In section 4.5, the capabilities the macroscale model are presented and its accuracy
is compared against the data obtained during torsion and shear tests.

• In section 4.6, the calibrated and validated macroscale model is used in different
virtual experiments to verify the findings in previous sections and also determine
the critical aspects of the model, that have the highest impact on the simulation
results.

4.1 Defects and residual stresses

To investigate the influence of defects and residual stresses on the anisotropic behavior
of LPBF316L samples, six tensile specimens (Tower 0 ◦, Tower 45 ◦, Tower 90 ◦, Wall 0 ◦,
Wall 45 ◦, and Wall 90 ◦) were chosen. These samples were then analyzed using µCT
and neutron diffraction. µCT was used to identify the microstructural defects, whereas
neutron diffraction was employed to measure the residual stresses inside of these six
tensile specimens since both of them can have an impact on the material performance of
LPBF316L specimens [33, 186, 187]. The measured porosity for the six different samples
is displayed in table 4.1. The detected pores during the µCT measurements are believed
to be gas pores since they all were of spherical shape. Moreover, it is safe to assume that
the anisotropic behavior of the tested tensile specimens in this work is not affected by the
very low porosity, which is much smaller than 0.01% for all tested specimens. Thus, the
defects are omitted during the numerical analysis.

It is emphasized once more that all the detected pores in this analysis are bigger than
20µm since the achieved voxel size was 10µm, as explained in section 2.5. Thus, it is
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4 FINAL RESULTS AND DISCUSSION

possible that pores smaller than 20µm have another shape. However, even if the number of
smaller undetected pores is high in the LPBF316L, it is very unlikely that the anisotropy is
affected by it in a meaningful way since simple modeling assumptions (without considering
the porosity) are enough to accurately predict the material behavior, as it will be shown
in following sections. But it is worth noting that other testing conditions, such as creep,
and cyclic loading, are much more sensitive to the existence of pores inside the material.

Table 4.1: Porosity measured by µCT for six tensile specimens. These results implicate
that the porosity is not a contributing factor to the mechanical anisotropy of LPBF316L
specimens since the measured porosity is much smaller than 0.01% for all specimens.

Tower 0◦ Tower 45◦ Tower 90◦ Wall 0◦ Wall 45◦ Wall 90◦

Analyzed vol. (mm3) 443.1586 443.7266 442.5135 443.1867 445.1126 444.6265

Vol. of pores (mm3) 0.0005 0.0015 0.0009 0.0007 0.0013 0.0010

Number of pores 28 73 42 43 59 57

Porosity < 0.01% < 0.01% < 0.01% < 0.01% < 0.01% < 0.01%

During the AM process, the part which is being built is subjected to rapid heating-cooling
thermal cycles, which result in RSs in the final part. This mechanisms which are very
similar to those during the welding process are explained in this section. The process
starts with the heat source melting the feed stock powder, which results in thermal
expansion of the material. However, this thermal expansion is very localized and is
restrained by the cooler surrounding material. Thus, compressive RSs are formed, which
can cause the material to plastically deform. In the following step and by the removal
of the localized heat source, the heated material starts to cool down, which results
in a shrinkage of the material. However, because of the plastic deformation field, the
shrinkage of the material is partially restrained. As a result compressive RSs are formed
in the surrounding region of the heating zone accompanied by tensile RSs the middle of
the heating zone. It should be noted that in the final stage, the tensile and compressive
RSs are balanced out by each other and are thus, in an equilibrium state. In addition to
this mechanism, the layer wise nature of the AM process can introduce RSs in the final
part through shrinkage of the newly deposited layer during the solidification and cooling
phase restrained by the previous layers [110].

To have a better understanding of the RS distribution inside of the tensile specimens,
for each specimen, the RSs were determined on three different planes along its height.
On each plane, five measurement points were chosen. In total, 15 measurements were
conducted for each sample. In each measurement point, RS components for three
perpendicular directions were determined. The RSs in normal direction (Z), transverse
(X), and longitudinal (Y) are displayed in figs. 4.1, 4.2, and 4.3, respectively. In all
these measurements, the highest observed RS range was 142 MPa, with an average error
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4.1 Defects and residual stresses

of approximately 20 MPa. The distributions of the RSs for the wall specimens are very
similar for each stress component but appear not to be symmetric with respect to the
normal axis of the investigated specimens. The minor deviations observed in these results
are considered to be connected to the varying extraction locations and orientations within
the wall. Comparing the tower and wall specimens reveals that the tower specimens also
exhibit a very similar RS distribution.

It is evident from the results that the RSs in Tower 90 ◦ tend to be compressive. This
deviation can be attributed to the fact that the experimental data for this particular
specimen were acquired during two separate measurements, which could have resulted in
an offset for the stress-free reference. This explanation is very plausible since the absolute
values determined for the RSs, and consequently, the compressive and tensile RS profiles
are directly linked to the stress-free reference [188]. However, irrespective of the absolute
values, the RS distributions and ranges remain unaltered by choice of the stress-free
reference, which allows the experimental data to be compared to each other even if the
stress-free reference values are not identical.

The experimentally determined RS ranges in these six tensile specimens are listed in table
4.2, which are low compared to the values obtained for net-shape geometries [115,189,190].
This can be attributed to the mechanical relaxation of the RSs due to the machining
process [114]. It is highlighted that the RS profile in each sample is a direct result of
its thermal and manufacturing history. Thus, deviations in the experimental results are
expected since these specimens were extracted from walls and towers, which had different
geometries and, consequently, thermal histories. Yet, despite the observed variations in
the experimental results, the stress-strain curves obtained during the tensile tests, in
particular for the 0 ◦ direction, are nearly identical, see section 4.3.1. Moreover, the RSs
are low when compared to the yield strength of the LPBF316L investigated in this work,
see section 4.3.1. These observations indicate that the RSs are not contributing to the
mechanical anisotropy in a significant way and are therefore not taken into account during
the numerical analysis.

Table 4.2: Maximum residual stress range measured in 6 tensile specimens for three
orthogonal directions, see fig. 2.6 for the used coordinate system. All values are in MPa.

Tower 0◦ Tower 45◦ Tower 90◦ Wall 0◦ Wall 45◦ Wall 90◦

Normal direction (Z) 89.98 117.64 142.68 109.5 96.81 107.49

In-plane direction (X) 118.06 84.66 160.78 147.43 106.33 169.34

In-plane direction (Y) 109.3 130.75 149.92 115.31 104.87 159.31
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Figure 4.1: RSs in the normal direction (Z) measured at three different heights, named
Bottom, Middle, and Top. The pictures on the top row show RSs for three inclinations in
the wall specimens and the pictures on the bottom row show RSs in the tower specimens.
The coordinate system (X, Y, and Z) is shown in fig. 2.6. The highest value of measured RS
is 137 MPa in Wall 90 ◦ specimen and the lowest value is −76 MPa in Tower 90 ◦ specimen.
Once more it is highlighted that the compressive nature of RSs in Tower 90 ◦ specimen are
likely due to an offset for the stress-free reference diffraction values, as explained before.
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Figure 4.2: RSs in the transverse direction (X) measured at three different heights,
named Bottom, Middle, and Top. The pictures on the top row show RSs for three incli-
nations in the wall specimens and the pictures on the bottom row show RSs in the tower
specimens. The coordinate system (X, Y, and Z) is shown in fig. 2.6. The highest value of
measured RS is 140 MPa in Wall 0 ◦ specimen and the lowest value is −58 MPa in Tower
90 ◦ specimen. Once more it is highlighted that the compressive nature of RSs in Tower
90 ◦ specimen are likely due to an offset for the stress-free reference diffraction values, as
explained before.
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Figure 4.3: RSs in the longitudinal direction (Y) measured at three different heights,
named Bottom, Middle, and Top. The pictures on the top row show RSs for three incli-
nations in the wall specimens and the pictures on the bottom row show RSs in the tower
specimens. The coordinate system (X, Y, and Z) is shown in fig. 2.6. The highest value of
measured RS is 147 MPa in Tower 45 ◦ specimen and the lowest value is −65 MPa in Tower
90 ◦ specimen. Once more it is highlighted that the compressive nature of RSs in Tower
90 ◦ specimen are likely due to an offset for the stress-free reference diffraction values, as
explained before.
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4.2 Texture analysis

The mechanical performance of a metallic material is directly linked to its microstructure.
In this work, the crystallographic and morphological textures are analyzed using EBSD
measurements from five different specimens. Two of the 30µm Walls, one 50µm Tower
90 ◦, one 50µm Tower 45 ◦, and one 50µm Wall were used for the experimental investiga-
tion. All measurements were designed to ensure that the retrieved microstructural data,
especially the crystallographic texture, is as representative as possible for both the 30µm
and 50µm specimens. The EBSD maps, the extracted crystallographic textures, and the
grain size distribution for the 50µm specimens, which were extracted from five different
regions, are displayed in figs. 4.4, 4.5, and 4.6. The results for the 30µm specimens
(extracted from four different regions) are shown in figs. 4.8, 4.8, and 4.9. The total
scanned area for these measurements equals 132 + 192 mm2. The measurements from
both the 30µm and 50µm walls, each consisting of four smaller EBSD maps, are merged
using the software MTEX [147,173].

Note that the EBSD maps for the 30µm and 50µm specimens were post-processed
in the software MTEX [147, 173]. The unindexed measurement points were corrected
during this procedure, and an average orientation was determined for each grain. The
average grain orientation has been used to replace the gradients measured in each grain
to reduce the noise in the displayed data. The displayed EBSD maps reveal the unusual
grain morphology, which is characterized by the checkerboard pattern in the cross-section
measurements and columnar structures in the measurements from the side of specimens.
This grain morphology is a direct result of the employed scan strategy. More interestingly,
there is no sign of melt pool boundaries in the measurements from the specimens’ side.
This indicates that remelted zones have epitaxial grain growth. Besides the unusual
morphological texture, the LPBF316L specimens exhibit a two to three times random
{110} texture in the build direction visible in the pole figures for the 30µm and 50µm
specimens, see fig. 4.5. These results match the findings in other studies [16, 39, 191] and
will be used as an input for the CP simulations.

It is worth noting that for the determination of the grain boundaries in the software
MTEX [147,173], the misorientation value has been set to 15 ◦. These EBSD measurements
show that crystallographic and morphological textures are comparable in all manufactured
specimens despite the different geometries and modified processing parameters. The most
significant difference is observed in the grain size distributions, whereby 65µm and 25.4µm
are the mean values extracted from the grain size distributions of the 50µm and 30µm
specimens. These results show that reducing the layer thickness from 50µm to 30µm
reduces the average grain size substantially, which could have an impact on the overall
mechanical performance of the specimens. However, this aspect is not analyzed in depth
in this work since due to the limited number of produced specimens, the 30µm and
50µm specimens are used for different purposes. Therefore, most of the findings can’t be
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compared to each other directly. Such comparison is only available for the tensile results
shown in section 4.3.1.

Figure 4.4: EBSD measurements from cross-section of wall (a), side of wall (b), cross-
section of Tower 90◦ (c), side of Tower 90◦ (d) and side of Tower 45◦ (e). Note that the
coordinate systems (X, Y, Z) and (X′,Y′,Z′) are different, for more details see fig. 2.1.
The corresponding pole figures are shown in fig. 4.5.
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4.2 Texture analysis

Figure 4.5: Pole figures from cross-section of wall (a), side of wall (b), cross-section
of Tower 90◦ (c), side of Tower 90◦ (d) and side of Tower 45◦ (e). Note that for an
easier comparison, all pole figures (a, b, c, d, e) are shown in the same coordinate system
(X, Y, Z) and not the coordinate system of their corresponding EBSD map in fig. 4.4.
It is evident from the results that all specimens have a very similar {110} texture in the
build direction.
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Figure 4.6: Grain size distributions determined from five EBSD measurements, see fig.
4.4. The grain size is calculated from the grain area assuming a rectangular grain shape.
The kernel density estimation (KDE) visible in the plot is the average KDE of all five
grain size distributions.
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Figure 4.7: EBSD measurements from cross-section of 30µm wall 1 (a), side of 30µm
wall 1 (b), cross-section of 30µm wall 2 (c), and side of 30µm wall 2 (d). The coordinate
system is shown in fig. 2.1. The corresponding pole figures are shown in fig. 4.8.

Figure 4.8: Pole figures from cross-section of 30µm wall 1 (a), side of 30µm wall 1 (b),
cross-section of 30µm wall 2 (c), and side of 30µm wall 2 (d). All pole figures (a, b, c,
d) are shown in the same coordinate system (X, Y, Z). All specimens have a very similar
{110} texture in the build direction, comparable to the results in fig. 4.5.
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Figure 4.9: Grain size distributions determined from five EBSD measurements, see fig.
4.8. The grain size is calculated from the grain area assuming a rectangular grain shape.
The kernel density estimation (KDE) visible in the plot is the average KDE of all four
grain size distributions.

4.3 Understanding the mechanical anisotropy in LPBF316L

4.3.1 Tensile test results

As explained in section 2.3, the specimens from the 50µm plates and towers were inves-
tigated using both tensile tests and the resonance method. For the specimens from the
30µm plates, only tensile tests were conducted. The characteristic values for the 50µm
specimens, determined from the tensile tests, are listed in table 4.3. The corresponding
stress-strain curves are plotted in fig. 4.10 for different stress and strain ranges. It is
evident from these results that, in general, for the 50µm specimens, the characteristic
strength parameters (E, Rp0.2, and Rm) increase as the build angle decreases. Further-
more, the specimens from the plates and towers exhibit very similar behaviors, except for
the 45 ◦ orientation, which is caused by the rotated scan strategy (see fig. 2.1). However,
this is not the case for 90 ◦ specimens since the rotation and loading axes coincide. The
percentage elongation after fracture (A), which is calculated by carefully fitting back to-
gether the broken pieces after fracture and measuring the gauge length, and reduction of
area (Z) seem to be independent of the build orientation. Moreover, it is highlighted that
the tensile test results for the 50µm specimens, in general, display a low scatter. Only
the stress-strain curves for 90◦ specimens exhibit a small deviation. Comparison between
these stress-strain curves also reveals the fact that each direction exhibits a slightly dif-
ferent yield behavior, which is most notable during the transition from purely elastic to
plastic deformation. The sharpest transition behavior belongs to the 0◦ direction, contrary
to the 90◦ specimens, which have a more diffused transition behavior.
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4 FINAL RESULTS AND DISCUSSION

Table 4.3: Tensile test results for the 50µm specimens according to DIN EN ISO 6892-1.

0◦ 45◦ 90◦

Spec. 1 Spec. 2 Spec. 1 Spec. 2 Spec. 1 Spec. 2

Rp0.2

MPa

Tower 583 583 540 537 500 −−

Wall 581 581 564 563 514 506

Rm
Tower 692 692 652 653 619 −−

Wall 689 691 670 671 620 611

A

%

Tower 54 55.5 56.5 56.5 60 −−

Wall 56.5 56.5 56.5 53 59.5 53.5

Z
Tower 72.2 71.3 73.3 71.5 72.2 −−

Wall 73 72.5 71 70.6 72.5 72.3

E GPa
Tower 212 218 196 199 198 −−

Wall 213 218 194 210 194 181
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(c) Anisotropy during elastic deformation.
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Figure 4.10: Stress-strain curves obtained during the tensile tests for the 50µm spec-
imens. The plots (a, b, c, d) display the same results within different stress and strain
ranges. Tower 45 ◦ and Wall 45 ◦ stress-strain curves are shifted relative to each other,
which is due to the rotated scan strategy, see fig. 2.1. Therefore, the analysis in subse-
quent sections is conducted by grouping the specimens in 0 ◦, Tower 45 ◦, Wall 45 ◦ and
90 ◦ to account for the effect of the scan strategy.
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4.3 Understanding the mechanical anisotropy in LPBF316L

The tensile test results for the 30µm specimens are shown in fig. 4.11, highlighting that the
30µm specimens exhibit a higher yield strength but an ever so slightly flatter hardening
behavior compared to the 50µm specimens. These results match the findings in section 4.2,
where it was shown that the 30µm specimens have smaller grains compared to the 50µm
specimens. This fact alone could explain the differences observed in the yield strength
of these specimens. Moreover, higher yield strength is usually accompanied by a higher
dislocation density, which in turn can reduce the workability of the material, evident
from the flatter hardening behavior combined with the lower ultimate tensile strength.
However, these results are not sufficient to definitely prove these claims since only two
30µm specimens could be tested due to limitations during the manufacturing process.
Overall, it can be concluded that despite the differences observed in tensile behavior,
mostly the yield strength, the underlying deformation mechanisms in both the 30µm and
50µm specimens are very similar since both the anisotropy and the hardening behavior
are very close to each other. This is also in line with the findings presented in section 4.2,
where it was shown that both the 30µm and 50µm specimens have a very comparable
{110} texture in the build direction.
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Figure 4.11: Comparison between stress-strain curves obtained during the tensile tests
for the 30µm and 50µm specimens. The plots (a, b) display the same results within
different stress and strain ranges.

Similar trends to the results shown in this section were also reported in [192–194]. However,
it is worth noting that it is hard to directly compare the results in this section with
the findings in other studies since these results are linked to the specific microstructure
shown in section 4.2, which is in turn a direct result of the chosen parameters during
the manufacturing process. Different parameters result in different microstructures with
different material and mechanical properties, as shown in this section and section 4.2.
The severity of these differences are dependent on the chosen parameters and the final
texture of the material. This property of the AM process is what allows the tailoring of
specific microstructures with certain desired properties. However, it also makes it nearly
impossible to compare such results directly to each other. This is also one of the reasons
why in [32] it was shown that the reported directional dependency of LPBF316L in different
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4 FINAL RESULTS AND DISCUSSION

studies differed significantly and even contradictory in some cases.

4.3.2 Elastic anisotropy

The extensometer utilized in this work during the tensile testing is not particularly suitable
for determining Young’s moduli since it was designed to capture the stress-strain behavior
of the specimens for an extensive strain range. Therefore, the stress-strain results at the
beginning of a tensile test aren’t as accurate as those obtained by some other extensome-
ters designed explicitly for smaller strain ranges. That is why the resonance method [108]
was employed to accurately determine the dynamic Young’s moduli of three specimens
that were cut out from one of the 50µm AM walls for three different inclinations. The
fundamental flexural resonance frequencies obtained from in-plane and out-of-plane flex-
ure were then used to calculate the dynamic Young’s moduli. The measurement error
is determined to be around 1 % by inter-laboratory studies using other materials. The
experimental results are listed in table 4.4. Compared to Young’s moduli determined in
tensile tests, the values from the resonance method cover a wider range for the chosen
inclinations, which is graphically shown in fig. 4.12.

Table 4.4: Results from resonance method according to ASTM E1876 [108].

0◦ 45◦ 90◦

Spec. 1 Spec. 2 Spec. 1 Spec. 2 Spec. 1 Spec. 2

E GPa
Tower −− −− −− −− −− −−

Wall 225 −− 206 −− 180 −−

The elastic response of a polycrystalline material, such as LPBF316L (see fig. 4.4), is
directly coupled with the elastic properties of its grains, more specifically, the single-
crystal elastic anisotropy. The elastic stiffness tensor belonging to a single-crystal can
be uniquely specified using three elastic constants, C11, C12, and C44, also called SCEC.
If these values are known, then the elastic behavior can be predicted in any desired
direction. It is worth noting that SCEC are dependent on the crystallographic orientation
of the single-crystal. A polycrystalline material consists of many such grains. And it is
logical that the resulting average behavior of all grains determines the macroscopic elastic
behavior. That is also why the mechanical properties of a polycrystalline material depend
on the crystallographic texture since it gives insight into the arrangement of the grains.
Thus, changes in the crystallographic texture mean that the grains are rearranged, which
in turn directly impacts the average mechanical properties.

The Young’s moduli determined from eleven tensile tests are averaged for loading
directions 0◦, Wall 45◦, Tower 45◦, and 90◦ and measured to be 215 ± 3 GPa, 202 ± 8 GPa,
198 ± 2 GPa, and 192 ± 7 GPa, respectively. As explained in previous sections, Wall 45◦

and Tower 45◦ specimens are separated from each other to account for the influence
of the rotated scan strategy during specimen production, see fig. 2.1 and 4.10. The
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4.3 Understanding the mechanical anisotropy in LPBF316L

measured dynamic Young’s moduli for Wall 0◦, Wall 45◦, and Wall 90◦ specimens are
225 GPa, 206 GPa, and 180 GPa, respectively. For the numerical analysis, the softwares
DAMASK [71] and MTEX [147] are utilized. Both of them require the crystallographic
texture with the SCEC to output the averaged elastic properties, see sections 3.4.1 and
3.2.3. Voigt, Hill, Reuss are the three available methods in MTEX for the estimation of
the macroscopic elastic behavior [173].

The crystallographic textures for the 50µm specimens, shown in fig. 4.4, were from five
different regions, which are also used for the numerical calculation of Young’s moduli. In
this way, the accuracy and sensitivity of the models are assessed easily since variations
in ODFs could influence the numerical results. In fig. 4.12, all experimental and numer-
ical results are compared to each other. The numerical results cover the range between
the minimum and maximum values obtained for all five crystallographic textures and are
displayed in different colors. The most accurate models for the numerical estimation of
Young’s moduli are revealed to be the Hill model in MTEX and the CP model. The differ-
ences observed between tensile tests and resonance method are likely due to measurement
inaccuracies since the employed extensometer for the tensile tests was calibrated in the
range of −10 % to 50 % percent strain. As explained previously, such a wide range is
not ideally suited for precise measurements of Young’s moduli. In summary, despite the
observed differences, it can be argued that for the tested specimens, the crystallographic
texture and the SCEC are sufficient to predict the elastic response of LPBF316L with good
accuracy. These results are also in line with the findings in [195, 196], where the authors
arrived at the same conclusions for their AM Inconel 718 specimens. These results are a
strong indication that the crystallographic texture predominately controls the mechanical
anisotropy of LPBF316L.
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Figure 4.12: Comparison between experimentally measured and numerically estimated
Young’s moduli using softwares MTEX (a) and DAMASK (b). Each color, which cor-
responds to a different estimation method, renders the range between the minimum and
maximum value obtained for five separate extracted crystallographic textures, see fig. 4.5.
The SCEC are taken from [172].
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4.3.3 Numerical modeling of anisotropic yield behavior

The most important findings in the former sections are as follows:

• The LPBF316L tensile specimens exhibit anisotropic behavior during elastic and
plastic deformation.

• Microstructural defects are not a contributing factor to the mechanical anisotropy of
LPBF316L since the measured porosity is much smaller than 0.01 % in six different
50µm specimens.

• RSs in the 50µm tensile specimens are much lower compared to net-shape geometries
due to mechanical relaxation. Furthermore, it was concluded that the RSs don’t
contribute to the mechanical anisotropy of LPBF316L in any significant way.

• Both the 30µm and 50µm specimens have a very similar {110} texture in the build
direction.

• The elastic anisotropy in the 50µm specimens is mainly controlled by the crystallo-
graphic texture and can be predicted using the CP model very accurately.

With these findings, the next logical step is the numerical analysis of the anisotropic
yield behavior of LPBF316L using the CP model. The calibration of the model was
carried out using only one tensile test and one EBSD measurement (both from Tower
45◦) according to the procedure explained in section 3.4.2.1 to demonstrate the efficiency
and reliability of the numerical method. As such, the remaining tensile tests and EBSD
measurements were utilized for the validation and sensitivity analysis of the model. The
simulated stress-strain curves for all loading directions and crystallographic textures,
along with their corresponding experimental results, are shown in fig. 4.13 and 4.14. The
numerical curves cover the range between the minimum and maximum value obtained
during the simulations for all five experimentally determined crystallographic textures,
see fig. 4.5. Thus, the numerical stress-strain curves show the sensitivity of the CP model
with respect to the variations in the crystallographic texture.

The CP model is capable of predicting the anisotropic yield behavior of LPBF316L with
high accuracy, as evident from the error analysis presented in fig. 4.15, which shows the
maximum deviation between the simulations and experiments as %-error. The accuracy
of the numerical model is shown to be high since %-error is below 5% after only 0.4 %
strain and stays under 3% after 2.5 % strain. Considering the difficulties of extracting the
crystallographic texture from a 2D surface area and all possible sources of measurement
error, such as surface finish, beam shift, and texture gradients in the material, the
variations observed in the simulation results are very tolerable. It is highlighted once
more that the parameter calibration was based on the results from a single test specimen,
and in all subsequent simulations, the same parameter set was used. This means that
the final simulation results shown in this section can be further optimized since the

108



4.3 Understanding the mechanical anisotropy in LPBF316L

other tensile tests and EBSD measurements were not part of the calibration process,
see fig. 4.16. However, this optimization is not part of this work since the remaining
experimental data were used to demonstrate the sensitivity and reliability of this approach.

By close inspection of the results shown in fig. 4.13, it becomes clear that there is a
variation in the yield behavior for each loading direction, which is not captured in the CP
simulations. The transition from purely elastic to plastic deformation is sharper in the 0◦

direction, whereas the 90◦ specimens have a more diffused transition behavior. This behav-
ior leads to a greater deviation between the simulations and experiments, most notably in
the region where yielding starts. There is no specific explanation for this observation since
no further experimental analysis was conducted. However, different competing deforma-
tion mechanisms for each loading direction might be responsible for it. For example, nano
twinning has been observed in AM metals and is believed to be contributing to the me-
chanical behavior [16,22,25,40]. Other contributing factors, such as melt pool boundaries
and cellular structures, might also play a role. However, these mechanisms aren’t included
in the currently used CP model since dislocation slip is sufficient to capture the main
underlying physical phenomena. These results strongly indicate that the crystallographic
texture is mainly responsible for the mechanical anisotropy of LPBF316L.
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(a) Simulations results for 90◦ samples.
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(b) Simulations results for Tower 45◦ samples.
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(c) Simulations results for Wall 45◦ samples.

0.25 0.50 0.75 1.00 1.25 1.50

True strain ε in %

400

450

500

550

600

T
ru

e
st

re
ss
σ

in
M

P
a

Exp. 0◦

Exp. 90◦

Exp. Wall 45◦

Exp. Tower 45◦
Sim. 0◦

(d) Simulations results for 0◦ samples.

Figure 4.13: Comparison between experimental and numerical (CP) stress-strain re-
sponse in the strain range of 0.002 to 0.015. The plots (a, b, c, d) each contain the sim-
ulation results for one specific loading direction. The simulation results cover the range
between minimum and maximum value obtained for all five extracted crystallographic
textures, see fig. 4.4.
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(a) Simulations results for 90◦ samples.
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(b) Simulations results for Tower 45◦ samples.
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(c) Simulations results for Wall 45◦ samples.
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(d) Simulations results for 0◦ samples.

Figure 4.14: Experimental and numerical results for all extracted crystallographic tex-
tures displayed in the strain range of 0.005 to 0.16, which demonstrate the accuracy of the
CP model outside of its calibration range. Note that the strain range for the calibration
process was between 0 and 0.015.
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Figure 4.15: Maximum deviation between the experimental and numerical stress-strain
curves (fig. 4.13 and 4.14) presented as %-Error.
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Figure 4.16: CP model calibration results for the Tower 45◦ specimen.

4.4 Micromechanical validation

As explained in section 2.8, the in-situ neutron diffraction experiments were conducted
to determine the lattice strain evolution during two separate tensile tests, one for the
0◦ and the other one for the 90◦ direction. Both tensile specimens were manufactured
from 30µm walls. In section 4.3.3, it was demonstrated that the CP model is capable
of predicting the anisotropy observed in LPBF316L if the model is provided with the
correct crystallographic texture and the SCEC of the material. Thus, it was concluded
that the anisotropy is mainly controlled by crystallographic texture and dislocation slip is
the dominant deformation mechanism. However, these findings were based on the average
stress-strain response determined over the entire RVE consisting of many smaller grains.
Through this averaging procedure, it is possible that some unique physical phenomena
remain undetected. Thus, in this section, the deformation behavior of these grains is
inspected more closely. The experimental and numerical lattice strain evolution results
shown in this work serve the following purposes:

• Validate the main conclusions in section 4.3.3 by comparing the CP model predictions
with the experimental results at the grain scale.

• Identify possible shortcomings of the CP and isolate deformation mechanisms not
captured by it.

The experimental data presented in this work are a small part of a much bigger ongoing
work package aimed at characterizing AM metals. And they are only used in this section
for the validation of the CP model. Therefore, the experimental results aren’t analyzed on
their own since that would require expertise and further testing, which are outside of the
scope of this investigation. It is noted that the 30µm and 50µm specimens possess slightly
different crystallographic textures and that the stress-strain response of these specimens
varies, as evident from fig. 4.11. However, these differences are not significant, and it is
assumed that the findings for the 30µm specimens are also valid for the 50µm specimens.
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4.4.1 Numerical simulation of the lattice strain evolution

In total, two 30µm tensile specimens were investigated during the in-situ neutron
diffraction experiments. For each specimen, the lattice strains were measured in two
directions. The first direction, called the normal direction, was along the height of the
tensile specimens, which is also aligned with the loading axis. Therefore, the lattice strains
in this particular direction are positive. The second one, called the radial direction, was
perpendicular to the normal direction, as shown in fig. 2.8. As a consequence, the lattice
strains in the radial direction are negative since they describe the lateral contraction.

The CP simulation results, along with the experimentally measured lattice strains,
are shown in figs. 4.17 and 4.18. The experimental values are plotted using different
markers. The numerically calculated lattice strains include the CP results for four
different RVEs. Therefore, they cover the range between the minimum and maximum
lattice strain value at each stress level, and the lines mark the average value. These four
RVEs are created using the EBSD measurements shown in fig. 4.7 and the ODFs in
fig. 4.8. In this way, it can be ensured that CP simulation results are representative of
the whole sample since the model’s sensitivity due to variations in the crystallographic
texture can be analyzed directly. The results are plotted in two different stress ranges
to separate the elastic region (400 MPa upper limit). The results in the elastic region
reveal that all trends are predicted correctly by the CP model. This shows that the
extracted crystallographic textures are representative of the whole specimen. However,
the elastic behavior belonging to the {100} and {111} reflections show greater deviation,
which, interestingly, characterize the most compliant and stiffest responses. This could
be a result of incorrect SCEC since, in this work, they are taken from [106], which
belong to conventional stainless steel 316L. Moreover, the elastic properties of the
single crystals also influence the material behavior after the yielding starts. This is
evident from the lattice strains plotted in the whole stress range. The discrepancy
between the simulated and experimental results is carried over from the elastic region.
The influence of SCEC is further analyzed in the next section. Similar to the elastic
region, even during plastic deformation, the accuracy of the CP model in predicting
the lattice strain evolution varies for different grain families. Interestingly, the severe
loading and unloading behavior observed for the {200} grain family in the radial direc-
tion is captured by the CP model, which shows the highest sensitivity to texture variations.

Overall, the results shown in this section are also in line with the findings presented
in [142], where the authors investigated the influence of microscale or intergranular resid-
ual stresses on the lattice strain evolution of AM 316L. The authors in [142] employed
a crystal plasticity finite element model to simulate the lattice strain evolution. They
showed that the intergranular residual stresses played an important role on the yield and
hardening behavior of their AM specimens. However, even with the incorporated resid-
ual stresses, their simulation accuracy wasn’t much higher than the results shown in this
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4.4 Micromechanical validation

section. Thus, it is highlighted once more that LPBF316L has a very complex substruc-
ture. Higher dislocation densities, cellular substructures, melt-pool boundaries, different
types of residual stresses, and very unusual grain morphologies are some of the features of
LPBF316L, which could have an impact on the results. However, due to the simplifica-
tions made during the numerical modeling in this work, the effects of these features and
their interactions are not included in the utilized CP model. But based on the simulation
results, it is clear that, overall, the present CP model captures the most critical underlying
physical deformation mechanisms. These results validate the main modeling assumptions
and the findings in section 4.3.3.
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(c) Radial direction.
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(d) Radial direction in the elastic region.
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Figure 4.17: Comparison between experimentally measured and numerically calculated
lattice strains for the 90 ◦ tensile specimen manufactured from 30µm wall.
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(a) Normal direction.
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(b) Normal direction in elastic region.
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(c) Radial direction.
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(d) Radial direction in the elastic region.

−0.15 −0.10 −0.05 0.00

Lattice strain in %

0

200

400

600

800

T
ru

e
st

re
ss
σ

in
M

P
a

Sim. 100
Sim. 110
Sim. 111

Exp. 200
Exp. 220
Exp. 111

(e) Radial direction splitted.
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(f) Radial direction splitted.

Figure 4.18: Comparison between experimentally measured and numerically calculated
lattice strain for the 0 ◦ tensile specimen manufactured from 30µm wall.

4.4.2 Optimized single crystal elastic constants

In the prior section, it was shown that the CP model was able to successfully capture
the trends observed in the in-situ neutron diffraction experiments. However, the lattice
strain evolution was not predicted correctly for certain grain families. These deviations
can be caused by several different factors and features of LPBF316L, mentioned in prior
section. The experimental and numerical analysis of most of these factors is outside of
the scope of this investigation. The CP model employed in this work is mainly influenced
by the SCEC and crystallographic texture. However, as evident from the results shown
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in figs. 4.17 and 4.18, the crystallographic texture couldn’t be the cause of the deviations
observed in the final results since the CP simulation results display very low scatter. This
shows that the crystallographic textures in four RVEs are very similar and representative
of the whole specimen. Therefore, only the influence of the SCEC on the simulation
results is analyzed in this section.

The analysis is conducted as follows. First, the SCEC are re-calibrated using all
experimental data. During the re-calibration process, the SCEC are varied until the
deviation between the experimentally measured and numerically calculated lattice strains
in the elastic region is minimized. All lattice strain values below 400 MPa are assumed
to belong to the elastic region. This calibration procedure is described in section 3.4.2.
The re-calibrated SCEC are listed in table 4.5 for four different crystallographic textures
shown in fig. 4.8. Interestingly, all re-calibrated SCEC are higher compared to the
original SCEC. After this step, the CP simulations are rerun for these four different
crystallographic textures using the new average SCEC. Theoretically, the accuracy of the
simulation results should improve significantly if the observed deviations were caused by
incorrect SCEC values.

The new simulation results are plotted in figs. 4.19 and 4.20, which show an overall
improvement in the elastic region. However, this is expected since these data were used
during the re-calibration process. The trends during the plastic deformation are not as
clear. Therefore, an error analysis is conducted for the original and re-calibrated SCEC,
and the outcomes are compared to each other in fig. 4.21. The error analysis reveals that
the results in the normal direction for both the 0 ◦ and 90 ◦ specimens are clearly improved
with regard to simulation accuracy. However, in the radial direction, the average error
is even increased slightly, which is primarily due to the error caused by the {200} grain
family. This increase in % error is simply explained by comparing the results shown in
figs. 4.17, 4.18, 4.19, and 4.20. The results for the {200} grain family using the original
SCEC appear to be better during the plastic deformation. However, this is caused by the
unloading behavior for this particular grain family combined with the stiffer response in
the elastic region.

Concluding the analysis in this section, it is clear that re-calibrated SCEC did improve
the overall accuracy of the simulation results, which indicate that the actual SCEC of
LPBF316L are closer to the re-calibrated values than of the conventional stainless steel
316L. However, these findings have to be validated using other experimental methods
outside of the scope of this investigation. More importantly, it is clear that the discrep-
ancies observed between the numerical and experimental values are not solely because of
the SCEC. With these results, it is safe to assume that other factors mentioned at the
beginning of this section also contribute to the simulation inaccuracies, which must be
incorporated into the numerical model for further improvements.
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Table 4.5: Recalibrated SCEC.

C11 in GPa C12 in GPa C44 in GPa
BD01 225 170 141
BD03 235 180 137
CS01 221 166 143
CS03 217 166 143
Average 225 ± 6.7 170.5 ± 5.7 141 ± 2.4
SCEC from [172] 206 133 119
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Figure 4.19: Comparison between experimentally measured and numerically calculated
lattice strain for the 90 ◦ tensile specimen manufactured from 30µm wall.
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Figure 4.20: Comparison between experimentally measured and numerically calculated
lattice strain for the 0 ◦ tensile specimen manufactured from 30µm wall.
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(a) Normal direction 90 ◦ - original.
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(b) Normal direction 90 ◦ - re-calibrated.
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(c) Radial direction 90 ◦ - original.
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(d) Radial direction 90 ◦ - re-calibrated.
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(e) Normal direction 0 ◦ - original.
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(f) Normal direction 0 ◦ - re-calibrated.
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(g) Radial direction 0 ◦ - original.
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(h) Radial direction 0 ◦ - re-calibrated.

Figure 4.21: Error analysis between original and re-calibrated SCEC for the 0 ◦ and 90 ◦

tensile specimens manufactured from 30µm wall.
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4.5 Macromechanical validation

Transferring the micromechanical results to the macroscale is the final step in the multi-
scale simulation approach employed in this work. The findings discussed in the prior
section validated the initial assumption that the mechanical anisotropy of LPBF316L can
be predicted using a CP model. The scale-bridging approach connecting the micro and
macroscale together is explained in detail in section 3.4. In summary, the CP model
is used to calibrate the macroscale model in a virtual-lab framework, which eliminates
the need for further experimental material characterization by using virtual experiments
instead of real ones. The calibrated macroscale model, presented in section 3.3, allows
the use of finite element softwares for simulating the deformation behavior of additively
manufactured parts with complex geometries. The results presented in this section serve
as the validation of the entire multi-scale framework. One shear and one torsion test are
used for this purpose. It is highlighted that the macroscale model is calibrated entirely
by using the CP model, which means that the shear and torsion test results were not
part of the calibration process. Therefore, the validation is successful if the simulated
shear and torsion tests correctly predict the experimental data. Moreover, the accuracy
of different numerical implementations, derived in section 3.3, together with the influence
of the plastic spin on the final results, are analyzed for both test conditions.

4.5.1 Abaqus model creation

The shear and torsion simulations are conducted in the software Abaqus using the UMAT
interface, which allows the implementation of new constitutive models, such as the coro-
tational formulation, presented in section 3.3.10. The shear and torsion specimens are
recreated in Abaqus CAE. The part geometries and corresponding meshes are shown in
figs. 4.22 and 4.23. For the torsion specimen, only half of the geometry is used since it
is possible to make use of anti-symmetric boundary conditions in Abaqus. Moreover, the
grip portion of the torsion specimen is neglected during the torsion test to decrease the
computational cost. Both of these simplifications don’t influence the final results. For the
torsion specimen, the simulations are conducted using two different meshes to analyze the
numerical convergence behavior. The meshes, including the number of elements and the
element type, are shown in fig. 4.22. The boundary conditions are applied to the top and
bottom portions of the torsion specimen. The anti-symmetric boundary conditions are
applied at the bottom, which prohibit the rotation of the sample along its height. At the
top, a torsional rotation of 360◦ is applied to a reference point, which is connected to the
upper surface utilizing a kinematic coupling constraint. Because of the anti-symmetric
boundary condition, the total torsional rotation is double the amount applied to the ref-
erence point, equaling to 720◦. The geometry belonging to the shear specimen and two
different meshes are shown in fig. 4.23. The shear simulations are conducted using the
complete geometry. The boundary conditions are applied at the bottom and top surfaces
of the shear specimen. The lower part is held in place, whereas a total displacement
of 1.4 mm is applied to the upper surface. All simulations are conducted using Abaqus
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standard with Nlgeom = ON.

Mesh 1

Number of elements:
4176

Element type:
C3D20R

Mesh 2

Number of elements:
10669

Element type:
C3D20R

Complete geometry Half of geometry Without grip

Figure 4.22: Abaqus geometry and mesh for the torsion specimen
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Mesh 1

Number of elements:
74200

Element type:
C3D8

Mesh 2

Number of elements:
171036

Element type:
C3D8

Figure 4.23: Abaqus geometry and mesh for the shear specimen
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4.5.2 Torsion test: comparison between simulation and experiment

The numerical results obtained from torsion simulations in Abaqus are shown in fig. 4.24.
The simulation results are split and shown in different subfigures since the simulations are
repeated for each of the three hardening behaviors. The issue of the hardening behavior
beyond the necking point in tensile tests is explained in section 3.4.2.3. The torsion
simulations serve two purposes. First, they are used to validate the macroscale model and
its correct implementation in the software Abaqus. Second, they are used to determine
the hardening behavior closest to the real experiment. Looking at the simulation results
makes it clear that the plastic spin contribution is negligible for the torsion specimen
with this particular orientation. Moreover, there is a significant difference between the
corotational implementation and the Abaqus standard implementation. The corotational
implementation is much closer to the experimental results, irrespective of the hardening
behavior. This is more evident in fig. 4.25, where the error between the experimentally
measured and numerically calculated torsion moment is presented. In figs. 4.24 and 4.25,
it is evident that the hardening behavior with a saturation strain of 110 % is closest to
the actual experiment. Hence, only this hardening behavior is used for the numerical
simulations in all subsequent sections.

The results of the FE convergence study are shown in fig. 4.26. Each line in this figure
displays the relative error between the torsion moment obtained from two different Abaqus
simulations conducted using the exact same parameters. However, each simulation is
performed using different meshes, as shown in fig. 4.22. This procedure is repeated
for all the simulations shown in fig. 4.24, which results in nine separate lines. For all
the simulations, the relative error is smaller than 0.35 %. Moreover, the error decreases
with higher torsion angles and remains under 0.1 % after 300◦ torsion angle. Thus, it is
concluded from these results that the utilized meshes and element type are adequate for
the conducted simulations.

It is highlighted that the parameters of the macroscale model are calibrated using virtual
experiments shown in section 3.4. In total, a single tensile test and one EBSD measure-
ment were used to extract the necessary material properties. Hence, it is safe to conclude
that the approach presented in this work is well suited for modeling the anisotropic yield
behavior of the LPBF316L since the results of the torsion experiment are accurately pre-
dicted by the macroscale model. Moreover, this approach can be used for other materials
and can also be adjusted to include other deformation mechanisms such as twinning and
phase transformation. Furthermore, it is clear from the simulation results that for large
deformations and rotations, the standard Abaqus implementation is not sufficient, which
is also correctly emphasized in its users manual [171]. It appears that for such conditions,
the corotational formulation is a more appropriate choice. From these results, it may seem
that it is not necessary to include the plastic spin model in the final implementation. How-
ever, this is not always the case since, depending on the orientation of the test specimen,
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the contribution of the plastic spin tensor could become significant. Such conditions will
be presented in the following sections.
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(a) Torsion experiment.

0 90 180 270 360 450 540 630 720

Torsion angle in Degree

60

80

100

120

T
o
rs

io
n

m
o
m

en
t

in
N

m

Exp. Data

Sim. - Abaqus implementation

Sim. - Corot. - Without plastic spin

Sim. - Corot. - With plastic spin

(b) Hardening with linear extrapolation.
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(c) Hardening with saturation strain 140 %.
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(d) Hardening with saturation strain 110 %.
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(e) Calibrated stress-strain curves for three dif-
ferent hardening behaviors, see section 3.4.2.3.

Figure 4.24: Comparison between experimentally measured and numerically calculated
torsion moment. In fig. (a) the experimental results are shown for torsion angle between
0◦ and 720◦. In figs. (b,c,d) the simulation results are compared to the experimental
data. In each of the figures (b,c,d), the simulation results are shown for the three different
implementations. Lastly, in fig. (e) the stress-strain curves corresponding to three different
hardening behaviors are shown again.
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Figure 4.25: Error analysis for all torsion simulations, which clearly shows that the
corotational formulation with saturation strain 110 % is the most accurate combination.

0 100 200 300 400 500 600 700

Torsion angle in Degree

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

E
rr

o
r

in
%

Sim. - Abaqus implementation - Linear extrapolation

Sim. - Abaqus implementation - Saturation strain 140 %

Sim. - Abaqus implementation - Saturation strain 110 %

Sim. - Corotational - Without plastic spin - Linear extrapolation

Sim. - Corotational - Without plastic spin - Saturation strain 140 %

Sim. - Corotational - Without plastic spin - Saturation strain 110 %

Sim. - Corotational - With plastic spin - Linear extrapolation

Sim. - Corotational - With plastic spin - Saturation strain 140 %

Sim. - Corotational - With plastic spin - Saturation strain 110 %

Figure 4.26: The results of the convergence study, which clearly demonstrate that the
chosen mesh and element type are adequate for the simulation of the torsion experiment.
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4.5.3 Shear test: comparison between simulation and experiment

Continuing the numerical analysis, the macroscale model is also used to predict the
material behavior of LPBF316L during the shear tests. As explained in the prior section,
only a single hardening behavior is used for the simulation of the shear tests, which
is chosen based on the results of the torsion experiments and is assumed to be closest
to the actual hardening behavior of LPBF316L. The simulation results, along with the
experimental data, are shown in fig. 4.27. The experimental results consist of two
separate shear tests. Both of them behave nearly identical in the elastic region. After
yielding starts, the experimental results are very similar up until the very end, shortly
before the specimens are broken.

Comparing the simulation results with the experiments makes it clear that the standard
Abaqus implementation delivers inaccurate results, similar to the torsion simulation.
This becomes more evident in fig. 4.28, where the error analysis is presented for each of
the implementations. It should be noted that the %-error is the average error between
the numerical results and each of the shear tests. Moreover, the influence of the plastic
spin is visible both in figs. 4.27 and 4.28. The simulation results for the corotational
formulation with the plastic spin model are more accurate compared to the model without
it. Although the differences observed for the models with and without plastic spin are
not very significant, it is still possible to see that the plastic spin model improves the
simulation accuracy. However, even without the plastic spin model, the corotational
formulation is still far superior to the standard Abaqus implementation.

Similar to the prior section, the FE convergence analysis is conducted for all simulations
using two separate meshes shown in fig. 4.23. The relative error between the numerically
obtained shear force is plotted in fig. 4.29. It is clear from these results that the employed
meshes and element type are adequate for this kind of simulation since the relative error
is smaller than 0.25 % for all simulations during the whole deformation process. It is
highlighted that achieving convergence for the shear tests is more challenging compared
to the torsion tests since shear tests produce a much more localized deformation field,
which significantly affects the numerical accuracy and, consequently, the mesh dependency.

Overall, the simulation results show that, again, the corotational formulation offers the
best accuracy when dealing with large deformations and rotations. More importantly, with
these results, it is safe to assume that the macroscale model and the approach presented in
this work are well suited for the simulation of yield behavior of LPBF316L for any desired
loading condition since the model was accurate during tensile, torsion, and shear tests.
Thus, the validation of the macroscale model is complete. It is important to note that the
average error between the shear experiments and the corotational formulation with the
plastic spin is mostly under 2 %. This accuracy is very high considering the difficulties and
uncertainties during the AM process, specimen manufacturing, mechanical testing, and
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also numerical modeling. These aspects, along with the fact that only one single tensile
test and one EBSD measurement were used to calibrate the macroscale model, show the
power of the virtual experiments when employed with the correct modeling assumptions.
However, the importance of the plastic spin model is still not very clear from the presented
results since, even for the shear tests, the impact of the plastic spin model on the final
results is not very significant. This issue and other aspects are analyzed in the following
section.
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(a) Torsion experiment.
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(c) Comparison between simulation and experiment.

Figure 4.27: Comparison between experimentally measured and numerically calculated
shear force. In fig. (a) the experimental results are shown for two separate specimens.
In fig. (b,c) the simulation results are compared to the experimental data, whereby the
simulation results are shown for the three different implementations.
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Figure 4.28: The error analysis for three different implementations, which clearly shows
that the corotational formulation with plastic spin delivers the most accurate results.
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Figure 4.29: The results of the convergence study, which clearly demonstrate that the
chosen mesh and element type are adequate for the simulation of the shear experiment.
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4.6 Influence of anisotropy, numerical algorithm, and plastic spin on
macroscale results

As explained in the prior section, it is not easy to separate the influence of different
factors on the final results since elastic anisotropy, anisotropic yield behavior, numerical
algorithm, and the plastic spin simultaneously influence the final outcome. Moreover, due
to the limited number of samples, it isn’t possible to experimentally analyze the material
behavior for other specimen orientations. Therefore, virtual experiments are used in this
section to tackle this issue. The torsion and shear simulations are repeated using the same
specimen geometry, boundary condition, and material parameters. The only difference is
the orientation of the new specimens in the virtual experiments, which is directly linked
to the orientation of the actual specimens in the LPBF system during the manufacturing
process. Thus, changing the orientation of the virtual specimens is the same as producing
specimens with different orientations using the same scan strategy. More importantly,
these virtual and actual specimens all share the same crystallographic texture since the
scan strategy and all other parameters are kept unchanged, see section 4.2 for the texture
analysis results. For each type torsion and shear specimens, two more orientations are
tested. These results will be used to identify the the most important factors, which are
necessary for accurately simulating the material behavior of LPBF316L for large plastic
deformations. For simplicity and ease of comparison, the same CCO is employed as in fig.
2.1. The new configurations for the torsion and shear specimens are shown in figs. 4.30
and 4.31. In these figures, the orientation during the actual experiment is clearly visible.
The new orientations called test orientation 1 and test orientation 2 are not unique in
any way and are simply created by rotating the original configuration using two different
axes. It is emphasized that the only difference between these tests is the adjusted loading
condition relative to the material texture, analyzed in section 4.2.

Orientation in actual experiment

z

yx

Test orientation 1

Test orientation 2

y

x
Orientation in actual experiment

Test orientation 1

Test orientation 2

Figure 4.30: Orientation of three torsion specimens shown relative to each other and
with respect to the same CCO as in fig. 2.1.
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Figure 4.31: Orientation of three shear specimens shown relative to each other and with
respect to the same CCO as in fig. 2.1.

4.6.1 Virtual torsion experiments

The simulation results for the test orientations 1 and 2 are shown in figs. 4.32 and 4.33.
It is worth noting that in figs. 4.32 and 4.33, the experimental result is the same as in
fig. 4.24, which belongs to the specimen tested in the prior section, and is only shown for
easier comparison between different orientations. Moreover, only one hardening behavior
is chosen, which is closest to the actual experiment with 110 % saturation strain. The
following details become more clear analyzing all simulation results side by side. First,
the anisotropy of LPBF316L can’t be neglected and has to be taken into account even
if deformations are small since it has a substantial effect on the initial and subsequent
yield behavior of the material. Second, the standard Abaqus implementation isn’t always
stiffer than the corotational formulation, which makes it even more crucial to employ
the corotational formulation to correctly capture the effect of large deformations and
rotations. Third, the plastic spin can significantly impact the final results, depending on
the anisotropy of the material and the actual orientation of the test specimen. Fourth,
the effect of anisotropy becomes even more apparent when the torsion moments for these
three simulations at the start of yielding and at the end of the simulation are compared
side by side. Even though the employed stress-strain hardening behavior is identical in
these simulations, the response of the torsion specimen under the same loading condition
is entirely different. Most importantly, from these results, it can be safely concluded that
neglecting the anisotropy of the material and reducing the problem to an isotropic case
leads to substantial error in most cases. The simulation results shown in this section are
not unique in any way. Other specimen orientations could result in even more pronounced
differences.
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Figure 4.32: Torsion simulation results for the test orientation 1.
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Figure 4.33: Torsion simulation results for the test orientation 2.

4.6.2 Virtual shear experiments

The shear test results for orientations 1 and 2 are shown in figs. 4.34 and 4.35. The
experimental curves shown in these figures belong to the specimen tested in the actual
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experiment and are the same as in fig. 4.27. These results are only included for comparison
purposes. The hardening behavior and all simulation parameters are the same as the
torsion simulations. The shear force/displacement curves for the newly tested orientations
validate the same findings as for the torsion specimens, which are summarized again as
follows:

• The anisotropy of LPBF316L can’t be neglected even for small strain simulations
since it affects both the initial and subsequent yield behavior of the specimens.

• For large deformations and rotations, the standard Abaqus implementation is not
sufficient and a correct numerical implementation such as the corotational formula-
tion has to be utilized.

• The plastic spin contribution to the final simulation results is heavily dependent on
the initial texture of the material and the orientation of the test specimens. Under
certain conditions, the plastic spin could result in significant differences.

In these simulations, it appears that the influence of the numerical algorithm is more
significant than plastic spin. However, it is highlighted that these tested orientations
are not unique in any way and don’t serve as lower and upper bounds. It is possible
that for other orientations, the influence of the plastic spin becomes greater than other
factors. However, the simulations for the chosen orientations are sufficient to prove that
accurate simulation results are obtained only if the contributions of anisotropy, numerical
algorithm, and plastic spin are correctly calculated.
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Figure 4.34: Shear simulation results for the test orientation 1.
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Figure 4.35: Shear simulation results for the test orientation 2.
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4.7 Conclusion and outlook

The main objectives in this work can be summarized as follows:

1. How can the mechanical anisotropy be understood and is it possible to isolate the
fundamental mechanisms that are the main contributing factors to the mechanical
anisotropy of LPBF316L?

2. Is it possible to predict the anisotropic response of LPBF316L using a CP model?

3. Is it possible to create a multiscale simulation framework to accurately simulate the
material response of LPBF316L at the macroscale by transferring the results from
the microscale without the need for extensive experimental testing procedures?

4. What are the necessary requirements for the correct implementation of the
macroscale model and accurate simulation of the LPBF316L material response un-
dergoing large plastic deformations and microstructure evolution?

Thus, the analysis in this work can be categorized in mainly four parts. The first part
consists of the findings obtained during the experimental material characterization, which
are as follows:

• The measured porosity of LPBF316L was much smaller than 0.01 % in six different
tensile specimens, which indicated that the porosity isn’t relevant when analyzing
the anisotropy of LPBF316L.

• The residual stress distributions determined via neutron diffraction experiments were
very similar in all six tensile specimens. Moreover, the RS ranges were low com-
pared to the values obtained for net-shape geometries. With these observations, it
was concluded that the RSs were not contributing to the mechanical anisotropy of
LPBF316L in a significant way. Thus, both the porosity and residual stresses were
omitted during the numerical analysis.

• Texture analysis conducted using EBSD measurements revealed that both the 30µm
and 50µm specimens had a very similar {110} texture in the build direction but with
an unusual grain morphology, which was directly the result of the utilized scan strat-
egy and was recognizable as a checkerboard pattern in cross-section measurements.
Moreover, it was concluded that reducing the layer thickness from 50µm to 30µm
leads to a substantial decrease in the average grain size.

• Finally, the resonance method and tensile tests revealed the anisotropic response
of the LPBF316L specimens both for the elastic and plastic deformations, whereby
the vertical specimens had the lowest, and the horizontal specimens had the highest
Young’s moduli and yield stress.

In the second part, and with the experimental findings at hand, a CP model was employed
to simulate the anisotropic response of the LPBF316L at the microscale and determine
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the most critical factor controlling the mechanical anisotropy of LPBF316L. To simplify
the procedure and isolate the main contributing factor, the actual grain morphology and
grain size distributions were replaced with a RVE having a fixed grain size. The following
steps roughly summarize the second part of the analysis conducted in this work:

• The RVE was created based on the ODF extracted from a single EBSD measurement
and a very simple grain morphology. The CP model was then calibrated using this
RVE, and the results from only one tensile test.

• The remaining tensile test results were used to validate the CP model. The phe-
nomenological CP was capable of accurately predicting the anisotropic response of
LPBF316L both in the elastic and plastic regions. With these results, it was con-
cluded that dislocation slip is the primary underlying deformation mechanism in
LPBF316L, and that the crystallographic texture is the main contributing factor to
the mechanical anisotropy of LPBF316L.

After the successful calibration and validation of the CP model and identifying the primary
source of the mechanical anisotropy in LPBF316L, the next step was to simulate the
material response at the macroscale. High computational costs of the CP simulations
rendered it impractical for such use cases. Therefore, a multiscale simulation approach
was utilized to overcome this limitation. This scale-bridging procedure is summarized as
follows:

• The homogenized elastic stiffness tensor for the macroscale simulations was deter-
mined using the Hill estimation method, and the crystallographic texture of the
material was determined using one EBSD measurement.

• The Barlat analytical yield function was utilized to capture the initial anisotropic
yield behavior of the LPBF316L at the macroscale. However, instead of real ex-
periments, virtual experiments were conducted using the calibrated and validated
CP model. The hardening behavior of the LPBF316L was modeled separately using
Ludwik’s law combined with different extrapolation techniques.

• Moreover, it was shown that it is necessary to include the microstructure evolution
in the macroscale simulations to retain the accuracy observed in CP simulations.
Therefore, a novel and general plastic spin model was formulated in 3D using the
eigenvalues and eigenvectors of the plastic deformation tensor.

• Finally, the results of the previous steps were merged together in a corotational
framework suited for simulating large deformations and rotations. This formulation
was implemented in the UMAT subroutine of the program Abaqus standard.

This multiscale simulation approach eliminated the need for more experimental material
characterization while retaining the high simulation accuracy observed in CP simulations.
Moreover, the micro and macroscale simulation results were validated using different ex-
periments, which were conducted on two separate scales:
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• Using neutron diffraction experiments, the results of the CP model were validated
again, separate from the tensile experiments since, during tensile experiments, only
the average response of the polycrystal is determined. However, during the neutron
diffraction experiments, the elastic response of specific grain families was analyzed.
These results were then subsequently compared against the CP simulations, where it
was shown that the phenomenological CP was able to capture the trends observed in
the experiments. This analysis reconfirmed the conclusions based on the comparison
between the tensile test results and the CP simulations.

• The macroscale simulation results were validated using torsion and shear tests. In
both cases, the predictions of the macroscale model were very accurate, which demon-
strated the capabilities of the corotational formulation and the scale-bridging ap-
proach presented in this work. Moreover, it was shown that the standard Abaqus
implementation shouldn’t be used for simulating large deformations and rotations.

• Furthermore, the torsion and shear tests were repeated using virtual experiments for
other specimen orientations. This was done to analyze the contribution of different
factors to the final simulation results. In summary, it was shown that the elastic and
plastic anisotropy, corotational formulation, and plastic spin are crucial for accurate
simulations of large deformations and rotations. Finally, it should be noted that the
LPBF316L in this work doesn’t have a strong initial texture. For materials with
even more noticeable textures, the contributions of these factors become even more
pronounced.

Although the approach presented in this work was successful and the macroscale model
performed very well in both torsion and shear tests, some aspects require further investi-
gation, which are listed as follows:

• The comparison between the neutron diffraction experiments and the CP simulations
revealed some uncertainties concerning the SCEC of LPBF316L, which have to be
analyzed using other experimental methods such as nano-indentation.

• The plastic spin only accounts for the rotational part of the microstructure evolution
in the present macroscale model. However, in some cases, the rotational part is
negligible, but the microstructure changes completely, which drastically alters the
yield surface’s shape. This aspect has to be taken into account to increase the
numerical accuracy.

• The present microscale model is formulated and tested for monotonic loading con-
ditions. Further improvements could include the extension of the model to cyclic
loading conditions.

• The validation of the macroscale model was achieved using torsion and shear tests.
However, the performance of the macroscale model for actual parts in real-life loading
conditions is still unknown.
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