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Abstract
High-strength aluminum alloys used in aerospace and automotive applications obtain their strength through precipitation 
hardening. Achieving the desired mechanical properties requires precise control over the nanometer-sized precipitates. 
However, the microstructure of these alloys changes over time due to aging, leading to a deterioration in strength. Typically, 
the size, number, and distribution of precipitates for a quantitative assessment of microstructural changes are determined by 
manual analysis, which is subjective and time-consuming. In our work, we introduce a progressive and automatable approach 
that enables a more efficient, objective, and reproducible analysis of precipitates. The method involves several sequential 
steps using an image repository containing dark-field transmission electron microscopy (DF-TEM) images depicting various 
aging states of an aluminum alloy. During the process, precipitation contours are generated and quantitatively evaluated, 
and the results are comprehensibly transferred into semantic data structures. The use and deployment of Jupyter Notebooks, 
along with the beneficial implementation of Semantic Web technologies, significantly enhances the reproducibility and 
comparability of the findings. This work serves as an exemplar of FAIR image and research data management.
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Introduction

High-strength aluminum alloys, which are used for exam-
ple in aerospace and automotive applications, obtain their 
strength by precipitation hardening within a heat treat-
ment process [1]. During this process, tiny (nanometer-
sized) precipitates are formed which serve as obstacles 
for dislocation motion in these alloys. The microstructure 
of precipitation-hardened aluminum alloys is of crucial 
importance for their strength since only materials with a 
targeted microstructure (i.e. size, number, and distribution 
of precipitates) achieve the desired strengths. However, this 

optimized microstructure may change during operation (a 
process called aging), because the components are used at 
temperatures close to or even exceeding the hardening tem-
perature (e.g., in the case of radial compressor wheels in tur-
bochargers). This process leads to a deterioration of strength 
(and also hardness) [2] over time and is undesirable. Today, 
such effects are not considered in existing lifetime prediction 
models because quantitative data on the changes are gener-
ally lacking, which would, however, be a prerequisite for 
representation in models. While the changes in mechanical 
properties can be investigated and quantified with compara-
tively little effort, microstructural characterizations for the 
evolution of the precipitates require much more time (as well 
as technical specialization) and are accordingly rarely per-
formed in detail. An example of one of the comprehensive 
studies on the temporal evolution of hardening phases for 
different temperatures is the work of Rockenhäuser et al. [3, 
4, 5]. They investigated the coarsening processes of the rod-
shaped hardening phase (hereafter referred to as S-phase) in 
aluminum alloy EN AW-2618A (referred to as 2618A in the 
following) at high temperatures. For this purpose, specimens 
were aged (i.e., annealed) at 190 ◦ C for up to 25,000 h and 
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the microstructure was extensively characterized based on 
DF-TEM imaging technique. The aim of the study was to 
determine a geometric parameter relevant to the strength 
of the material (in this case, the rod radii) for each aging 
condition and to describe the evolution of the radii distribu-
tion and the average radii with aging time. The results can 
be incorporated into models for predicting the service life 
of the alloy 2618A.

The use of a manual approach as described in the study 
by Rockenhäuser et al. is common in materials science, but 
has a number of disadvantages:

•	 High time and labor requirements, especially for large 
datasets or when analyzing specimens with complex 
structures.

•	 Susceptibility to subjectivity.
•	 Dependence on the experience and skills of the operator.
•	 Transfer of knowledge about the exact way of evaluation 

is critical, as often not documented in sufficient detail.

This can lead to variability and thus uncertainty in the 
results, which affects the accuracy and reliability of further 
analysis (e.g., in the subsequent use of the data in life-cycle 
prediction models). Automated methods, on the other hand, 
can potentially be more efficient, objective, and reproduc-
ible, but include their own limitations and potential sources 
of error.

An alternative to the manual analysis described is pro-
vided by automatable image analysis tools running in 
Jupyter Notebook environments. Jupyter Notebooks allow 
collaborative development and usage, support multiple pro-
gramming languages, and can be customized for specific use 
cases [6]. The image data to be analyzed can be published in 
a central repository, such as Omero,1 which can be accessed 
by a Jupyter Notebook script via an application program-
ming interface (API). Image files loaded into the notebook 
can then be processed through a preconfigured sequence of 
image processing, feature segmentation, and analysis steps. 
By accessing the documented script and the specific input 
parameters used, the image analysis process and the out-
put data become reproducible. This procedure is similar to 
most imaging techniques and their associated quantifica-
tion of relevant image information. Initially, the image file 
is converted and processed, followed by the segmentation 
of selected image features, typically using a thresholding 
approach. In the final step, these features are measured and 
quantitatively evaluated [7, 8].

Imaging analysis techniques play a crucial role in char-
acterizing materials in materials science and engineering. 
The increasing interest in robot-assisted high-throughput 

techniques with high levels of automation and image data 
generation necessitates the development of advanced and 
automatable image analysis routines as an integral part of 
the process [9]. Moreover, more advanced image and data 
management practices are needed to keep up with these 
advances [10]. Therefore, in the context of FAIR (Findable, 
Accessible, Interoperable, Reusable) data management, it 
is increasingly important to present image data streams and 
resulting tables of values in standardized formats to ensure 
comparability [11, 12]. Semantic Web technologies offer 
suitable solutions for many emerging digital challenges [13]. 
Unlike static relational databases, data and important meta-
data for process reproducibility can be flexibly made avail-
able in triple stores2 for reuse and retrieval. This is achieved 
by annotating and transforming data into RDF (Resource 
Description Framework) instances, known as triples,3 using 
ontologies. Homogenizing complete materials data along 
with relevant source information into high-quality data 
structures adhering to FAIR principles facilitates compara-
bility, which serves as the foundation for knowledge discov-
ery and retrieval [14, 15].

Our work aims to make a significant contribution to 
the field by presenting an understandable and accessible 
example of S-phase precipitation analysis based on DF-
TEM images of different aging states of the aluminum alloy 
2618A. The primary objective of this work is to elucidate the 
efficiency of collaborative tools, incorporating automatable 
and modular digital image processing, and analysis work-
flows, alongside the integration of Semantic Web technolo-
gies. The underlying proposition of our work is the potential 
of utilizing semantic representations of valuable measure-
ment data in conjunction with automated image processing 
pipelines, quietly alluding to the prospect of adhering to 
FAIR principles in a scalable manner. Through exemplary 
digital and semantic representations of this specialized char-
acterization method, we demonstrate the inherent attributes 
of reproducibility, reliability, and accessibility in processes 
and generated data. Implicitly, we put forth effective solu-
tions to surmount extant challenges and actively promote 
digital transformation within the scientific community. 
Envisaging the extraction of intricate, specialized insights 
from distributed data, we strive to render invaluable inher-
ent knowledge searchable and readily available for extensive 
analysis by a diverse scientific audience.

1  https://​www.​openm​icros​copy.​org/​omero/.

2  https://​www.​w3.​org/​2001/​sw/​wiki/​Categ​ory:​Triple_​Store.
3  https://​www.​w3.​org/​RDF/.

https://www.openmicroscopy.org/omero/
https://www.w3.org/2001/sw/wiki/Category:Triple_Store
https://www.w3.org/RDF/
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Results

In the following sections, the two main components of our 
automated image processing and precipitation analysis 
pipeline, the Precipitate Analysis Workflow (PAW) and 
the Statistical Analysis Workflow (SAW), are presented 
and described in detail. The last subsection addresses the 
creation of two ontologies, the PAW Ontology (PAWO) 
and the SAW Ontology (SAWO), that semantically repre-
sent these workflows and enable RDF instance creation.

Precipitate Analysis Workflow (PAW)

To illustrate our findings, Fig. 1 showcases the architecture 
of the DF-TEM image analysis processing pipeline. The 
PAW was carefully designed to facilitate modularization, 
providing the capability of customization at each stage of the 
pipeline. This flexibility enables users to tailor the pipeline 
to their specific requirements and preferences, as exempli-
fied in Table 1.

For instance, users have the option to select alternative 

thresholding algorithms, such as Otsu’s method, and fine-
tune associated parameters to achieve precise thresholding 
results. Similarly, various filtering techniques, such as the 
median filter, can be chosen with filter parameters adjust-
able to attain desired image smoothing or noise reduction 
effects. Furthermore, users can customize object expansion 
or connectivity criteria by modifying the size and shape of 
the structuring element, thus configuring the dilation process 
to their needs.

Table 1   Configuration parameters for various methods

ID of 
directory in 
Omero

ID of image Filter Threshold Morpho-
logical 
operation

T61 (63) Stelle1 (128) Median Otsu Dilation
. . Gaussian Additive Erosion
. . Sobel Binary Opening
. . Laplacian Multilevel Closing

Fig. 1   Schematic overview of DF-TEM imaging and the subsequent 
image processing and analysis pipeline, incorporating both PAW and 
SAW components: a DF-TEM imaging (see “TEM Imaging”) (DF-
TEM images include 50 nm scale bar for size reference). The PAW 

includes: b Omero server connection, c image pre-processing, and d 
object definition. The SAW comprises: e Polygon properties calcula-
tion, f histogram creation, and g log-normal distribution fitting
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Additionally, the pipeline seamlessly manages directories 
of microscopy images on the Omero server, automatically 
organizing them into a structured hierarchy of directories 
and filenames for input and output.

In the following, we provide a detailed description of the 
three key components of the PAW.

Establishing a Connection to Omero

To initiate the process, the OmeroConnect class, sourced 
from Omero tools [16] is employed to establish a connection 
with the Omero server, which manages image data. The pri-
mary pipeline begins by requesting the user’s Omero creden-
tials, comprising their username and password. The script 
utilizes these credentials to establish a connection with the 
Omero server, subsequently retrieving a list of datasets.

For each dataset, the script [17] iterates through the 
images, extracting pertinent metadata such as aging tem-
perature, aging time, specimen name, and more. This infor-
mation is vital for subsequent analysis.

Image Pre‑Processing

Image pre-processing is a fundamental step in the analysis 
pipeline, involving several key operations to optimize the 
image for further analysis. The primary objective of this 
phase is to generate a visually enhanced representation of 
the image, highlighting specific regions of interest.

In this context, rendering techniques are applied to focus 
on the central /-section and the initial time point. The render-
ing process is accomplished using the renderImage() func-
tion, which effectively extracts the desired image slice for 
subsequent analysis.

Following rendering, the image undergoes grayscale 
conversion using the OpenCV library,4 transforming it 
into a single-channel grayscale format. This simplification 
is essential for enhancing the efficiency of various image 
analysis algorithms, as they tend to perform better on gray-
scale images [18].

Crucially, image pre-processing involves a series of criti-
cal parameter adjustments, including the application of a 
median filter, the selection of an appropriate thresholding 
method, and consideration of size thresholds. This crucial 
step encompasses several procedures aimed at accurately 
identifying precipitates within the grayscale image.

•	 Median filtering: to reduce noise in the image, a median 
blur filter is applied using OpenCV.

•	 Thresholding: Otsu’s thresholding method is utilized 
to convert the filtered image into a binary image. This 

method automatically calculates an optimal threshold 
value to distinguish between foreground and background 
pixels [19].

Define Objects

The process of defining objects serves as the pivotal func-
tion within the pipeline, with its significance stemming from 
its role in parameter utilization for fine-tuning the detection 
algorithm. This critical phase involves the incorporation of 
various parameters, including dilation, dilate kernel size, and 
morphological opening. The following sequential operations 
are executed on the thresholded image to effectively identify 
precipitates:

•	 Dilation: using a kernel, the thresholded image under-
goes dilation, connecting nearby pixels to form complete 
objects.

•	 Morphological operations: the application of morpho-
logical opening aids in the removal of small objects or 
noise by performing erosion followed by dilation. The 
erosion step erodes the boundaries of objects, effectively 
eliminating small or thin structures. Subsequently. the 
dilation step expands the remaining structures, restor-
ing the original shape and size of larger objects. Apply-
ing dilation before morphological opening enhances the 
removal of small objects while preserving the integrity 
of larger structures in the image. However, the effective-
ness of this approach may vary depending on the specific 
image characteristics and desired outcomes.

•	 Clear border: the clear border operation is employed to 
remove any remaining objects near the image border.

Fig. 2   Detected precipitates in an exemplary image from the T61 
dataset: labeled mask of precipitates with assigned distinct colors

4  https://​opencv.​org.

https://opencv.org
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•	 Contour finding: leveraging OpenCV’s findContours() 
function, the contours of the remaining precipitates are 
identified. Contours with an area smaller than the speci-
fied threshold are recognized as noise and subsequently 
removed.

•	 Precipitate labeling: the resulting image is labeled by 
assigning a unique label to each precipitate. Further-
more, the number of detected precipitates is determined 
by counting the total number of labels. To visualize the 
labeled mask, distinct colors are assigned to each label, 
creating a plot to display the image (see Fig. 2).

•	 Regions of interest (ROIs): the contours of the detected 
precipitates are uploaded to the Omero server as poly-
gons using the create-omero-roi-polygons function from 
the Omero-tools library [16]. ROIs5 enable convenient 
access and visualization of the detected precipitates on 
the Omero platform.

Create Documentation Metadata

For each processed image, a record is generated to docu-
ment all variables and utilized resources. This resulting table 
is then exported in comma-separated values (CSV) format 
[20]. Furthermore, it is annotated with a Mat-O-Lab tool 
CSVToCSVW [21], utilizing the CSV on the Web (CSVW) 
vocabulary from W3C.6 The derived metadata document, 
available in JSON-LD7 format, serves to define the structure 
and content of the resulting table. This not only facilitates 
the proper interpretation of the table but also allows for link-
ing its content to other semantic data. Additionally, it pro-
vides the functionality to convert the entire table into RDF 
[22], utilizing the standard output configuration.8

To enhance the documentation even further, a knowl-
edge graph is linked to individual records within the table. 
This graph is created using Draw.io9 in conjunction with 
the OntoPanel plugin, which is elaborated upon in “Ontol-
ogy Creation and Application”. The graph provides detailed 
explanations of the steps taken to achieve the results. Entities 
highlighted in yellow, as depicted in Fig. 5 are mapped to 
the columns of the result table by defining specific mapping 
rules. This mapping is established using the Mat-O-Lab tool 
MapToMethod [23] and is required only once for a given 
CSV table configuration. It can be reused as long as the 
CSV configuration remains relatively stable. The resulting 

mapping file [24], available in YARRRML10 format, is 
input into the Mat-O-Lab RDFConverter tool [25], which 
ultimately combines all the data into a singular metadata 
document [26].

Summary

The Precipitate Analysis Workflow (PAW) comprises three 
primary components. Initially, it establishes a connection 
to the Omero server to acquire image datasets and essen-
tial metadata for subsequent stages. Next, it conducts image 
pre-processing, optimizing the images through techniques 
such as rendering, grayscale conversion, and thresholding 
in preparation for precipitation analysis. Finally, the work-
flow defines objects by applying operations such as mor-
phological processing, border clearing, and contour finding 
while also creating ROIs crucial for further processing in the 
Statistical Analysis Workflow (SAW). All the steps taken, 
along with the data variables used and the resources (images, 
ROIs), are documented using the Mat-O-Lab toolchain ele-
ments, culminating in a single metadata document [26].

Statistical Analysis Workflow (SAW)

In the SAW the systematic evaluation of detected precipi-
tates is a critical step. This process involves the calculation 
of various polygon properties, the creation of histograms, 
fitting log-normal distributions, and ultimately, the represen-
tation of results in a structured and semantically annotated 
format. This comprehensive approach ensures the reproduc-
ibility and accessibility of the analysis results. In the follow-
ing, the details of the SAW are highlighted for each stage of 
the process for a clearer understanding (see Fig. 1) or view 
the source code [27].

Polygon Properties Calculation

The first step of the SAW is the calculation of various prop-
erties of detected precipitates. This process involves the 
retrieval of relevant data, including image information, 
ROIs, and specimen characteristics like aging temperature 
and aging time. SPARQL11 query language is leveraged for 
data retrieval, and the collected data is structured into a data 
frame for further analysis.

Additionally, another SPARQL query is executed to 
obtain information about the physical size of the images, 
specifically their length and width. This physical size infor-
mation is crucial for converting the relative coordinates of 
precipitation polygons into real units (e.g., nanometers, 
nm). This conversion is essential for subsequent analysis, 

5  https://​docs.​openm​icros​copy.​org/​ome-​model/5.​6.3/​devel​opers/​roi.​
html#​roi-​attri​butes-​and-​simple-​child​ren.
6  https://​www.​w3.​org/​ns/​csvw.
7  https://​json-​ld.​org/.
8  https://​w3c.​github.​io/​csvw/​csv2r​df/.
9  https://​draw.​io.
10  https://​rml.​io/​yarrr​ml/. 11  https://​www.​w3.​org/​TR/​sparq​l11-​query/.

https://docs.openmicroscopy.org/ome-model/5.6.3/developers/roi.html#roi-attributes-and-simple-children
https://docs.openmicroscopy.org/ome-model/5.6.3/developers/roi.html#roi-attributes-and-simple-children
https://www.w3.org/ns/csvw
https://json-ld.org/
https://w3c.github.io/csvw/csv2rdf/
https://draw.io
https://rml.io/yarrrml/
https://www.w3.org/TR/sparql11-query/
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including area calculations, centroid determination, radius 
computation, and other properties.

Next, the shape and size of the polygons are character-
ized by fitting ellipses to them using a weighted covariance 
matrix. Various properties of the fitted ellipses, such as 
major and minor axes, orientation, height, and width, are 
computed based on the polygon coordinates and centroid. 
Additionally, the area (spatial extent in the image) and radius 
are determined for each polygon. To reduce artifacts, poly-
gons with an area of less than 1.0 nm are filtered out.

To gain insights into the shape, size, and geometric 
characteristics of the precipitates, various properties are 
computed. The labeling function is employed to obtain 
precipitate characteristics. The computed values are stored 
alongside metadata from various PAW steps, such as the 
disk radius used in median filtering, in a tabular data file in 
CSV format.

The computed polygon features for each dataset are then 
organized into a data frame, and the results table is saved as 
a CSV file for various purposes.12

Histogram Creation

Following the calculation of polygon properties, the SAW 
proceeds to create cumulative radii distribution functions 
based on the determined radii of S-phase precipitate poly-
gons at different aging states (see Fig. 3). These histograms 
provide insights into how precipitate density changes as 
aging processes. In these plots, the bars represent the number 
of detected precipitates normalized by the total number of 
detected precipitates for each aging state. The data indicates 
that the precipitate density decreases as aging progresses.

Log‑Normal Distribution Fitting

After creating histograms, log-normal distributions are fitted 
to the data. These distributions are represented as lines on 
the histograms and show good agreement with the experi-
mental data. The fitting results include parameters such 
as the determined median radius ( r

m
 ), geometric standard 

deviation ( �geo ), standard error, and chi-square values. These 
results, along with the calculated average radius ( r

a
 ) (see 

Sect. “Determination of Average Particle Radius” for defini-
tion), are again exported in CSV format [28].

Create Documentation Metadata

Metadata for the results table [28] is generated analogously 
to the results of the PAW algorithm, as described in sect. 

“Create Documentation Metadata”. The CSV file is anno-
tated with CSVToCSVW [21], resulting in CSVW metadata 
[29] and transformation into RDF [30]. The creation of the 
mapping file [31] for the SAW knowledge graph (Fig. 6) is 
done with MapToMethod [23]. All data is then consolidated 
using RDFConverter [25] into the final RDF document [32].

In addition, the SAW reads and analyzes the original data 
from Rockenhäuser et al. [3, 4], reproducing the cumulative 
radius distribution functions with the log-normal distribu-
tions using the analysis procedure described above. The 
results are compared for exemplary datasets in Fig. 3, and a 
comparative analysis in Fig. 4 shows the average radius ( r

a
 ) 

as a function of aging time for each dataset. This allows for 
a comparison between the automatically generated precipita-
tion data and the results of the manual analysis.

This comprehensive analysis workflow provides a foun-
dation for the creation and application of ontologies, as 
described in the next section, to semantically represent and 
enhance the understanding of the entire process. Moreover, 
the SAW’s design ensures the reproducibility of the obtained 
precipitation data from the ROIs without the need for addi-
tional (proprietary) software or extra tools, making it highly 
accessible and self-contained within the script.

Ontology Creation and Application

The enhancement of (meta)data for precipitate analysis and 
the organization of data rely on two ontologies: the Precipi-
tate Analysis Workflow Ontology (PAWO) and the Statisti-
cal Analysis Workflow Ontology (SAWO).

The PAW is represented as a sequence of process steps, 
semantically modeled using the Platform MaterialDigital 
Core Ontology (PMDco) [33] process classes and object 
properties (Fig. 5). As a comprehensive mid-level ontol-
ogy for the materials science and engineering domain, 
the PMDco facilitates semantic representations of process 
chains, processes, and materials (meta)data. Relationships 
between individuals are defined by object properties. For 
instance, co:subordinateProcess signifies subordinate steps, 
and co:nextProcess denotes the next process step in the 
chain. A crucial metadata aspect of the PAW is the execu-
tion date, associated with co:characteristic. Input data and 
parameters for specific sub-processes, such as median filter 
disk radius, threshold method, kernel size, and threshold 
area size, are represented with co:input. These value-related 
entities, belonging to the superclass co:ValueObject in the 
PMDco, are essential for process and result reproducibility.

The formal representation of the SAW and its associ-
ated entities is also realized through the PMDco (Fig. 6). 
Different workflow steps are represented as instances of 
co:AnalysingProcess. A sub-process calculates polygon 
properties and generates three output value objects: Cen-
troid, polygon area, and equivalent radius, modeled using 

12  https://​github.​com/​BAMre​search/​DF-​TEM-​PAW/​tree/​main/​polyg​
ons.

https://github.com/BAMresearch/DF-TEM-PAW/tree/main/polygons
https://github.com/BAMresearch/DF-TEM-PAW/tree/main/polygons
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Fig. 3   Exemplary comparison of fitted radii distributions: manually 
obtained results by Rockenhäuser et  al. [3, 4] (left) and automati-
cally obtained results using PAW-SAW (right). While there is a close 
agreement in the detected number of precipitates, their sizes, and 
statistical values for both the T61 (top row) and the 190 ◦C—250 h 

(middle row) datasets when comparing the manual and automatic 
methods, significant discrepancies emerge in the 190 ◦C—5000  h 
(bottom row) dataset. These variances are primarily attributed to 
image artefacts in the automatic analysis, which lead to an increased 
detection of small features (see Fig. 7)
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the co:output object property. The equivalent radius also 
serves as input (co:input) for plotting the radius distribu-
tion histograms. In this sub-process step, three value objects 
x-max, x-min, and bin width-also act as input parameters. 
In the final workflow part, the log-normal fit is performed. 
Additional instances of the SAWO contain specific values 
and units, such as average radius and mean radius, to provide 
precise data for further statistical analysis.

These ontologies serve as semantic representations of the 
analysis workflows implemented in the scripts. They define 
the characteristics, measurements, and processes involved 
in the analysis, ensuring the transformation of unstructured 
result data into structured RDF triples. This enhancement 
improves the organization and accessibility of precipitate 
quantification results by presenting them in a machine-read-
able and semantic format. This, in turn, enables smoother 
integration, sharing, and correlation with other datasets. 
To retrieve data from the RDF graph, SPARQL querying 
language formulations are executed within the script, facili-
tating the extraction of pertinent information for analysis, 

Fig. 4   Average precipitate radius ( r
a
 ) as a function of aging time at a 

temperature of 190 ◦ C. The lines represent the relationship between 
the initial T61 condition and the aged specimens, while the error bars 
encompass both statistical and systematic errors associated with size 
measurements in the DF-TEM images

Fig. 5   Process chain modeling with the PMDco: this figure depicts 
the sequence of subordinate process steps within the PAW, high-
lighting relevant classes and properties (co:subordinateProcess and 
co:nextProcess) in green. Value objects and their subclasses, repre-

senting (meta)data, are depicted in apricot. Notably, essential meta-
data, including the execution date, is included. Additionally, inputs 
for sub-processes are modeled to guarantee the reproducibility of the 
process and resulting data
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including image features, polygon properties, and fitting 
results.

The incorporation of ontologies and semantic represen-
tations makes a substantial contribution to the systematic 
analysis of S-phase precipitates and facilitates the linking 
and comparison of results. In the forthcoming discussion 
section, we delve into the validation of our results and assess 
areas where further improvement is possible.

Discussion

Results Validation

Our integrated image analysis pipeline, which incorporates 
both the PAW (described in Sect. “Precipitate Analysis 
Workflow (PAW)”) and SAW (outlined in Sect. “ Statis-
tical Analysis Workflow”) digital workflows, effectively 

detects S-phase precipitates and accurately determines 
their radii. We have achieved a noteworthy level of agree-
ment when comparing the automatically generated results 
with those obtained manually by Rockenhäuser et  al., 
especially for datasets such as T61 and aging times of 250, 
1000, and 2500 h at 190 ◦ C. This underlines the consist-
ency and reliability of our automated analysis pipeline in 
these specific cases, affirming its capability for precise 
characterization.

However, challenges arise when analyzing datasets with 
extended aging times, specifically the 5000 and 25,000 h 
aging times at 190 ◦ C. These challenges primarily stem 
from image artifacts resulting from TEM specimen prepa-
ration (as illustrated in Fig. 7a) and the formation of pre-
cipitation clusters (as seen in Fig. 7b). These complexities 
introduce intricacies into the quantitative analysis, leading 
to discrepancies in average precipitate radii ( r

a
 ) specific 

instances. These challenges emphasize the limitations of 

Fig. 6   SAW process chain modeling with the PMDco: the figure 
illustrates the sequence of sub-processes in the SAW. Outputs from 
sub-processes, such as the equivalent radius, serve as inputs for the 

subsequent processes, facilitating the creation of histograms. This 
modeling approach ensures a seamless data flow and continuity 
throughout the workflow

Fig. 7   Image artifacts and precipitate clusters in aged specimens: a illustration of brighter halo-shaped image artifacts that impact image seg-
mentation, arising from specimen preparation. b Formation of precipitate clusters, observed after an extended aging duration
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automated analysis when confronted with intricate image 
artifacts and evolving precipitate behaviors.

Our image analysis process for the DF-TEM image data-
sets (outlined in Table 2 entails the detection of S-phase 
precipitates represented as polygons for each aging state. 
This process involves up to two specimens and multiple 
images. Subsequently, the SAW is used to determine the 
precipitate radii. The imaged precipitates are approxi-
mated as cylindrical rods with a radius (r), but determin-
ing the precise length (l) proves challenging due to low 
contrast. Consequently, our quantitative analysis focuses 
on the precipitate radius, presented as cumulative radii 
distributions normalized by the total number of detected 
precipitates in each aging time.

To analyze these radii distributions, we employ a log-
normal distribution as the fitting function, characterized by 
the particle radius (r), the median particle radius ( r

m
 ), and 

the geometric standard deviation ( �geo ). Detailed information 
about this methodology can be found in [34], Sect. “Deter-
mination of Average Particle Radius” and in studies by 
Rockenhäuser et al. [3, 4]. Figure 3 illustrates the compari-
son between the fitted radii distributions of the automatically 
obtained PAW-SAW results (right side) and the manually 
obtained results by Rockenhäuser et al. (left side).

While the comparison between the manually and auto-
matically generated results demonstrates strong agreement 
for the T61 (i.e. t = 0 h), 190 ◦C—250 h, 190 ◦C—1000 h, 
and 190 ◦C—2500 h datasets, it becomes more challenging 
for the 190 ◦C—5000 h and 190 ◦C—25,000 h datasets due 
to specific reasons. In the former case, the image data con-
tains numerous artifacts generated during the TEM specimen 
preparation, particularly during the electropolishing process 
(see Fig. 7a). In the latter case, the observed discrepancy is 
attributed to the formation of precipitate clusters after very 
long aging times (see Fig. 7b). Rockenhäuser et al. over-
came these artifacts through manual processing in the image 
analysis, which required additional effort.

Furthermore, we compared the values of r
a
 , derived from 

r
m

 and �geo using Eq. (2), with those determined by Rock-
enhäuser et al. in Fig. 4. The blue curve shows the data of 
Rockenhäuser et al. using the log-normal fit of the meas-
ured radius distributions, the orange curve represents the 
result of a least square fit, and the green curve represents the 
results of the automated evaluation. As mentioned earlier, 
the agreement is lower for the 5,000 h and 25,000 h aging 
times than for the other times due to the artifacts described 
above. However, the trend is accurately represented.

Room for Improvement

Our research into automatable DF-TEM image analysis 
for characterizing S-phase precipitation in aluminum alloy 
2618A has yielded promising results and valuable insights. 
The development and validation of our pipeline, consist-
ing of PAW and SAW, have demonstrated its reliability 
and reproducibility in obtaining accurate data from image 
signals. By comparing our results with manually obtained 
data, we have established its efficacy in delivering con-
sistent outcomes, further reinforcing its utility for precise 
characterization.

However, despite the significant progress achieved with 
our automated image analysis pipeline, certain challenges 
persist when processing challenging raw image data, as 
shown in Fig. 7. Overlapping precipitates, variations in their 
orientations within the aluminum matrix, or image artifacts 
generated during specimen preparation and TEM imaging 
present difficulties for automatic detection by the PAW. In 
contrast, Rockenhäuser et al. addressed these challenges 
through time-consuming manual interventions during image 
processing.

As demonstrated in Fig. 4, the reevaluation of the original 
dataset created by Rockenhäuser et al. resulted in differing 
characteristic radius evaluations. This discrepancy can be 
attributed to the use of different minimization algorithms 

Fig. 8   Comparison of thresholding techniques and morphological 
operations for precipitation detection: comparison between a adaptive 
and b Otsu thresholding methods. The automated threshold method 
(Otsu) consistently provides more reliable results, retaining a higher 
number of precipitates. Effects of c erosion and d dilation operations 
in precipitate detection. Erosion leads to the loss of precipitates due 

to the removal of boundary pixels (highlighted in orange squares), 
while dilation is preferred for retaining precipitates and enhancing 
their visibility. e The final output image after applying the selected 
thresholding and morphological operations (inserted scale bar in a is 
50 nm for reference)
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in the fitting routine. The reevaluation employed least-
square fitting using the Levenberg–Marquardt algorithm, 
while the authors of the Rockenhäuser publications used an 
undocumented algorithm. This highlights the importance 
of robust data documentation to reduce effort and enhance 
reproducibility.

In our future research endeavors, we will focus on lev-
eraging machine learning (ML) to enhance the analysis of 
S-phase precipitation detection in DF-TEM imaging. Our 
plan is to develop an ML model trained with a dataset of 
annotated DF-TEM images, incorporating details such as 
the size and shape of the precipitates. The ultimate goal is 
to enable the model to identify and measure precipitates in 
captured images, making the analysis process more efficient. 
Furthermore, the possibilities of employing deep learn-
ing techniques for precipitation detection analysis will be 
explored. Deep learning, a subset of ML, excels at finding 
patterns in data and often provides superior predictive per-
formance compared to traditional ML algorithms [35]. We 
believe that deep learning algorithms could reveal insights 
into precipitation detection analysis that may surpass what 
conventional ML algorithms can achieve. Therefore, we 
intend to investigate and apply these methods in this context.

To enhance the performance of the PAW, we have evalu-
ated various techniques, including adaptive thresholding and 
the Otsu method for precipitate detection. The Otsu method 
consistently provided more accurate and reliable results 
compared to adaptive thresholding (see Fig. 8a, b), leading 
us to adopt it for further analysis. We also examined the 
effects of erosion and dilation during morphological opera-
tions. While erosion may be useful in specific scenarios, 
we found that dilation offered greater advantages for our 
purposes. Dilation allowed us to capture more precipitates 
and improve their visibility without losing valuable informa-
tion (see Fig. 8c, d). The combination of the Otsu method 
for thresholding and dilation for morphological operations 
is shown in Fig. 8e. This output demonstrated significant 
improvements in precipitate detection and the highlighting 
of their features for further analysis.

Nevertheless, there is room for further improvement. 
Optimizing the PAW through the application of ML 
approaches to process image data with high accuracy and 
reliability [36] is a desirable objective. This could lead to 
more precise insights into changes in precipitate shape with 
increasing aging time, resulting in a better understanding of 
the actual form and morphology of precipitates. Currently, 
precipitates are approximated as circular, but ML techniques 
could capture their true shapes.

In addition to our technical achievements, we have suc-
cessfully addressed the critical issue of data reusability by 
implementing a comprehensive pipeline concept. Our pipe-
line seamlessly integrates Omero as an image repository, 
incorporating metadata and a semantic representation of 

PAW and SAW using well-defined ontologies. This approach 
has significantly improved data interoperability and acces-
sibility, aligning with FAIR (Findable, Accessible, Interop-
erable, Reuseable) principles and promoting open science 
practices. By contributing to the advancement of scientific 
research as a whole, we believe our work has a positive and 
lasting impact.

To further enhance the developed ontologies, we recog-
nize the importance of making the generated semantic data 
even more interoperable. One promising avenue for achiev-
ing this goal involves integrating the ongoing development 
of the Electron Microscopy Glossary.13 In this initiative, the 
scientific community collaboratively contributes relevant 
class definitions. By incorporating community-driven efforts 
and feedback, we aim to continually improve the effective-
ness and utility of our ontologies, fostering broader adoption 
and impact in the scientific community.

Our work demonstrates the potential for FAIR research 
data management and scalability through the incorporation 
of collaborative tools, automated digital workflows, and 
Semantic Web technologies. By transparently publishing 
the Jupyter Notebooks and ontologies, we have made our 
approach readily adoptable by the scientific community, 
encouraging reproducibility and fostering a more accessible 
scientific landscape.

In conclusion, this work offers valuable contributions to 
the materials science community, facilitating the extraction 
of specialized information from complex datasets and ena-
bling extensive analysis. We firmly believe that our work will 
positively impact the adoption of automated analysis tech-
niques and semantic representations, leading to enhanced 
scientific exploration and knowledge dissemination within 
the broader research community. The combination of techni-
cal advancements and the promotion of open and collabo-
rative practices will drive innovation and pave the way for 
more sophisticated materials research in the future.

Methods

Sample Material States

The coarsening processes of the S-phase in aluminum alloy 
2618A at high temperatures were investigated in a previous 
study by Rockenhäuser et al. [3]. In this study, samples were 
aged at 190 ◦ C for up to 25,000 h, and the microstructure 
was extensively characterized afterward. The T61 initial 
condition included a solution annealing at 530 ◦ C for 8 h 
followed by quenching in boiling water and aging at 195 
◦ C for 28 h.

13  https://​helmh​oltz-​metad​aten.​de/​de/​em-​gloss​ary-​initi​ative.

https://helmholtz-metadaten.de/de/em-glossary-initiative
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TEM Imaging

The images presented and analyzed in this work were pro-
duced using a JEM-2200FS TEM with a field-emission 
gun operating at 200 kV. The S-phase precipitates form 
as rods in three orthogonal directions ([001], [010], and 
[100]) within the Al-matrix. Consequently, TEM samples 
were oriented in the [001] direction for DF-TEM investi-
gations. Figure 1 in [3] shows a selected area diffraction 
pattern of the sample area with clearly visible reflections 
of the oriented Al-matrix (bright spots). The rod-shaped 
precipitates induce thin, weak lines (called streaks) in 
between the bright matrix reflections. An aperture, as 
indicated by the white circle in the figure, was employed 
to isolate these streaks, thereby imaging solely the pre-
cipitates, excluding the matrix. This aperture configuration 
ensures the capture of all three precipitate orientations, 
thus rendering them visible in the DF-TEM image. In these 
images, particularly on the far left side of Fig. 1 in this 
manuscript, spots exhibiting bright contrast correspond 
to precipitate rods oriented along the [001] direction, 
penetrating the image plane (upper DF-TEM image, T61). 
The lath-shaped contrasts observed in the bottom DF-
TEM image (190 ◦C—1000 h) result from rods oriented 
orthogonally to the incident electron beam, i.e., their rod 
axis lies parallel to the image plane. Notably, rods aligned 
along the [001] direction, with their axis orthogonal to the 
image plane, exhibit more pronounced contrast compared 
to those oriented orthogonally to the [001] beam direction. 
This distinction arises because the electron beam traverses 
the entire length of the former, while it only crosses the 
diameter of the latter, thereby generating less contrast.

The DF-TEM images were acquired manually. Ensuring 
reliable and correct imaging conditions depends on the skills 
and experience of the microscope operator. The contrast in 
DF-TEM images can depend on the bending of the sample 
and the sample thickness. This is also the case in the alloy 
studied but was not overly pronounced. To minimize this 
effect, the TEM foil was carefully aligned, and images were 
taken in areas of sufficiently high magnification to ensure 
uniform local thickness and orientation.

To quantitatively evaluate a minimum of 300 precipi-
tates per material state, we analyzed up to 23 images rep-
resenting different specimen positions (see Table 2).

Each dataset corresponds to a specific material state, 
and for each state, a sufficient number of S-phase pre-
cipitates were imaged using the DF-TEM technique. Since 
the rod-shaped S-phase forms in three perpendicular crys-
tallographic directions, an easy-to-analyze direction was 
(preferably) imaged (i.e., one rod axis perpendicular to 
the image plane). The S-phase then appears bright against 
a dark background. For simplicity, the precipitates were 
assumed to be cylindrical in the analysis and the radius 
associated with the area was determined. The DF-TEM 
images were available in the dm3 data format, which is a 
16-bit raster image format for electron microscopy images. 
It contains metadata about the TEM process itself, such 
as the CCD camera of the microscope, the exposure time, 
and a timestamp. For more detailed information on the 
materials, methods, and software-based image analysis, 
please refer to Rockenhäuser et al. [3, 4]. The correspond-
ing dataset was published on Zenodo [5].

Determination of Average Particle Radius

Particle sizes often follow a log-normal distribution [37], 
and they are described by the following equation [34]:

Here, n(r) represents the normalized number of precipi-
tates per radius size class, r is the particle radius, r

m
 is the 

median particle radius, and �geo is the geometric standard 
deviation. This equation effectively fits the measured radii 
distributions, where measured values are normalized to the 
total number of precipitates. In the context of a log-normal 
distribution, it is essential to note that the average radius r

a
 

is not the same as the mean radius. Instead, it is calculated 
using the following equation [38]:

These average radii ( r
a
 ) are subsequently plotted against 

aging time. The data can also be utilized to describe coarsen-
ing processes using suitable models [e.g., Eq. (3)]. Detailed 
evaluations and analyses of these processes were performed 
and discussed in previous publications [3, 4].
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Table 2   Overview of DF-TEM image datasets used in this study

ID Datasets Specimens Images

1 T61 2 12
2 190◦C_250h_state_DF_TEM 1 11
3 190◦C_1000h_state_DF_TEM 1 12
4 190◦C_2500h_state_DF_TEM 2 17
5 190◦C_5000h_state_DF_TEM 2 23
6 190◦C_8760h_state_DF_TEM 2 19
7 190◦C_25000h_state_DF_TEM 2 21
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Modeling Particle Coarsening

The coarsening, also referred to as Ostwald ripening, of the 
S-phase (i.e., its evolution over time) can be quantitatively 
described using various models. The first quantitative equa-
tion for spherical precipitation was introduced by Lifshitz 
and Slyozov [39] and Wagner [40]:

In this equation, r represents the mean radius at time t, r0 
is the mean radius at the start of coarsening ( t0 ), t is the 
coarsening time, t0 is the start time of coarsening, and k is 
a constant. It is important to note that certain assumptions 
underlie this model, and these are elaborated upon in previ-
ous publications [3, 4].

Jupyter Notebook Environment and Python 
Packages

The digital workflows for image analysis and data statistics 
are developed and created within the Jupyter Notebook envi-
ronment [6], utilizing various Python libraries.14 For image 
processing and manipulation, OpenCV15 was employed, 
which provides functions for all the tasks mentioned. The 
NumPy16 and Pandas17 data frames are utilized for per-
forming numerical operations. Additionally, functionalities 
offered by the scikit-image18 library are leveraged.

The Omero Python package19 is integrated for interac-
tion with the Omero server, enabling access and retrieval 
of image data. Additionally, shapely,20 Python package for 
computational geometry, used to handle the polygon data. 
Shapely supports the analysis of planar geometric objects, 
facilitating tasks such as finding polygon properties.

For the analysis of precipitates and the generation of 
distribution plots, the Python package (lmfit) for Non-
Linear Least-Squares Minimization and Curve Fitting21 is 
employed. Lmfit offers a convenient interface for addressing 
nonlinear optimization and curve fitting problems, allow-
ing for parameter definition, model construction, and the 

(3)r
3 − r

3
0
= k(t − t0)

execution of fitting processes. In this context, Lmfit is used 
for fitting log-normal distributions to the histogram data.

Visualizations, including bar charts and error bars, are 
created using the matplotlib22 plotting library. Additionally, 
the rdflib23 package is employed for RDF data handling and 
graph-based representations, which are essential for seman-
tic data integration.

Image Repository

The Open Microscopy Environment image repository24 is 
employed to store and organize DF-TEM images using its 
server application. Omero supports a wide variety of differ-
ent file formats and provides static Uniform Resource Loca-
tor (URL) for each image. Data from this secure, central 
repository can be accessed through the Flask REST API 
service.25 Omero’s functionality also enables the processing 
of created precipitation contours for quantitative analysis.

Ontology Creation and Application

Process graphs for the semantic representation of the PAW 
(Sect. “Precipitate Analysis Workflow (PAW)”) and the 
SAW (Sect. “Statistical Analysis Workflow (SAW)”) are cre-
ated using Ontopanel and its plugins [41]. The PROV Ontol-
ogy (PROV-O)26 and PMD Core Ontology (PMDco) [33]27 
serve as upper-level ontologies. Entities from the QUDT28 
and OME29 are also incorporated. These created ontologies 
are leveraged in Jupyter Notebook environments to perform 
local SPARQL30 queries for subsequent data processing.
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