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ABSTRACT

The amount of absorbed energy in the keyhole as well as its spatial and temporal distribution is essential to model the laser beam welding
process. The recoil pressure, which develops because of the evaporation process induced by the absorbed laser energy at the keyhole wall, is
a key determining factor for the macroscopic flow of the molten metal in the weld pool during high-power laser beam welding.
Consequently, a realistic implementation of the effect of laser radiation on the weld metal is crucial to obtain reliable and accurate simula-
tion results. In this paper, we discuss manyfold different improvements on the laser-material interaction, namely, the ray tracing method, in
the numerical simulation of the laser beam welding process. The first improvement relates to locating the exact reflection points in the ray
tracing method using a so-called cosine condition in the determination algorithm for the intersection of reflected rays and the keyhole
surface. A second correction refers to the numerical treatment of the Gaussian distribution of the laser beam, whose beam width is defined
by a decay of the laser intensity by a factor of 1/e2, thus ignoring around 14% of the total laser beam energy. In the third step, the changes
in the laser radiation distribution in the vertical direction were adapted by using different approximations for the converging and the diverg-
ing regions of the laser beam, thus mimicking the beam caustic. Finally, a virtual mesh refinement was adopted in the ray tracing routine.
The obtained numerical results were validated with experimental measurements.

Key words: laser beam welding, laser energy distribution, ray tracing, numerical modeling
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I. INTRODUCTION

This paper provides in-depth numerical simulations of the
keyhole mode technique in deep penetration laser beam welding of
high-thickness components. The geometrical characteristics of the
keyhole shape allow multiple reflections and corresponding
absorption events, leading to enhanced total optical absorption.1

Consequently, the net absorbed energy increases, enabling the
joining of high-thickness components. Modern laser systems can
deliver up to 100 kW of laser power, thus enabling single-pass laser
beam welding of samples with a thickness of up to 50 mm.2,3

Hence, industrial applications can be found in shipbuilding,

aerospace, oil, and gas industries as well as in the manufacturing of
thick-walled structures like pipelines and the production of vacuum
vessels.

In the literature, many primary experimental studies
attempted to improve the knowledge about the keyhole and the
molten pool dynamics and their correlation with welding defects,
e.g., porosity, spatter evolution, and hot cracking. Thereto, different
monitoring and detection systems, utilizing techniques, such as
acoustic measurements, high speed and infrared, as well as syn-
chrotron x-ray imaging, were employed. These studies have pro-
vided deep insights into the laser beam welding process, e.g.,
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concerning the reconstruction of the three-dimensional weld pool
surface,4 the real-time prediction of porosity defects,5 and the
observation of geometrical weld characteristics of the keyhole and
the melt pool as well as the absolute energy absorption amount
during the welding process.6–8 While these experimental methods
offer insights into the keyhole and molten pool dynamics, their
application is often limited by their high cost, equipment require-
ments, and relatively low image resolution. Consequently, obtaining
detailed information, such as transient flow patterns, velocity, and
temperature distributions, remains challenging, making the solely
experimental study of the laser beam welding process difficult.

In recent decades, computational technologies have advanced
significantly, making numerical modeling a valuable research tool
for estimating important process characteristics, such as thermal
cycles, molten pool shape, and molten metal flow characteristics.
Early numerical models focused solely on heat conduction, disre-
garding crucial physical aspects of the beam-matter interaction,
such as multiple reflections, evaporation, and free surface deforma-
tion. Nonetheless, these somewhat simpler heat conduction or even
analytical models can suffice, such as predicting the fusion zone,
temperature distributions, and thermal cycles.9 However, the study
of complex welding defects like pore formation and hot cracking
necessitates a detailed description of the underlying physics, partic-
ularly the beam-matter interaction and thermofluid dynamics.

Hence, advanced computational fluid dynamics (CFD)
numerical models that incorporate multiple reflections using a ray
tracing technique were developed. These models precisely predict
the energy distribution within the keyhole by calculating the loca-
tion and direction of each subray’s reflection. These models can be
categorized into two-phase and three-phase models. Three-phase
models account for solid, liquid, and gas phases,10 while two-phase
models consider only the solid and liquid phases11 sometimes
including vapor-induced effects empirically.12 An overview of avail-
able two-phase and three-phase models, along with a description of
the considered physical phenomena, can be found in Ref. 13.

A review of existing laser beam welding numerical models
reveals that a reliable model for studying keyhole and molten pool
dynamics must accurately describe the temporal and spatial energy
distribution on the keyhole wall, often achieved through ray tracing
algorithms. Thereby, two-phase models that consider vapor-
induced effects empirically strike a good balance between computa-
tional intensity and realistic results.

Hence, the main objective of the present study is to improve
the numerical ray tracing approach, thus obtaining a more realistic
prediction of the keyhole shape and molten pool dynamics for the
laser beam welding process by process modeling. Four improve-
ments were identified to improve the accuracy of the amount as
well as the spatial and temporal distribution of the absorbed laser
energy. These are as follows:

▪ Implementing a cosine condition in the search routine for the
calculation of realistic reflection points.14

▪ Deriving a radius correction for the numerical mapping of the
spatial Gaussian distribution of the initial laser beam.

▪ Mimicking the laser beam caustic by using different approxima-
tions for the converging and the diverging regions of the laser
beam.

▪ Adopting a virtual mesh refinement approach to improve the
general numerical accuracy of the ray tracing routine.15,16

The study primarily focuses on the accuracy of the chosen ray
tracing approach, which significantly impacts the energy distribu-
tion on the keyhole wall and, consequently, the keyhole and molten
pool dynamics. To achieve this, a three-dimensional transient mul-
tiphysics numerical model was developed and compared with
experimental measurements.

II. EXPERIMENTAL SETUP

Partial penetration welding experiments were done using
unalloyed steel sheets S355J2+N of 12mm thickness in the bead-on-
plate mode. The sheet dimensions were 175 × 100 × 12mm3 being
welded with a 16 kW disk laser Trumpf 16002 with a wavelength of
1030 nm. The focal diameter and the optical Rayleigh length were
500 μm and 6.9mm, respectively. The used welding parameters were
as follows: laser power of 10 kW, focus position of −3mm, and
welding speed of 2.5m/min with the laser torch being vertically
aligned to the workpiece. 25 l/min Ar shielding gas was provided at a
gas nozzle angle of 35°. Macro sections were cut from the middle
region of the weld. For validation purposes, the metallographic cross
sections have been prepared with a 2% nital etching.

III. NUMERICAL SETUP

A three-dimensional multiphysics thermofluid dynamics
model with free surface tracking by the volume of fluid technique
was developed. The simulations are based on previous work.17,18

Therefore, only major features of the model are repeated here.
More emphasis was put on the improvements in the model, i.e., the
implementation of the cosine condition to avoid wrong reflection
points of the laser beam, the radius correction of the laser, the
caustic mimicking by dividing the laser beam in converging and
diverging parts, and the virtual mesh refinement approach.

The following assumptions were made to allow for a process
simulation including strongly coupled, highly nonlinear interac-
tions between the laser radiation, the vapor phase, the molten
metal, and the solid material in reasonable computational times.
The molten metal and the gas phase are assumed to be Newtonian
and incompressible. The Reynolds number was assumed to be suf-
ficiently small to allow a laminar fluid flow calculation. The
Boussinesq approximation was used to model the impact of density
variations on the flow.19 The computational domain was 32 mm in
welding direction, 8 mm in width, and 14 mm in thickness direc-
tion (see Fig. 1). Hexahedral mesh cells with a minimum size of
0.2 mm were used leading to a total amount of approximately
370 000 control volumes.

The transport equations were solved with the commercial
finite volume method software ANSYS Fluent. The spatial discreti-
zation of the momentum and energy conservation equations was
realized by a second-order upwind scheme, and a first-order
implicit formulation was applied for the discretization of transient
terms. The pressure-velocity coupling was realized by the pressure-
implicit with splitting of operators scheme. The computation was
done on a high-performance computing cluster with 88 CPU cores
at the Bundesanstalt für Materialforschung und –prüfung. The
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average computing time was approximately 200 h for 0.6 s of real
welding time.

Above the steel domain of 12 mm thickness, an air layer of
2 mm was defined to allow for interface tracking of the steel-air
interface by the volume of fluid (VOF) method,20

@f

@t
þ ∇ � (~vf) ¼ 0, (1)

where t is the time, and the volume fraction of different phases
(steel/gas) is denoted as f.

The mass conservation and the Navier–Stokes equations
describing the liquid flow in the model can be written as

∇ �~v ¼ 0, (2)

ρ
@~v
@t

þ~v � ∇~v
� �

¼ �∇pþ μ∇2~v � μK~v þ ~Sm, (3)

with the liquid metal flow velocity~v, the density ρ, pressure p, and
the dynamic viscosity μ. K is the Carman–Kozeny equation coeffi-
cient for the enthalpy-porosity solidification model,21,22 and the
volumetric force terms were summarized in ~Sm including gravity,
buoyancy,19 recoil pressure,23 surface tension, and Marangoni
stress.24

The energy transport equation is as follows:

ρ
@h
@t

þ (~v � ∇)h
� �

¼ ∇ � (k∇T)þ Sq, (4)

with temperature T, thermal conductivity k, and enthalpy h.
Additional energy source and sink terms, e.g., from the laser heat
flux, convective heat losses, radiative losses, evaporation losses, and
recondensation, were summarized in Sq. A multiple reflection ray
tracing approach was utilized to calculate local laser absorption
along the keyhole wall obeying Fresnel’s laws. More details of the
numerical procedure, the material model used in this study, as well
as detailed model validation can be found in the authors’ previous
works.17,18

The first improvement in the ray tracing model refers to a
proper selection of the target reflection cell. In the standard ray
tracing algorithm, a geometrical criterion is employed with a
VOF-based free surface thereto instead of calculating the optically
exact reflection point. A cell is identified as a potential target reflec-
tion cell when the shortest distance between the cell center and the
reflected ray is smaller than a sphere surrounding that cell fulfilling
the geometric condition d � ffiffiffi

3
p

Δ/2 with cell size Δ11 (see Fig. 2).
This approach identifies correct target cells when the angle between
the incident ray and the outward surface normal is sufficiently
small, see ray II in Fig. 2. If this angle comes close to 90° (see ray I
in Fig. 2), the reflected ray can then be captured by the neighboring
cell erroneously. This typically occurs in situations with a vertical
laser beam and a steep keyhole wall. In consequence, the laser
energy is transferred from one neighboring cell to the other causing
an energy trapping in those areas of the keyhole. To avoid that, an

FIG. 1. Computational domain and boundary conditions.

FIG. 2. Identification of reflection cells using a geometrical and a cosine
condition.
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additional cosine criterion is applied for the potential reflection
cells judging the angle between their incident ray and their outward
normal vector. For optically wrong selected target cells (red circle
in Fig. 2), this angle α is less than 90°. For correctly identified cells,
this angle is always larger than 90° (blue circle in Fig. 2). This
approach was validated in Ref. 14.

The second correction refers to an enhanced numerical treat-
ment of the Gaussian distribution of the laser beam.
Conventionally, the laser beam in numerical process models using
the ray tracing technique is discretized in subrays with their relative
position being located within the beam diameter. However, the
beam diameter is defined by a decay of the laser intensity by a
factor of 1/e2 at the focal position. Integrating the laser intensity
over this so-defined laser beam area and normalizing this value
with the nominal laser power yields

P(r, z)
PL

¼ 1� exp � 2r2

r2f (z)

 !
, (5)

with radius r and beam radius rf. Hence, setting r = rf reveals that
approximately only 86% of the initial laser beam energy is located
there. Thus, around 14% of the initial laser energy is not available
for the calculation of the subsequent distribution of the absorbed
energy at the keyhole wall. For r = 1.5⋅rf, it shows that the ratio of
the discretized laser beam energy and the nominal laser energy is
around 99%. According to that, the numerical model was improved

by considering a circle with a 150% radius of the beam radius for
the discretization of the laser beam and the subsequent ray tracing
routine, thus considering almost the whole amount of initial laser
energy in the calculation.

Another improvement was realized by mimicking the beam
caustic of the laser beam. The standard algorithm for its implemen-
tation included different laser intensities as well as incident angles
for every subray. This approach allowed for a proper description of
the area above the focal plane but failed in the area below [see
Fig. 3(a)], as all the subrays are converging into a single point.25 In
a new approach, the laser beam was divided into a converging
upper part and a diverging lower part with corresponding different
incident angles of the subrays [see Fig. 3(b)], according to the
optical laws and respecting the beam diameter in the focal plane.
Thus, the beam caustic could be mimicked in the areas above and
below the focal plane. Note that depending on the focal position
and the depth of the specific weld and the Rayleigh length of the
laser beam, only the lower, both, or only the upper part of the laser
beam were needed for calculations [see Fig. 3(c)]. In cases, when
the distance of the focal position to the weld bottom is much larger
than the Rayleigh length, a further subdivision of the beam caustic
can be required to obtain physically sound results [see Fig. 3(d)].

Thermofluid flow simulations of laser beam welding require a
spatially precise calculation of laser beam absorption along the
keyhole. As explained for the cosine condition, a geometric search
criterion depending on the element size of the computational grid
was used in the ray tracing algorithm to find potential target reflec-
tion cells. To keep the numerical procedure manageable in their
computational costs, a minimum cell size of 0.2 mm in the order of
the laser spot radius was used.26 This choice may lead to inaccurate
locations of the identified reflection points. An approach to
improve the model accuracy to overcome this issue is a virtual
mesh refinement of the identified potential reflection cells. This
approach was described in detail in Refs. 15 and 16. The improve-
ment in accuracy was achieved by the fact that the reduced virtual
cell size can then be used in the criterion for the target reflection
cell. As the virtual cells are only used in the search algorithm of the
target reflection cells, the total computational effort of the fluid
flow calculations is kept constant and brings no further iterations
in the calculation of the governing equations. The principle of the
virtual mesh refinement approach is shown in Fig. 4. In Ref. 17, it
is shown that implementing a virtual mesh refinement procedure
improved the calculated penetration depth to the value within the
experimental scatter band, especially for higher welding speeds,
where the results by the standard mesh procedure lead to a devia-
tion of around 25%.

IV. RESULTS AND DISCUSSION

The principal validation of the developed numerical model
was already shown several times.17,18 In this work, the fusion
line of the full model with all the presented model improvements
applied is shown in Fig. 5. Here, the experimentally observed
penetration depth of around 11.2 mm can be reproduced very
well. The same holds for the weld width that is very close to the
experimental result at different depths. The experimental weld
shows almost no wine glass shape, which is a common issue to

FIG. 3. (a) Subray orientation without considering the beam caustic, (b) subray
orientation mimicking the beam caustic, (c) usage of different parts of the laser
beam caustic in a CFD model, and (d) subdivision of the beam caustic.
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be reproduced numerically with welding process models.12

Figure 6 shows the comparison of the weld pool size and fluid
flow in the longitudinal section for all different models investi-
gated. Here, the full model with all improvements applied was

chosen for comparison with the other models, with one
improvement omitted in each case [Figs. 6(b)–6(e)] and without
any improvements [Fig. 6(f )].

In Fig. 6(a), the shape of the weld pool is elongated at the
upper surface, which is often seen in laser beam welding10,27 as a
result of the Marangoni flow, enhanced flow in the opposite
welding direction due to the recoil pressure, and the accelerated
flow around the keyhole opening. In the bottom part, the weld pool
shape is somewhat bulgy as often seen in other research12,18 associ-
ated with a pronounced recirculation zone caused by recoil pressure
forces acting on the keyhole surface. Interestingly, the locations of
the bulge area and the experimentally observed hot cracking coin-
cide, most likely due to delayed local solidification and tensile
stresses from solidification shrinkage in the surrounding at the
same time.28,29 The model without mimicking the caustic geometry
shows comparable results [Fig. 6(b)] with only minor differences in
the upper part. This is expected in the region above the focal posi-
tion [see Figs. 3(a) and 3(b)], and one can anticipate a more signifi-
cant influence in the lower part of the weld pool for larger
penetration depths, where the error for the uncorrected model
becomes larger because of the unphysically higher laser energy
density, cf. the bottom part of Figs. 6(a) and 6(b). Figure 6(c)
shows the case without considering the cosine condition. As the
keyhole wall has a steep angle, it is most likely that neighboring
cells are erroneously identified as reflection target cells more often
(cf. Fig. 2). In consequence, the laser energy is absorbed in a
column of mesh cells at the keyhole front wall, thus drilling deeper
into the material that leads to a narrower and deeper keyhole and
weld pool. Note the shorter welding time shown compared to the
other cases, as the simulation was canceled when reaching full pen-
etration as the gas phase below the welding domain was not
accounted for. Omitting the correction of the laser waist radius
results in an obvious decrease in the absorbed laser energy.
Consequently, the final penetration capacity is lower accordingly by
about the same amount as the reduction in the absorbed energy,
otherwise keeping the characteristics of the fluid flow in the weld
pool. Not considering the virtual mesh refinement in the ray
tracing algorithm results in a significant drop in the penetration
depth of the weld pool [Fig. 6(e)], which is in line with previous
research.17 Figure 6(f) shows the case when none of the proposed
improvements is applied. Here, the penetration depth is smaller
compared to the case in Fig. 6(a). The bulge region in the weld
pool bottom is also much less pronounced as would be expected
from Fig. 6(a) and experimental work.12 Additionally, it seems that
omitting all improvements in the model destabilizes the keyhole tip
behavior as pore regions appear, see Fig. 6(f ). Interestingly, the
case without any improved elements still gives better penetration
than the case without the virtual refinement of the ray tracing algo-
rithm, cf. Figs. 6(e) and 6(f).

The averaged heat input for all simulation cases is shown in
Fig. 7. Obviously, both cases without correcting the laser waist
radius for the initial amount of the laser energy produce signifi-
cantly less heat input with a process efficiency of approximately
80%. The other cases show only slight differences in the amount of
absorbed laser energy with a total efficiency of around 90%–95%,
which is slightly more than measured calorimetrically for AISI 304
stainless steel at 10 kW laser power.30

FIG. 4. Influence of the mesh size on the accuracy improvement in the search
algorithm of the target reflection cell by the standard mesh size and the virtual
mesh refinement approach.

FIG. 5. Validation of the numerical model with experimental results.
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Figure 8 shows the calculated keyhole depth for different sim-
ulation cases. A stable penetration depth can be confirmed for
welding times above 100 ms, which is consistent with previous
research.17 The caustic correction has only a minor influence on
the keyhole depth, whereas the case without considering the virtual

refinement algorithm for the ray tracing shows a significant
decrease in the keyhole depth. Interestingly, the heat input for this
specific case and the numerically calculated melt volume is compa-
rable to the case with all model improvements (approx.
38–42 mm3). One can conclude that not considering the virtual

FIG. 6. Comparison of the weld pool size and fluid flow in the longitudinal section.
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refinement causes a redistribution of the absorbed laser energy,
which leads to bigger deviations from the experimental result and
more molten material in the upper part of the weld bead due to a
trapping effect of the laser rays there. This trapping effect was also
shown in Ref. 17 for a welding speed of 2.5 m/min. The case
without considering the cosine condition to exclude neighboring
mesh cells to be regarded as target reflection cells leads to full pene-
tration and accordingly the highest keyhole depth in Fig. 8. This
case overestimates the drilling capacity of the laser beam and leads
to a less developed weld pool flow in the upper region due to a lack
of molten material.

V. CONCLUSIONS

In this study, four different improvements in the numerical
modeling of the ray tracing algorithm during deep penetration
laser beam welding are presented. These improvements comprise
the search algorithm for target reflection cells by a cosine condi-
tion, the numerical treatment of the Gaussian distribution of the
laser beam, mimicking the beam caustic by numerically dividing
converging and diverging regions of the laser beam, and a virtual
mesh refinement routine. The following conclusions can be drawn
from the presented results:

▪ The developed three-dimensional transient multiphysics numeri-
cal model including all the improvements showed a very good
agreement with experimental validation studies regarding the
prediction of the final weld pool depth and the weld cross
section.

▪ The caustic modeling improvement had no major influence in
the weld top region but could have a potentially bigger influence
in the bottom part for thicker welds typically having a much
higher penetration depth compared to the Rayleigh length.

▪ The cosine condition was found to be essential for a correct pre-
diction of laser reflection points and, thus, a realistic geometry of
the melt pool.

▪ The radius correction did not change the weld pool geometry
characteristics but had a distinct influence on the penetration
depth.

▪ The virtual refinement algorithm in the ray tracing routine was
found to be essential for a correct determination of the laser
energy distribution along the keyhole and the final weld pool
geometry and penetration depth.

▪ The standard algorithm without any improvements underesti-
mated the penetration depth caused by trapping of the laser
energy in the top region.
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