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Abstract: For the precise determination of orientations in polycrystalline materials, electron
backscatter diffraction (EBSD) requires a consistent calibration of the diffraction geometry in the
scanning electron microscope (SEM). In the present paper, the variation of the projection center
for the Kikuchi diffraction patterns which are measured by EBSD is calibrated using a projective
transformation model for the SEM beam scan positions on the sample. Based on a full pattern
matching approach between simulated and experimental Kikuchi patterns, individual projection
center estimates are determined on a subgrid of the EBSD map, from which least-square fits to affine
and projective transformations can be obtained. Reference measurements on single-crystalline silicon
are used to quantify the orientation errors which result from different calibration models for the
variation of the projection center.

Keywords: scanning electron microscopy; electron backscatter diffraction; Kikuchi diffraction;
projection center; orientation precision

1. Introduction

In materials science, electron backscatter diffraction (EBSD) is a standard tool to obtain spatially
resolved crystallographic information from polycrystalline samples in the scanning electron microscope
(SEM) [1,2]. EBSD is based on the measurement of Kikuchi diffraction patterns in a gnomonic
projection [3] on a planar screen placed near the sample, with the position of the SEM beam on
the sample determining the center of the projection relative to the detector plane [4]. Because the
knowledge of the gnomonic projection center (PC) is necessary to carry out any angular measurements
on the detector screen, a key problem for various diffraction methods in the SEM is the determination
of the exact position of the electron beam meeting the sample surface, relative to the detector
plane [1,2,4-21]. In addition to EBSD, the technique of electron channeling orientation determination
(eCHORD) also requires an accurate knowledge of the incident beam geometry for precise orientation
determination when large sample areas are scanned [22,23]. The assumption of an incorrect projection
center can bias the local crystallographic parameters which are obtained by the analysis of EBSD
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patterns, and thus has a direct influence on the precision of orientation data from the sample, the lattice
parameters, the sensitivity to pseudosymmetry issues, and the quality of phase discrimination,
among other issues [20,21,24-28]. In this way, the projection center is of key importance for the
principle of the EBSD method, but its quantitative influence on errors of the final EBSD orientation
data often is not completely transparent.

In the current paper, we describe the challenges for an accurate treatment of the projection
center, using the example case of low-magnification EBSD maps spanning areas of several square
millimetres on a silicon sample. In maps of these dimensions, the characteristic systematic changes of
the projection center within a map become particularly clear. Using measurements on single crystalline
silicon, we analyze the orientation consistency which can be achieved by the use of various models
for the position of projection center within the SEM scan. These results on relatively large scale maps
can be relevant, for example, to applications of silicon in microelectromechanical systems [29,30],
but also in general for materials with large grain sizes, as observed, e.g., in geological materials [31,32].
Because of the high perfection of single crystalline silicon, the magnitude of the inherent orientation
variations in the material can be neglected compared to the orientation variations which are caused
by the precision and accuracy of the EBSD pattern analysis itself. We assume that the Si material can
be described by a fixed, single true orientation, which is unknown, but which can be consistently
estimated from the EBSD orientation data. The observed, apparent, misorientations relative to this
fixed orientation are considered as an error signal. In order to quantify the precision of the EBSD
orientation determination in dependence on the projection center model, we adapt analytical tools
which have been developed for the description of small inter- and intragranular misorientations [33-35].
We quantify the precision of the EBSD orientation data by the resulting misorientations to the mean
orientation in a map, as well as the pairwise misorientation angles as a function of the map point pair
distance. These values will indicate how consistently the experimental projection center in different
parts of the map is approximated by the calibration models. Moreover, the statistical parameters which
we use for a description of the observed misorientation distributions can serve as figures of merit for
the precision of specific EBSD setups [36].

2. Experimental and Theoretical Details

2.1. Relationships between SEM Imaging Parameters and Projection Center

In order to motivate the specification of a mathematical model for the systematic change of the
projection center on the sample, we recall the basic geometry of an EBSD experiment in Figure 1.
The task of the mathematical model will be to provide the 3D coordinates of the electron beam
positions on the sample relative to the detector screen, as a function of the current scan position within
the SEM scan (i.e., the column and row of a pixel in the resulting SEM image). In the following,
we will use the coordinate system conventions for EBSD as described in [4]. With respect to the
example Kikuchi diffraction pattern shown in Figure 1b with the relative projection center coordinates
of (PCX, PCY,PCZ) = (0.463,0.516,0.6), this convention means that the 3D geometric coordinates
relative to the lower left edge of the phosphor screen are Xp = PCX-w, Yp = (1 —PCY) - h,
and Zp = —PCZ - h, with the physical screen dimensions of the detector as w = 31,600 um and
h = 3w/4 for the full detector area (e’FlashHR, Bruker Nano GmbH, see also below). Thus, the electron
beam in Figure 1b is at Xp = 14,630.8 um to the right, Yp = 16,305.6 um up from the lower left corner
of the detection screen, and at Zp = —18,960.0 um in front of the screen (i.e., below the drawing plane).

For the measurement in the SEM, we assume that, in order to scan a grid of image points on a
sample, the SEM scan generator deflects the beam from its neutral position into the direction to the
current map point, and that the bundle of the deflected beams can be assumed to originate from a
common virtual pivot point [37], see Figure 1a. Lower magnifications in the SEM correspond to larger
deflection angles of the incident electron beam. Due to the non-parallel directions of the incident beam
at different map positions, a regular grid of map points for a horizontal sample will be distorted if the
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sample is tilted to a general position [12]. In this case, a square on the planar sample without tilt will
be transformed into a general quadrilateral on the tilted sample plane. The simplest distortion that can
be achieved by a systematic alignment procedure is a trapezoidal distortion, i.e., if the horizontal beam
scan is parallel to the tilt axis of the sample [12]. In the general situation, parallel lines of the scan on
the untilted sample will not stay parallel in the scan on the tilted sample; but straight lines between
scan points remain straight lines in the scan on the sample.

The geometrical calibration of the EBSD measurement is given if we have determined all
parameters to specify the physical beam scan positions in relation to the EBSD screen as shown
in Figure 1b with a resulting Kikuchi pattern. As we tried to illustrate by this figure, the projection
center is not a “point in the Kikuchi pattern”, often called “pattern center”, but the projection center is
the location of the beam on the sample surface, measured relative to the detection screen, independent
of whether there is a Kikuchi diffraction pattern on the screen or not. This is why we prefer the term
“projection center” instead of “pattern center”. The projection center is essential to calibrate the correct
measurement of angular distances on the phosphor screen, and these angular measurements can also
be applied, for example, to a general electron scattering intensity distribution on the screen irrespective
of any diffraction effects [38]. As can be seen in Figure 1a, the treatment of the exact variation of the
projection center with the scan position in the map will become more and more relevant as the absolute
dimensions of the mapped area become a measurable part of the physical dimensions of the screen,
i.e., its physical width w and height /. Because the dimensions of the commercial EBSD system detector
screens are typically in the order of 30 mm, EBSD maps with dimensions of a few mm extension can
clearly be expected to show a strong influence, as the diffraction pattern will then move by visually
notable distances in the order of 10% of the detection screen. At the other extreme, for very small scan
dimensions, a sufficiently accurate projection center position is required for measurements of local
lattice parameters, including strain because the accuracy of these values is inherently limited by the
assumed projection geometry. For example, in [13], it has been estimated that an uncertainty of 0.005
in the projection center results in uncertainty of about 1073 in the strain state, i.e., a variation of 0.1%
in lattice parameters.

As a consequence of the influence of the scan size relative to the screen size, various levels
of approximations can be made in dependence on the necessary precision of the projection center
coordinates. The simplest assumption involves a constant effective projection center for the complete
map, which means that we would then neglect an actual variation in the order of APC ~ %,
given by the EBSD map width Ax relative to the EBSD screen width w. With physical screen sizes
w of the order of 30 mm, and allowing a maximal variation of the projection center in the order of
APC = 0.001 to 0.005 in in the map, for example, we can estimate a maximum map dimension of
Ax = APC - w = (0.001 t00.005) - 30 mm = 30 to 150 um which would still meet the requirement of
the corresponding PC precision. A similar order of magnitude estimation results when we consider
that standard, low resolution EBSD patterns contain roughly 100 pixels on a 30 mm EBSD screen.
In this case, we obtain an effective pixel size of 300 um, which is limiting the magnitude of shifts of
pattern features which can actually be detected. For example, if we optimistically postulate a sensitivity
to a 1/10th pixel shift in the projection center, this would correspond to a 30 um shift of the beam.
These estimations show that, for high-magnification EBSD maps with dimensions of a few tens of
microns, the variation of the projection center in the map can be neglected in many applications. In the
limit of experiments aiming at absolute accuracy for local lattice parameters, however, the change
of projection center with map point position will always be relevant, independently of the spatial
map dimensions.

2.2. Projective Transformation Model

The geometrical situation shown in Figure 1a can be described by projective geometry, where the
changes of the scan grid for different tilts of the sample can be treated by a projective transformation
using homogeneous coordinates [39]. A projective transformation allows for the fact that parallel lines
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in the scan on the untilted sample will not stay parallel anymore on a tilted sample in the general
case. The special case of an affine transformation preserves the parallelism of lines, but still allows for
translations, scalings and shears, which can be a sufficient approximation in many cases.

l PCY(BX,BY)

‘ PIVOT POINT

I
)

X

|
/”,

PCZ(BX,BY) § ,(l‘ % SAMPLE
PCX(BX,BY) '

Figure 1. [llustration of the 3D geometry relevant to the EBSD projection center. (a) projection geometry
of the SEM beam scanning the sample as seen from an EBSD detector screen plane in a general
position. The scan pattern shows the combined effects of scan rotation and the sample tilt;
(b) correspondingly simulated Kikuchi pattern with (PCX,PCY,PCZ) = (0.463,0.516,0.6) as a
semi-transparent overlay on the screen plane. The projection center is at the position of the electron
beam on the sample, PCZ units of the screen height behind the pattern, measured normal to the screen
plane. The decreased visibility of the scan geometry in (b) is intended to remind the reader that the
scan geometry is usually hidden by the detection screen with the Kikuchi diffraction pattern.

Under these conditions, the relationship between the 2D beam scan indices [BX, BY] and the 3D
projection center values [PCX, PCY, PCZ] can be described by a projective transformation P

Py P Pi3
P Py Pn Py 1)
Py P P

Py Pp 1
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where the matrix P takes the homogeneous column vectors b = (BX, BY, 1)T to the homogeneous
vectors ¢(BX, BY) = (PCX, PCY, PCZ, 1)T via:
P-b=w=w-c=uw-(PCX,PCY,PCZ,1)T = (wy, wy, w3, ws)" )

As can be seen in Equation (2), the result w of the projective transformation P is not ¢ directly,
but ¢ scaled by a real factor w which depends on b. The final projection center values can be obtained
from w by dehomogenization, i.e., by dividing by the fourth component of w (for wy # 0):

PCX:wl/w4 PCY:wz/w4 PCZ:ZU3/"LU4 (3)

A special case results when setting Py; = P = 0, leading to an affine transformation A

An A Az
A | A An Ax @)
Az Az Az
0 0 1
which leaves the 4th component of the homogeneous projection center vector at w = 1:
A-b=c 5)

From observed pairs of beam scan grid indices and projection center vectors, a best-fit affine
transformation matrix A can be found by least-squares solution to a linear matrix equation:

BrAT = C; 6)

where Br and Cg are n x 3 (n > 3) matrices with rows i = 1,...,n of the experimental data points
bg) = (BX;, BY;,1) and cg) = (PCX;, PCY;,PCZ;,1), which are the beam scan grid indices and
observed projection center values, respectively. To solve the overdetermined matrix Equation (6) for
AT, we have used the leastsqr outine available in the numpy.linalg Python package [40].

The affine projection center fit has also been used in [20] using a similar pattern matching
approach as described here. For the more general projective transformation P, the determination
of the transformation matrix from to observed points is a well known problem in computer
vision [39]. Various methods for finding the best-fit projective transformation for point sets in
3D (i.e., 4D homogeneous coordinates) are discussed in [41]. For the current application, we have
implemented an iterative optimization routine to find a projective matrix P by starting from an affine
transformation and minimizing the root mean square deviation to the experimental projection center
vector components. We have found this approach to work well when Py; and Py, are very small
compared to all other elements and the effect of P remains close to an affine transformation.

2.3. Kikuchi Pattern Matching for Projection Center Calibration

In order to obtain the experimental estimations cg) = (PCX;, PCY;, PCZ;,1) of the PC coordinates
from the experimental Kikuchi patterns, individual values for the orientation and the projection
center cg) of a map point i where determined by a best-fit pattern matching approach as described
in [28,42]. The best fit parameters were determined at the maximum of the normalized cross correlation
coefficient (NCC) between the simulated pattern and the experimental pattern. In comparison to
other available measures used for Kikuchi pattern matching, the NCC is very robust to changes
in brightness and contrast in the analyzed Kikuchi patterns, among other useful properties of the
NCC [43-46]. The pattern matching procedure compares background-corrected Kikuchi patterns

which have been normalized to a mean of zero and unit standard deviation [47]. As starting values
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for the optimization procedure, we used the values of the local orientation and PC as given by the
EBSD system software (Bruker Esprit 1.94, Bruker Nano GmbH, Berlin, Germany). The starting
values which were optimized using the Nelder-Mead (NM) algorithm as implemented in the NLOPT
nonlinear optimization package [48]. In order to test the convergence, the NM optimization for each
map point was restarted several times with different initial values changed by random deviations,
i.e., orientations within one degree misorientation angle, and the PC values changed in a range of
£0.02. We found that a number of five restarts were sufficient in most cases. In the present study,
we used experimental Kikuchi patterns with a resolution of 400 x 300 pixels, which were resampled
to a resolution of 800 x 600 pixels to reduce possible discretization effects in the projection center
optimization process.

In a first step, the optimization procedure varied the orientation parameters and the projection
center coordinates on a 7 x 7 subset of points covering the complete map. Taking the NCC as a quality
measure, outliers to be discarded can be defined as data points with a NCC below a certain threshold.
The resulting values for the projection coordinates where then fitted to an affine and a projective
transformation as discussed above. A consistent calibration of the projection center for all points in the
map is finally given by the nine parameters of the affine projection matrix A of Equation (4) and the 11
parameters of the projective projection matrix P of Equation (1), respectively.

After the projection center calibration matrices A and P have been determined in the first step,
we subsequently optimized the orientation values for all points in the map, fixing the local projection
center coordinates at the scan points [BX, BY]| as given by the calibration matrices. Only the orientation
parameters (Euler angles) were varied in this final optimization step. On a single-crystalline sample
without any internal orientation changes in the material, an idealized analysis should result in the
actual orientation of the material, which would be identical for all data points in the map of the
single crystal. The limited precision and accuracy of the complete EBSD data analysis pipeline,
however, will result in systematic and random errors of the actual experimental orientation data,
even from a nearly perfect material. If we can expect that the orientations vary randomly around a
mean orientation, we can take this mean orientation as the reference orientation. While we cannot
conclude on a possible systematic deviation of this mean orientation data from the true orientation
of the material, we can analyze the precision of the projection center calibration by the spread in
the final, optimized orientations relative to the mean orientation. We can expect that an improved
precision of the projection geometry should lead to less spread of the orientation data around the
average orientation in the EBSD map of a single-crystalline material.

2.4. EBSD Measurements

The EBSD measurements have been performed using a field-emission gun scanning electron
microscope (FEG-SEM) LEO 1530VP (Zeiss, Oberkochen, Germany). Using the high-current mode and
a 120 pm aperture, the Shottky field emitter delivered a probe current of about 10, ..., 12 nA in high
vacuum mode.

For the EBSD-pattern acquisition an e~ Flash!'R (Bruker Nano GmbH, Berlin, Germany, nominal
CCD-chip resolution: 1600 x 1200 pixels) was used. The analyzed and stored raw patterns were 8-bit
gray-scale images with a size of 400 x 300 pixels. The dwell times per pattern were 15ms. We did not
apply any frame averaging. For the EBSD orientation data analysis, we applied the internal EBSD
system software (Esprit 1.94), as well as the MTEX toolbox [49].

The sample used in this study was obtained from a commercial Si(001) wafer as delivered,
without any further sample preparation. The sample was deliberately mounted in a slightly tilted
position relative to the surface of the sample holder, in order to include the effect of a general tilt
in the projection center calibration. The Si sample was imaged at low magnification (nominally
85x) with 100 x 75 map points at a nominal 40 um step size, leading to a total mapped area of
4mm x 3mm extension.
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3. Results

3.1. Projection Center Calibration

For the calibration of the projection center in the map, we carried out the pattern matching
procedure as described above for a subset of 7 x 7 grid points across the map. In Figure 2, we show the
results for the four corner points of the scan having a total of 100 columns and 75 rows. The beam scan
indices [BX, BY] correspond to the column BX and row BY in the scan. The overall level of agreement
between simulations and experiment can be seen by the Kikuchi patterns, marked “S” (simulation) and
“E” (experiment), respectively. The pattern similarity is quantified by the normalized cross correlation
coefficient r, which is mainly in the range 0.6 < r < 0.7 for the current sample. In the center of
Figure 2, we show the full r-map which resulted after the orientation refinement as will be discussed
below. Dark spots indicate positions of lower quality Kikuchi patterns due to contamination on the
sample surface. The best-fit projection center coordinates PCX, PZY, PCZ at the example points are
shown in color in Figure 2. In agreement with the geometry of the scan relative to the EBSD screen [4],
the Kikuchi patterns can be seen to move to the left with increasing BX, and upwards with increasing
BY. Because the vertical movement with increasing BY also moves the beam away from the screen on
the tilted sample, this also leads to an increasing PCZ, and the patterns in the lower row also appear
zoomed-in, as is visible by the slightly broader Kikuchi bands. The key topic of the present paper
is to quantify the existing effect of this observed movement of the Kikuchi patterns on the resulting
orientation data. While the imaged Kikuchi patterns change due to the movement of the electron
emission spot relative to the screen, the orientations at these positions on the silicon sample remain
essentially constant. The consistency of the resulting EBSD orientation data can be judged by how well
the constraint of an identical orientation is fulfilled on the mapped positions. Based on Figure 2, it can
be supposed that the measurable variations would be largest if the resulting orientations from the
corner regions of the map are compared relative to each other because then also the relative changes in
the Kikuchi patterns are largest.

The set of 7 x 7 calibration points resulted in pairs of the experimental data points
bg) = (BX;, BY;, 1) and cg) = (PCX;, PCY;,PCZ;,1) with i = 1,...,49. Using a threshold value
of ryin = 0.65, the experimental data points were fitted to the affine and projective transformations as
described above. The results are shown in Figure 3. In the lower right panels of (a) and (b), we show
the histograms of the absolute difference between the experimental and the fitted projection center
vectors, and the respective transformation matrices. For calculation of the error values shown in the
histograms in Figure 3, we scaled PCX to also correspond to the image height, in order to measure
all values relative to the same reference length. The resulting root mean square deviation (RMSD)
between experiment and simulation is 0.00120 for the fit of an affine transformation, and 0.00028 for
the fit to the projective transformation model, indicating an increase of the error by a factor larger than
4 for the affine model. Taking the absolute height of the EBSD detector area for the image as 23.7 mm,
the RMSD values would correspond to 28.4 um for the affine model and 6.6 um for the projective model,
which illustrates the size of the systematic error introduced by a limitation to an affine transformation.
The consistently better fit of the projective model can also be noticed in the panels which show 2D maps
of pairs of the three projection center coordinates. The missing nine grid points are ouliers as defined
as having an NCC less than the minimum value r,,;;, = 0.65. The projective transformation takes into
account that the scan grid lines on a tilted sample are not parallel anymore. In contrast, the affine
transformation model conserves parallelism and can only treat scalings and shears. The map of PCY
vs. PCZ should be a straight line if the sample would have rotated only around the x-axis, and from
the slope of the we can estimate the corresponding sample tilt relative to the detector. The estimation
using linear regression leads to a tilt angle of 818 = 23.12° of the sample plane normal in the detector
(y,z)-plane. Taking into account a possible small tilt of the EBSD detector, as well as of the sample
mount, the value of LR is compatible with the nominal 70° sample tilt, which is measured relative to
the microscope z-axis. In Figure 3, we see a very systematic deviation of the experimental data from
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the line in the relationship between PCY and PCZ. This is due to an additional small tilt of the sample
plane, which makes the sample plane normal to point slightly away from the (y,z)-plane, i.e., the

sample plane normal is not at a right angle relative to the x-axis of the detection screen.
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Figure 2. Projection center (PC) pattern matching results for the corner points of the map.

The experimental patterns are marked by “E” and the corresponding best-fit simulations are shown by

“S”. The best-fit PC values PCX, PZY, PCZ are shown in color, below the beam scan indices [BX, BY]

and the value of the normalized cross-correlation coefficient r. In agreement with the geometry of the

scan relative to the EBSD screen [4], the Kikuchi patterns can be seen to move to the left with increasing

BX, and upwards with increasing BY. Because the vertical movement with increasing BY also moves

the beam away from the screen on the tilted sample, increasing PCZ, the patterns in the lower row

also appear magnified, as can be seen by the slightly broader Kikuchi bands. The full map of r-values

resulting during the final orientation refinement shown in the center.
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Figure 3. Fit of transformation matrices to the individual experimental projection center (PC)
coordinates. The small black points are the experimental data points, and the larger gray filled
circles are the respective fit results according to (a) the affine transformation matrix A; and (b) the
projective transformation matrix P;; shown in the lower right panels. Experimental data points were
measured on a 7 x 7 subgrid and selected according to a minimum allowed cross-correlation coefficient
min = 0.65. This resulted in the 41 calibration points as shown in the figure.
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The resulting transformation matrices allow for describing the general orientation of the sample
plane relative to detector. This can be achieved by calculating the images of the points [0,0,1], [1,0,1],
and [0,1,1], which span the resulting scanning plane. We measure the orientation of the scanning
plane in the detector system [4], for a sample normal reference direction along the positive z-axis
(i.e., the detector screen normal pointing away from the sample). For the experimental data above, we
find that the normal vector of the scanning plane is rotated by ¢, = 23.24° from the (z, x)-plane (towards
positive y) and by an angle T, = —2.16° relative to the (y, z)-plane (towards negative x). Both the affine
and the projective transformation model give the same sample plane normal direction within the
precision stated above. This observation is consistent with the fact that both types of transformations
conserve the co-planarity of the scan points. The difference of the two transformation models is mainly
on the position of the map points within the sample plane, i.e., the projective transformation allows
parallel lines in the beam scan grid to become non-parallel within the sample plane.

3.2. Orientation Analysis

The effect of the different calibrations of the projection center in the map can be seen by an analysis
of the resulting orientation data. This allows us to quantify the influence of the observed movement of
the Kikuchi patterns on the orientation data from nearby map points (the local orientation precision),
as well as on the changes of orientations of map points as a function of their mutual separation (global
orientation precision).

3.2.1. Local Orientation Precision

The local variation in the orientation data can be quantified by misorientation values in the
neighborhood of each map point [50]. In Figure 4, we show the histograms of the Kernel Average
Misorientation angle (KAM) to the nearest neighbor in the orientation maps (calculated using the first
order KAM angles as implemented in MTEX 5.2.8 [51]). The initial values which were obtained using
the orientation from the EBSD system software are shown in Figure 4a, compared to the KAM values
obtained from the refined orientation map using the affine transformation model in Figure 4b and
the projective transformation model in Figure 4c. Qualitatively, we can see that the pattern matching
based values in (b) and (c) are almost two orders of magnitude lower than the result in (a), noting that
the angular scale goes up to 2 degrees in (a) compared to the maximum range of 0.02 in (b) and
(c). The distribution of the KAM angles in the histograms are summarized by the median and 95th
percentile values given in Table 1. While the projective transformation model results in marginally
lower KAM values than the affine transformation model, the most significant difference is seen
relative to the raw orientation data that was provided by of the EBSD system software. Comparable
improvements of the KAM values have been shown previously for measurements on Si samples and
map areas of about 1 mm? in [20]. We note that different types of EBSD systems using various data
analysis approaches can be expected to provide the raw orientation data with their different typical
precision [52-55].

Because the variation of the projection center position is small from one map point to its neighbor,
the local KAM values do not show a strong dependence of the spatial position in the map. The error of
the local projection center position will be approximately constant for neighboring data points and
thus the resulting orientations and the corresponding local KAM do not change very much locally.
We have observed that the only systematic features are at the contamination spots, and this is why the
KAM maps are not shown explicitly. The KAM histograms in Figure 4 convey the key information.
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Figure 4. Histograms of the Kernel Average Misorientation angle for the orientation maps resulting
from different analysis approaches. (a) raw data from EBSD system, (b) refined orientations using
affine PC calibration, (c) refined orientations using projective PC calibration. Note that the x-axis limit
in the top panel ( (a) is larger by a factor of 100 compared to the other two panels.
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Table 1. Characteristic values of the histograms ot the Kernel Average Misorientation Angle shown in
Figure 4.

Orientation Data KAM Median KAM 95th Percentile

Esprit 1.94 0.4100° 0.690°
Affine PC 0.0074° 0.011°
Projective PC 0.0058° 0.010°

3.2.2. Global Orientation Precision

The EBSD orientation data in the present study can effectively be considered to originate
from a single large grain of nearly perfect Si. This makes it possible to apply some well-known
characterization concepts for intragranular orientation variations in materials to describe the apparent,
spatially dependent orientation variations which are induced purely by an inaccurate assumption for
the projection center in the EBSD data analysis.

A useful measure to illustrate the variation of orientations in the map is the misorientation angle
relative to the mean orientation [34,35,49,56,57]. In Figure 5, we show the maps of the misorientation
angle relative to the mean orientation, which result from using the different calibration approaches for
the projection center. As we can see by a comparison of the angular scale in Figure 5a to the scales in (b)
and (c), the pattern matching orientation refinement in (b,c) reduces the overall, apparent, orientation
variation in the map by about an order of magnitude. The comparison of the affine model applied in (b)
to the results from the projective model in (c) shows that the projective model leads to a significantly
reduced spatial orientation deviation, with the largest difference remaining in the upper left corner
of the map. This improvement shows the signifance of the projective calibration in terms of the total
orientation consistency in the map. In comparison, the local KAM values are not influenced as critically
by the choice of an affine or projective model, as we have seen in Figure 4.

The maps in Figure 5 can be quantitatively described by an analysis of the components of the
rotation vector relative to the mean orientation. The corresponding rotation vectors @ are defined
to point into the direction of the rotation axis and have a length corresponding to the rotation angle
(see e.g., Equation (2.51) and Chapter 3 in [58]). The advantage of the rotation vector is that it linearizes
the space of rotations for small rotations, using the components ®,, ®,, ©; as coordinates, i.e., see the
discussion of the Lie group SO(3) in [58]. This makes it possible, for example, to analyze small random
rotations in terms of Gaussian distributions for O, ©y, ©; (note that this is not valid for a rotation
description by Euler angles). In the context of EBSD, the rotation vector and closely related quantities
have been used before to analyze plastic deformations relative to the mean orientation in individual
grains [34,56,59,60].

For the measurement of the Si sample, the histograms of the rotation vector components @, ®,, ©,
and of the resulting absolute value of the misorientation angle w = (@2 + ®§ + @®2)1/2 are shown in
Figure 6. On the left side, in panels (a,c,e), we show the histograms resulting for the orientations from
the EBSD system software. It can be seen that the histograms of the rotation vector components for
the raw data are very well described by Gaussian distributions with a mean of zero and a standard
deviation 0" = 5 mrad, which are shown as black lines. On the right side, in panels (b,d,f), the rotation
vector components are shown which result from orientation refinement using full pattern matching
with the projective calibration. These distributions have a spread which is about an order of magnitude
smaller than the raw EBSD data, as can be seen by the standard deviations near ¢7"% = 0.4 mrad
around a mean value near zero. The shape of the refined distributions deviates from a Gaussian shape
more than the EBSD raw data, and the spread is slightly different for the ®,, ®,, ©®; components.
We assign the detailed shape of these distributions to a remaining influence of discretization effects
on the pattern fit, which depend on the specific orientation of the Si sample, the resolution of the
measured patterns and the solid angle of the captured diffraction patterns [61], in addition to the limits
of the theoretical approach itself which neglects or approximates a range of experimentally observable
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pattern details. These details include the excess-deficiency effects [62] and higher-order Laue zone
rings [63], which require numerically more expensive simulations [64].
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4000 3500 3000 2500 2000 1500 1000 500

0

500

3000

(a) raw data from EBSD system software

Xg (1m)
4000 3500 3000 2500 2000 1500 1000 500

500

1000 0.1
B
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2
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2500
3000 J 0
(b) affine PC model
Xg (pum)
4000 3500 3000 2500 2000 1500 1000 500
- 0.15
500 -
1000 0.1
B
= 1500
2
>
2000 0.05
2500
3000 0

(c) projective PC model

Figure 5. Maps of the misorientation angle to the mean orientation. (a) raw data from EBSD system, (b)
refined orientations using affine PC calibration, (c) refined orientations using projective PC calibration.
Scale in degrees, note that the scale for the raw data in (a) is increased by a factor of 10.
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Figure 6. (a—f) Histograms of the rotation vector components of the misorientation relative to

the mean orientation, (a,b) Oy, (c,d) Oy, (ef) ©z; and (gh) the histograms of the misorientation

angles w. The black solid lines correspond to fits of Gaussian distributions (top three rows) and

Maxwell-Boltzmann distributions (lower row) with the standard deviations shown on top of each plot.

The left column shows the data for the raw EBSD maps, the right column shows the results from the

orientation data which was refined by the projective model. Note that the angular scale for the left

column is ten times larger than for the right column.
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In the bottom row of Figure 6, we show that the histograms of the misorientation angle w can
be fitted by a Maxwell-Boltzmann distribution, which is the theoretical distribution of the square
root of a sum of three random variables which are independently distributed according to Gaussian
distributions with mean value zero and the same standard deviation o:

2 w? w?
plw) = \/;‘713\/1 exp (‘MA) @)
The Maxwell-Boltzmann distribution is also useful as the limiting case of a general class of distributions
used for the statistical description of rotations [65]. If the rotation vector components cannot be
assumed to be normally distributed with approximately the same standard deviation and mean zero,
other distributions for the misorientation angle w = (@2 + @; + ©2)1/2 will result. For example, if the
misorientations are effectively two-dimensional, a Rayleigh distribution [34] is obtained.

Applying a least square fit to the Maxwell-Boltzmann distribution in Equation (7), we find

1@ = 5.1 mrad for the raw EBSD system orientation data, while the refined orientation data shows a

M
value of o},;” = 0.40 mrad. With respect to the differences which are seen between the orientation maps
of the affine model and the projective model in Figure 5, we find an increased value of O';I/If = 0.69 mrad
for the affine model using the same analysis. This corresponds to an increase in the spread of
orientations o by a factor of 1.7 between the projective and the affine calibration, and an increase of a
factor of 12.7 for the raw EBSD system data.

As can be seen in Equation (7), the Maxwell-Boltzmann distribution depends only on one
parameter, namely o, which, in our application, can be seen to approximately describe an effective
standard deviation of the components of the misorientation vectors relative to a true mean orientation.
Because of this straightforward statististical meaning, the value of o could be used as a key parameter
to describe the orientation precision of a specific EBSD setups. We can expect that oj; will depend
on the specific combination of SEM, the EBSD system hardware, and the data analysis software,
when carried out on easily available Si samples measured in given reference orientations [36].

In general, the spread of orientations described by o will also depend on the spatial distance
of the map points which have been used to calculate the distribution of the misorientation angles
w. It can be speculated that pairs of map points which are separated by large distances will also
tend to show larger misorientations. We have quantified this expectation by calculating the pairwise
misorientation angles for a given number of randomly selected pairs from the map, and counting the
number of pairs within specific intervals of distances and misorientation angles as two-dimensional
histograms. The resulting two-dimensional histograms for 10° pairs from the Si map are shown in
Figure 7. In these figures, the distributions of the misorientation angle in each given bin of map point
pair separation are normalized to the maximum of the counts for all angles in that bin. In this way,
the distance-dependend shift of the maximum and the changes in the width of the distribution is
emphasized. The spatial step size in the histogram is 40 um. For the raw EBSD data, it can be seen
that the dominating misorientation values are between 5 and 10 mrad for map point separations in
the order of 100 um, and this interval rises towards values between 10 and 15 mrad for a separation
near 3mm. As can be seen in panel (b), the orientation precision of nearby points can be improved
by pattern matching using an unrefined projection center as given by the EBSD system software,
but the misorientation at a large distance still tends to similar values as in the raw data. For the
affine PC model shown in (c), the misorientation angles stay below 5 mrad, and in (d) we can see
that the projective model has a still sharper distribution with angles predominantly below 1 mrad
deviation. Thus, the projective model for the projection center also leads to the least increase in relative
misorientation between spatially separated data points which nominally have the same orientation.
We note that this type of information about the spatially changing, systematic orientation errors is
usually not accessible in measurements from polycrystalline maps because the separated points then
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are very likely to be in different grains. In that situation, the locally changing systematic orientation
error is masked by the locally changing grain orientations.
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Figure 7. Distributions of the relative misorientation angle between pairs of map points, as a function
of the map point pair separation for different projection center models. (a) raw orientations as given by
the EBSD system software, (b) refined orientations by pattern matching using the PC calibration of the
EBSD system software, (c) refined orientations using the affine PC calibration, (d) refined orientations
using the projective PC calibration. The distributions are normalized to the maximum value of the
misorientation angle distribution at each distance (bin width 40 um).

4. Conclusions

We have demonstrated the use of a projective transformation model for the calibration of the
projection center in EBSD maps of large spatial dimensions, involving low magnifaction modes in the
scanning electron microscope.

Using measurements on single-crystalline Si samples, we have shown that, compared to an affine
transformation, the projective transformation model leads to a decreased spread of misorientation
angles relative to the mean orientation when the orientations are refined using a full pattern
matching approach.

For the combination of EBSD system and SEM which was used in the present study, this approach
leads to an improvement of the local orientation precision by of about two orders of magnitude (as seen
by the KAM maps), and to an improvement in global orientation precision by one order of magnitude
(as seen by the misorientation angles relative to the mean orientation).

Ultimately, the approach of fitting the projection center to simulated Kikuchi patterns is limited
by the ability of the simulation to take into account all relevant experimental effects. For example,
the excess-deficiency effects have not been included in the current simulation model [62]. As has been
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discussed above, the projection center is essentially related to the purely geometrical relationships
in the measurement setup. In order to analyze the absolute precision of the projection center,
alternative determinations of the projection geometry could use methods which are independent
of the observation of any Kikuchi patterns from the sample, such as shadow casting methods [6,15] or
single-crystalline detectors like those discussed in [19].

The problem of the dependence of the projection center on the position within the beam scan is
closely related to the observed spatial distortions of EBSD maps when mapping large sample areas
by assembling a number of smaller sub-maps into a larger mosaic. As we have shown, the projective
transformation model can provide an improved description of the scan geometry in larger EBSD maps,
which could help to reduce the number of maps which would need to be stitched together for a given
sample area. The projective transformation model is also relevant to SEM in-situ testing setups for
mechanical properties of materials, where deformations are measured on large sample areas [66,67].
A precise correction of the spatial distortions will also require the treatment of the electron lens
distortions which lead to a deviation from the purely projective distortion model. Methods to correct
for these additional influences are well known for optical systems in computer vision [39], and could
be implemented by transforming the initial scan incides [BX, BY| according to the radial and tangential
disortions caused by the electron optics [68]. The investigation of such additional corrections in the
future is also expected to further improve the orientation consistency in EBSD maps.
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