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  IX  

ABSTRACT 

Before the development of computational science, heat conduction problems were mainly 
solved by analytical techniques. Analytical solutions are exact solutions of differential 
equations; the investigated physical phenomena, for instance the temperature, are solved 
locally for one single point independently of the rest of the investigated structure resulting in 
extremely short computational times. These analytical solutions are however only valid for 
some simple geometries and boundary conditions making their applications for complex 
industrial geometries directly not possible. Numerical techniques, such as the Finite 
Element Method, enable overcoming this problem. However, the numerical simulation of the 
structural heat effect of welding for complex and large assemblies requires high 
computational effort and time. Therefore, the wide application of welding simulation in 
industry is not established, yet.  

The aim of this study is to combine the advantages of analytical and numerical simulation 
methods to accelerate the calibration of the thermal model of structure welding simulation. 
This is done firstly by calibrating automatically the simulation model with a fast analytical 
temperature field solution and secondly by solving the welding simulation problem 
numerically with the analytically calibrated input parameters. In order to achieve this goal, 
the analytical solution of the heat conduction problem for a point source moving in an 
infinite solid was extended and validated against reference models until a solution for a 
volumetric heat source moving on a thin small sheet with several arbitrary curved welding 
paths was found. The potential of this analytical solution by means of computational time 
was subsequently demonstrated on a semi-industrial geometry with large dimensions and 
several curved welds.  

The combined method was then transferred to an industrial assembly welded with four 
parallel welds. For this joint geometry, it was possible to apply the extended analytical 
solution. The calibration of the simulation model was done automatically against 
experimental data by combining the extended fast analytical solution with a global 
optimisation algorithm. For this calibration, more than 3000 direct simulations were required 
which run in less computational time than one corresponding single numerical simulation. 
The results of the numerical simulation executed with the analytically calibrated input 
parameters matched the experimental data within a scatter band of ± 10 %. The limit of the 
combined method is shown for an industrial assembly welded with eight overlap welds. For 
this joint geometry, a conventional numerical approach was applied, since no analytical 
solution was actually available. The final simulation results matched the experimental data 
within a scatter band of ± 10 %.  

The results of this work provide a comprehensive method to accelerate the calibration of the 
thermal model of the structure welding simulation of complex and large welded assemblies, 
even though within limitation. In the future, the implementation of this method in a welding 
simulation tool accessible to a typical industrial user still has to be done.   
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1 Introduction 

With the continuous improvement of the computing power in the last decades, the 
application of virtual methods gains importance in a wide range of industrial sectors. In 
engineering fields, the finite-element-method (FEM), the finite-difference-method (FDM), the 
finite-volume-method (FVM) or the boundary-element-method (BEM) are the four major 
numerical methods to simulate the behaviour of loaded complex structures under different 
boundary conditions like external loads. In 2002, the German Federal Ministry of Education 
and Research (“Bundesministerium für Bildung und Forschung BMBF” in German) already 
recognised that a virtualisation of the automotive process chain is of major importance to 
guarantee the continuous increase of the competitiveness of German automotive suppliers 
[1]. Today, some simulation tools are completely integrated in the Product Development 
Process (Produktentstehungsprozess, PEP, in German) in the production planning of 
various Original Equipment Manufacturers (OEM), e.g. for crash test, forming or casting 
simulation. For the simulation of joining processes and particularly for the welding 
simulation, the industrial demand (particularly in the automotive industry) is high. As 
recently observed by Babu [2], however, the industrial implementation of welding simulation 
is still not established yet. Two main aspects are mainly responsible for this statement. 
Firstly, the entire workflow to run a structure welding simulation for a complex and large 
welded assembly with a standard numerical method is time-consuming. Secondly, the lack 
of software solutions adapted to the industrial requirements for welding simulation by 
means of computational time and user-friendly software interface has also hindered its 
wider industrial application.  

These two aspects have been focused on in the following Ph.D. thesis to improve the 
application of welding simulation for complex welding assemblies in the automotive 
industry. In order to achieve a reduction of the entire welding simulation workflow, a 
combined method between fast analytical temperature field simulation methods and 
conventional numerical methods is investigated. Since the conventional well-known 
analytical temperature field solutions in the literature are not valid for complex industrial 
geometries but only for simple geometries like infinite thick plates for instance, several 
extensions of these analytical expressions are firstly proposed and validated against 
referred numerical results. The combined technique between the corresponding validated 
analytical temperature field solutions with a conventional numerical approach is then tested 
to simulate the welding induced temperature field of two real simple test cases called the 
simplified geometry “parallel weld” and “overlap weld”. Finally, the possibilities and limits of 
the proposed combined method are investigated by simulating two industrial large and 
complex welding assemblies, a wheelhouse made of steel and a crossbeam in aluminium, 
covering a wide range of possible industrial applications of welding simulation. 
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2 State of the Art 

2.1 Welding simulation 

A welding process is composed of several different non-linear physical phenomena, which 
have an influence on the final properties of the welded joint. Their consideration in one 
simulation model is unrealistic for two main reasons: Firstly, the mathematical description of 
all these acting phenomena with their respective coupling is extremely difficult. Secondly, 
the computational time of such a model would be unacceptable with the available 
computational resources. To decrease the model’s complexity, simplifications and 
assumptions are taken into consideration depending on the focus and the respective 
required accuracy of the investigated problem. Over the last 30 years, the research field in 
the area of welding simulation has converged to three main areas with different 
requirements to the implemented mathematical and physical models. Radaj [3] classified 
these three domains in: 

• Process simulation 
• Material simulation 
• Structure simulation  

A representation of these domains with their respective interactions is shown in Fig. 2.1:  

Process
simulation

• weld seam geometry
• local temperature field
• process efficiency
• process stability

Structure
simulation

• global temperature field

• distortions
• strength/stiffness

• residual stresses

Material
simulation

• microstructure
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• hot and cold cracking

• phase transformation

Interacting and
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Fig. 2.1: Subdomains for the simulation of welding processes with their corresponding coupling 
factors, following Radaj [3] 

The process simulation deals with the welding process itself. Radaj published a reference 
book about this topic [4]. In comparison to the structure simulation that describes the 
process effects on the surrounding structure, the goal of a process simulation is the 
description of the molten pool formation (and the fluid flow dynamics inside the weld pool) 
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as a function of the acting physical phenomena and the resulting local temperature field. 
Statements about the process stability and process efficiency are also focused on [5]. For 
laser beam welding for instance (this phenomenon occurs also in other welding processes), 
the Marangoni flow around the keyhole and other physical phenomena can be considered 
in the process models [6, 7]. For GMAW processes, the effects of various driving forces on 
heat and mass transfer have been published by Kim [8] and others [9-12]. There are only a 
few welding simulation software packages for process simulation. The software SimWeld® 
enables to simulate GMAW [13-15]. Electron and laser beam welding can be simulated with 
BeamSIM®. Both SimWeld® and BeamSim® are developped by ISF Welding and Joining 
Institute and are not commercially available. An application of SimWeld® in the ship 
building industry has been investigated by Rieger [16]. In this study, the process simulation 
results are transformed into an equivalent heat source for further thermomechanical 
simulations with the structure welding simulation software Sysweld®. A similar connection 
between a process and a structure simulation has also been investigated by Michailov in 
[17]. The SST (Schweißsimulationstool, in English, welding simulation tools) platform [18] 
also transfers the process simulation result from DC-LASIM [19, 20] into Ansys  for further 
thermomechanical simulations. For spot welding, the commercial process simulation 
software SORPAS is widely used for industrial applications. 

The material simulation deals with the microstructural evolution during and after the welding 
process in and around the weld seam on a micro- and macroscopic scale. The 
microstructural phase transformation, the hardness, the hot and cold cracking are the main 
topics of the material simulation. Many computational thermodynamic and kinetic models 
have been developed in the last decades to predict these phenomena. Babu summarised 
the actual state of research in this review paper [2]. The prediction of the thermal and 
mechanical material properties of alloys in dependence on their chemical composition also 
belongs to the material simulation. A few simulation tools for computational 
thermodynamics and kinetics are available. They are, however, still specialised for special 
study-cases and therefore not widely implemented in the industry [2]. For the solid phase 
transformation occurring with mild ferritic steels, the model of Leblond [21, 22] is actually 
the most widespread and is implemented in several FE-codes like Sysweld®. This model is 
based on the Johnson-Mehl-Avrami law [23], describing the microstructural  kinetics, and on 
the Koistinen-Marburger’s law [24], describing the martensitic transformation. This model 
can also be used to consider the softening effect in the HAZ of hardened aluminium alloys 
where precipitation particles come back into solution [25]. In Fig. 2.1, the phase 
transformation is classified under the material simulation. Many authors, however,  also 
considered this phenomenological microstructure model in their structure welding simulation 
[26, 27].  

The structure simulation deals with the heat effects of the welding process, which are the 
global temperature field and the resulting residual stresses and distortions of the welded 
assembly. This subdomain of welding simulation has been focused on in this Ph.D. thesis 
and is described in section 2.3.  
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2.2 Temperature field simulation  

The simulation of the temperature field induced by a welding process is approximated by a 
heat conduction problem in a homogeneous solid. Based on the Fourier’s law and on the 
first law of thermodynamics, the general nonlinear form of the partial differential equation to 
solve is:  

 (2.1) 

where is the temperature dependent specific heat capacity in ,  is 
the temperature dependent heat conductivity in ,  is the temperature 
dependent density in .  is the volumetric energy input per time in 

.  

According to Karkhin [28], the energy input can be composed as follows:  

 (2.2) 

where , and  are function of time and space. is the energy input per time and 
volume from the welding process,  describes the energy transport due to the weld pool 
convection and  the latent heat of fusion and solidification. 

The boundary conditions at the outer surface of the computational domain are defined 
as follows: 

 (2.3) 

where corresponds to the surface normal vector pointing in outwards direction.  
corresponds to the energy lost to the environment in  by convection and radiation 
and is defined as:  

with  (2.4) 

where is the ambient temperature in °C,  the heat transfer coefficient in 
, and  are the convective and the radiative term, respectively. 

 (2.5) 

is the convective heat transfer coefficient in ,  the emissivity coefficient  
(0< <1) and  the Stefan-Boltzmann constant in . 

The heat conduction problem (2.1) can be solved analytically and numerically. With 
analytical techniques, only the linearised expression of (2.1) can be solved for some simple 
geometries and boundary conditions as described in detail in section 2.2.2. The respective 
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solutions are nevertheless exact solutions of (2.1). Numerical techniques are contrarily 
approximate solutions and enable to solve (2.1) in a discrete manner as briefly described in 
the next section.  

2.2.1 Numerical approach 

The numerical techniques to solve the partial differential equation of heat conduction have 
not been focused on in this Ph.D. thesis. More information can be found in the following 
reference book about numerical analysis [29].  

For the calculation of the temperature field induced by a welding process, the partial 
differential equation (2.1) can be solved with numerical techniques almost without 
restrictions regarding the geometry complexity, non-linearities (like temperature dependent 
material properties), the description of the welding heat source and the boundary conditions 
of the problem. This flexibily of the numerical approach makes this method very competitive 
in comparison to analytical solutions as shown by Moore in [30]. In the end of the 1970’s, 
the first welding simulations with convective and radiative boundary conditions and with 
temperature dependent material properties were published [31-35]. In the same time, the 
restrictions of numerical techniques have also been recognised. In 1969, Pavelic already 
wrote that the high flexibility of numerical techniques is restrained by the resulting high 
computational demands [31]. Indeed, for an accurate temperature field simulation, the high 
gradient temperature occurring during the welding process around the weld seam must be 
well reproduced requiring a fine temporal and spatial discretisation of the simulation model 
in this area. Thus, a compromise must be made between the result’s accuracy and the 
computational time. More information about this topic is described in section 2.3.1.  

2.2.2 Analytical approach 

All the fundamental theory of the heat distribution in welding has been developed during the 
late 1930’s by Rosenthal [36-38] and later by Rykalin [39, 40]. In fact, they used the 
fundamental work of Carslaw and Jaeger about the heat conduction in solids [41] and 
applied it to the welding problem. The differential equation (2.1) could nevertheless not be 
solved in its complete form because of some restrictions of the analytical analysis. 
Therefore, the following assumptions and simplifications have been made in order to  reach 
a solvable problem [42]:  

• The material is solid at all times and at all temperatures, no phase 
transformations occur, and it is isotropic and homogeneous 

• The thermal conductivity, density and specific heat capacity are temperature 
independent 

• Adiabatic boundary conditions are assumed for all surfaces 
• The heat source moves on an infinite plate 
• The problem is in steady state. Transient state at the beginning and at the end 

of the welding process are neglected 
• The heat source is considered to be a zero volume point or line source 

These assumptions and simplifications enable to get the linear form of the general 
differential equation of the heat conduction:  
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 (2.6) 

With  in , in  and  in  the temperature 
independent specific heat capacity, density and heat conductivity respectively.  Another 
widespread formulation of (2.6) is:  

 with  (2.7) 

 is the thermal diffusivity in .  

The solution of (2.7) is formulated by the use of Green’s functions. A Green’s function is 
regarded as the system response due to an excitation that has the shape of a Dirac 
function and acting instantaneously. The Green’s function due to the action of an 
instantaneous point heat source of unity strength (equal to 1 Joule) is given by [40]:  

  (2.8) 

With is the position of the source at the time t. Based on the 
equations (2.8), the temperature distribution in an infinite body for any kind of heat source, 
e.g. point, line, surface or volumetric heat sources, can be calculated with an appropriate 
integral formulation [43]. 

  (2.9) 

In the mid 1950’s, Rykalin and Rosenthal gave analytical solutions for 1D, 2D and 3D heat 
flow in infinite, finite, and other simple geometries in quasi-stationary state and they related 
it to welding procedures [36-40]. For a 2D heat flow, the analytical solution for a moving line 
source in a thin plate in quasi-stationary state is given by the following expression. 

  with  (2.10) 

For the 3D heat flow in a semi-infinite solid, the instantaneous and moving point source is 
expressed as:  

 with  (2.11) 

For both (2.10) and (2.11), the source is expressed in a moving coordinate 
system and for the 2D and 3D problem, respectively.  in the 
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global coordinate system ,  is the welding speed in ,  and  
are the power of the line and the point source in ,  is the thickness of the plate in , 

 is the thermal diffusivity in  and is the modified Bessel function of second 
kind and order zero. 

These two analytical solutions have been widely implemented until today for diverse 
welding applications. Other formulations have been also developed; for instance, Rosenthal 
proposed two other solutions for the 2D thin plate in [36]. In the first one, the heat loss 
through convection at the upper and the bottom surface is taken into consideration and in 
the second one, the “linear source of variable strength”, the heat source power q can vary 
along the thickness. These formulations have been used and extended in the end 1990s to 
characterise the temperature field induced by a pulsed laser process [44, 45].  

The formulation for the point or the line source (2.10) and (2.11) are valid for an infinite solid 
and can only be used for thick plates. For a plate with finite thickness (thin plate), the 
reflection technique (also called the method of image) must be applied. Its principle is 
represented in Fig. 2.2: 

z
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Fig. 2.2:  Temperature field on a thin plate based on the analytical infinite point source solution with 
the reflexion technique, following Radaj [46] 

In an infinite body, the heat resulting from a moving source can expand freely in the 
direction of the thickness. In a finite body with thickness , if we made the assumption that 
no heat is lost through the surface  and , the heat flow through these 
surfaces is equal to zero. With the reflexion technique, fictive heat sources are added to the 
real one by means of a convergent series. These fictive sources are located at 

above and below the upper surface of the plate as shown in Fig. 2.2. Thus, the 3D 
temperature field for the moving point source in a plate with finite thickness is given by 
the series:  



2.2  Temperature field simulation 

  9 

 (2.12) 

With  

 
(2.13) 

This reflexion technique can also be expressed by a Fourier-series expansion, also 
proposed by Rosenthal [36]. According to Karkhin [28], for small dimensionless time values 
of the Fourier number , the series (2.12) converges faster than the Fourier-
series expansion. 

In the beginning of 1940s, Tanaka [47] proposed a general solution covering the moving 
point source in quasi-stationary state (a translation of this publication in English is available 
in [48]). This solution enables considering convective boundary conditions at the upper and 
the lower surface of the plate. Although this solution seems very interesting for welding 
problems of thin sheets, where the effect of convective and radiative boundary conditions 
cannot be neglected [49], it’s application is rare in the literature. 

In 1965 Christensen generalised the moving point source without reflexion (2.10) in a 
dimensionless form [50]. He used this formula to analyse single beads deposited on heavy 
pieces of mild steel and aluminium for GMAW and SAW processes. He then compared and 
discussed the simulation of the dimension and shape of the weld pool, the cooling time and 
the peak temperature with a high number of experimental data. In the same time, Myer 
summarised in [42] the existing analytical solutions in quasi-stationary state in 1D, 2D and 
3D for welding simulation. He also drew many dimensionless graphs to enable a wide 
application of the simulation results. In addition to Christensen [50], he proposed some 
analytical formulations to simulate spot welding only based on a heat conduction problem. 
The simplification that the mechanical deformation during spot welding has no influence on 
the temperature is quite rough and these formulations have therefore rarely been used. 

Since the development of computational techniques in the 1970s, the application of 
numerical integration techniques to solve non-linear differential equations is possible and 
enlarges the application of welding simulation. However, the high computational time of 
numerical techniques restrains the possibility of parameter studies. Analytical temperature 
field solutions have therefore been developed further in order to widen the application field 
of analytical solutions. 

In 1975, Malmuth included the change of phase across the molten boundary to an 
analytical approximation technique, called the perturbation technique [51]. The model was 
in quasi-stationary state. A comparison of the analytical weld pool shape on the surface of 
the plate with a referenced numerical simulation matches well. However, no information 
about the shape of the fusion zone in the thickness and about the cooling behaviour is 
given. In 1983, Nunes extended the moving point source with the reflexion technique (2.12) 
to include effects of phase changes and circulations in the weld pool [52]. To achieve this 
goal, he used a “multipole weld model” comprising a monopole heat point source for the 
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welding power and several heat and sink point sources in the weld to represent the 
circulation flux in the weld pool. No comparison with numerical techniques or with 
experimental data has been made.  

In the end of the 1980s, Steen combined the line source (2.10) with the reflected point 
moving source (2.12) in quasi-stationary state to simulate a laser beam welding process 
[45]. In order to match the typical fully penetrated fusion zone occurring by this process, he 
placed a moving point source at different positions in the thickness of the plate. This idea 
was extended by Akhter who replaces the simple line source of Steen by a line source 
whose strength varies with its position in the thickness [44]. As cited at the beginning of this 
section, this line source formulation was already published by Rosenthal [36] but without 
real applications. Akhter applied it to simulate a series of lap welds of galvanised steel 
plates. In the end of 1990s, Dowden extended this combination of point and line source 
techniques to a finite plate for transient state [53]. He developed this new analytical 
formulation to simulate pulsed laser welding, where the transient state cannot be neglected. 
However, he did not compare the simulation results to experimental data and no further 
publications with these analytical formulations are available. In 1999 Karkhin published a 
transient point and a line source model in order to simulate the HAZ during pulsed power 
welding [54]. In addition to Dowden, he proposed a method based on the Kirchhoff 
transformation in order to approximately take non-linearities in the model into consideration. 
With this method, Karkhin assumes that the thermal conductivity increases linearly with the 
temperature and that the thermal diffusivity is temperature independent. In 2004, Rogeon 
published  an analytical dimensionless line source solution for electron beam welding to 
characterise the critical sample width [55]. Finally, Pittner used the analytical point and the 
line source solution in quasi-stationary state in combination with a neural network to 
simulate the temperature distribution occurring by laser beam and GMA-Laser-Hybrid 
Welding [56]. The virtual fusion zone in cross-sections and the temperature cycle matched 
the experimental data very well. 

With new analytical solutions, Kasuya simulated a single pass submerged arc welding with 
three electrodes in tandem. This process is characterised by a high and large energy input. 
To achieve the simulation of this problem, he extended the moving point source solution of 
Tanaka further [47]. He took into consideration heat loss at the surface boundary through 
convection in a quasi-stationary state. This formulation was limited for a point heat source 
situated on the upper surface of the plate. Kasuka published the solution for a point situated 
at an arbitrary position in the thickness of the plate. As the differential equation for the 
analytical solution (2.7) is linear, he could superpose many point sources along the welding 
path on the surface and within the thickness of the plate to get the final temperature field. 
With this method, he could match the experimental data well. It can be noticed that the 
calibration of the temperature field with such a high number of heat sources was probably a 
time intensive task but the author did not mention this aspect. In these models, Kasuya also 
considered the preheating and cooling time of the temperature field by adding a transient 
analytical solution from Carslaw und Jaeger [41] for a constant preheating temperature [57, 
58].  

Some analytical applications for multipass welding have been published. Öberg simulated 
multipass welding on a pipe with the quasi-stationary line source model (2.10) [59]. He 
considered the pipe to be a plate and started several heat sources (corresponding to the 
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different passes) at the beginning of the plate with a time delay of  where is the 
radius of the pipe and the welding speed. Using the same principle of superposition, 
Suzuki simulated multipass welding with analytical methods [60]. For this study, he 
extended the 2D line source model in quasi-stationary state (2.10) for temperature 
dependent material properties. He also extended the 3D analytical moving point source 
(2.11) by taking heat loss at the surface boundary into account while employing constant 
material properties. These applications of analytical solutions are interesting; however, the 
simulation of multi-pass welding can only be done with a transient analytical approach as 
already mentioned by Rykalin [39]. Without a transient formulation, the cooling behaviour of 
previous welding passes cannot be considered. A special technique has to be implemented 
with the transient solution to simulate the cooling of the plate when the heat source is not 
active anymore. When the heat source stops, two virtual heat sources are activated; the 
first one is the virtual continuity of the real one (with the same start point) and the second 
one is a virtual sink, which progressively switch off the influence of other virtual heat source. 
This technique is represented in the following Fig. 2.3: 

Heat input

Heat input

Temperature

time

time

time

Real heat source Virtual heat source

Virtual sink source

Heating stage Cooling stage

 

Fig. 2.3: Technique to simulate the cooling behaviour with a transient analytical solution based on 
the addition of a virtual sink at the end of the welding path, according to Rykalin [39] 

This approach has been implemented by Cao in order to simulate the temperature field 
after multi-pass welding in a pipe and curved welds on complex structures [61]. For these 
examples, he proposed a new fast analytical closed form solution (which does not need any 
numerical integration techniques) of a transient point source moving in an infinite profile. In 
fact, this solution is not new and was already proposed by Rykalin in [39]. This analytical 
solution is described by the following expression:  

 (2.14) 
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 corresponds to the analytical temperature field solution in steady state for a 
moving point source in an infinite solid, see equation (2.11) and is the 
transient transform function which can be written as:  

with

and

 (2.15) 

Here, it is worth to notice that the part A of (2.15) was wrong in the paper from [61] (a sign 
error) and has been corrected here. A combination of the analytical expression (2.14) with 
the reflexion technique enables obtaining a transient analytical temperature field solution for 
a moving point source on a thin plate.  

The point and line source have been used to predict the size of the weld pool and other 
welding characteristics in plates of infinite and finite thickness in steady and in transient 
state. However, some authors have shown that for a plasma arc welding or a gas metal arc 
welding, a distributed heat source formulation would be more realistic than a point or a line 
source [62]. Therefore, in the 1980’s, Cline [63] and Eagar [64] proposed a moving source 
with a surface Gaussian shape that moves on an infinite plate in quasi-stationary state. To 
solve the respective integral (2.9), the implementation of numerical integration techniques 
was required. Eagar [64] put the formulation in dimensionless form and plotted diverse weld 
characteristics, e.g. weld width or depth, fusion zone area, in function of the same 
dimensionless operating parameter n (Christensen’s operating parameter) for different 
materials. He demonstrated that the Gaussian heat source formulation is more adapted to 
predict the weld pool shape than a point heat source formulation. Recently, Kwon simulated 
a double side arc weld [65] with analytical techniques. To achieve this task, he implemented 
two moving Gaussian heat sources in quasi stationary state (the same formulation as Eagar 
[64]) on the top and the bottom of the plate. In cross-section, the simulation results match 
the experimental ones quite well. However, no comparison of analytical and experimental 
temperature cycles is available.  

In the mid 1980’s, Goldak proposed a 3D distributed heat source model called the double 
ellipsoidal heat source [66, 67]. Its respective shape is represented in Fig. 2.4:  
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Fig. 2.4: Parameter shape of the double ellipsoid heat source, following Goldak [67] 

The Goldak volumetric heat source contains two ellipsoids in front of and behind the plane 
(O’,y’,z’) representing the power density of the heat source. Thus, an asymmetric amount of 
heat can be brought into the workpiece. These ellipsoids are mathematically described as 
follows: 

 (2.16) 

Where  are geometrical parameters of the ellipsoids; are the 
coordinates of an arbitrary point P in the moving coordinate system ; q represent 
the net energy input of the welding process in . The continuity of the two ellipsoids in the 
plane is ensured by the following criterion [67, 68]:  

 (2.17) 

Nguyen was the first to propose a transient analytical solution for a moving double 
ellipsoidal heat source in an infinite body [69]. He compared the resulting temperature 
distribution with the analytical moving point source from Rosenthal and the moving 
Gaussian source from Eagar. The resulting weld pool length and width fit the experimental 
data well; in the thickness however, the simulation does not match the experimental data 
well; this is due to the fact the analytical solution for an infinite solid is not appropriate for a 
plate with finite thickness. As the green’s function for a moving point source in finite 
thickness is not trivial, Nguyen proposed an approximate approach to calculate the 
transient temperature field in finite plate based on the green’s function in infinite body [68]. 
There still are no applications for this approximate solution. Recently, Fachinotti 
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demonstrated that the analytical solution of Nguyen is valid only for the case where  
and , see Fig. 2.4, which is equivalent to an elliptic shape [70]. He then proposed 
a new transient analytical solution for the moving Goldak heat source in an infinite body and 
compared his solution and the solution from Nguyen with an FEM simulation considered in 
this case as reference. His solution is presented in the following equations (2.18):  

 

(2.18) 

With  

 (2.19) 

 

Where is the thermal diffusivity in . Karkhin also proposed several 3D heat 
source models with different heat distribution in the thickness, e.g. linear, exponential or 
normal with their respective transient analytical solutions in finite plate [28]. More recently, 
Pittner expanded these solutions for a solution to a parabolic shape in the thickness [71, 
72]. This solution is particularly appropriate for the temperature distribution in full 
penetration laser beam welds.  

In 1998, Ranatowski proposed the cylindrical-involution-normal C-I-N heat source model 
with its respective analytical solution [73]. This solution is transient and enables to take heat 
loss by convection into consideration. Later on, he proposed other volumetric heat sources 
and also a solution for the double ellipsoidal heat source from Goldak [74]. In comparison to 
Nguyen and others, Ranatowski can consider temperature dependent material properties 
by non-linear analytic-numerically computed calculations [74, 75]. This technique has not 
been implemented by other authors and according to Karkhin, it results in a discontinuous 
temperature field which violates the law of conservation of energy [28].  

The development of transient analytical solutions of 3D heat source formulations for curved 
welding paths has recently been investigated. Thus, Winczek proposed a transient 
analytical solution for a Gaussian heat source with a linear heat repartition in the thickness 
direction for a curved weld in infinite body [76]. He did not compare his analytical results 
with any reference solution. Pittner implemented the Nguyen solution in combination with 
the reflexion technique and could simulate the temperature field of a double ellipsoidal heat 
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source on a small thin plate in transient state [77]. The comparison with referenced 
numerical results is excellent.  

2.3 Workflow of a structure welding simulation 

The structure simulation is focused on the simulation of the temperature field induced by the 
welding process and on the resulting distortions and residual stresses as highlighted by 
Radaj  in Fig. 2.1 [3]. The typical workflow of a structural welding simulation is represented 
in Fig. 2.5: 

Simulated
Temperature

field

Calibrated ?

Simulated
Distortion

Thermal
simulation

YESNO

Meshing
Material parameters
Simulation model
etc...

Mechanical
model

Clamping
Fixture

adjustment

Thermal
Model

Heat source
calibration

Preprocessing Postprocessing

Real
Temperature

field
measurement

Real
Distortion

measurement

Comparable ?
NO YES

Plots
Result presentations
Conclusions
etc...

Phase 1 Phase 2 Phase 3 Phase 4

Time

Mechanical
simulation

 

Fig. 2.5: Typical workflow of a structure welding simulation 

An accurate definition of the expectations in a simulation by means of result accuracy and 
computational time should be done before starting any simulation project. For a structural 
welding simulation, several simplifications and assumptions are made as presented in the 
next section 2.3.1. The structure simulation itself is divided in a thermal and a mechanical 
simulation. For the thermal structure simulation, only a heat conduction problem is 
considered. The heat input is commonly replaced by a phenomenological heat source 
model, which has to be calibrated against experimental data. The resulting calibrated 
temperature field is used as thermal load in the mechanical simulation of distortion. Some 
iteration loops within the mechanical simulation, where the boundary conditions and clamps 
are adjusted, are also necessary in order get an optimal final simulation result.  

2.3.1 Assumptions and simplifications 

In this section, the assumptions and simplifications taken to run a structure welding 
simulation are presented. For the sake of clarity, they have been classified into two classes. 
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The first class is focused on the definition and the setups of the simulation model and the 
second class on the material properties.  

First class of assumptions and simplifications:  
The complete dynamics of a welding process governed by several highly non-linear and 
mostly coupled complex physical phenomena is simplified by a heat conduction problem in 
a solid medium. With this definition, the fluid dynamics in the weld pool are neglected or can 
be only indirectly considered by increasing the heat conductivity of the elements which have 
a temperature above the melting point [78-80]. The later technique is nevertheless difficult 
to control for the calibration of the thermal model. 

In a structure welding simulation, the real welding heat source is replaced by a 
phenomenological formulation. Several expressions are commonly implemented in the 
literature as presented in section 2.2. If the 3D geometry of the fusion zone has been 
experimentally measured, the  can be directly prescribed in the simulation model 
at this boundary [81, 82]. With this technique, no phenomenological heat source formulation 
is required and the calibration step can be skipped. However, transient effects occurring at 
the beginning and at the end of the welding process cannot be taken into account. 
Furthermore, the later technique requires complex measurement techniques [83-85] and up 
to now the three dimensional measurement of the weld pool is not possible for complex 
geometries, seam shapes and welding processes.  

For the construction of the welding simulation model, different techniques can be 
implemented  depending on the accuracy levels and the maximum expected computational 
cost as discussed by Lindgren in [86]. The highest accuracy is reached with a model of 
100% 3D-solid elements. Usually linear elements are used in a structure welding 
simulation. According to Faure [87], a higher degree of the finite element shape function 
does not yield significantly better results. As the high gradient temperature around the weld 
pool requires a very fine spatial and temporal resolution, it is a common approach to model 
an adequately fine mesh around the weld seam and a coarse mesh in the rest of the 
welded assembly in order to decrease the size of the simulation model [46]. According to 
Goldak, approximately four quadratic elements (two with cubic element) must be placed 
under the heat source implemented to guarantee a correct heat input formulation; the 
distance of the moving source between two time steps should not exceed half a weld pool 
length to ensure a continuous temperature field [66]. The time-step between two simulation 
results should also be fine enough to map the narrow peak temperature in the vicinity of the 
weld pool. During the cooling time, Radaj advises selecting time steps so that the 
temperature difference between two steps does not exceed 50°C [46].  

For the structural thermomechanical simulation of distortions, a weak coupled analysis 
between the thermal and the mechanical simulation is used as represented in Fig. 2.6. 
According to Radaj [46], this simplified coupling can be done if the mechanical stress/strain 
field has no influence on the temperature field. In other words, the heat released by 
mechanical deformation is neglected. 
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Fig. 2.6:  Simplified structure welding simulation workflow – coupling between different simulation 
parts, following Radaj [46] 

Second class of assumptions and simplifications: 
Thermophysical material properties, e.g. the heat conductivity, the specific heat capacity 
and the density, are required for the thermal simulation and the thermomechanical material 
properties, e.g. Young’s modulus, yield stress, flow curves, thermal expansion and 
Poisson’s ratio, for the mechanical simulation. Since the material is heated up to its melting 
point and above during the welding process, the material properties of each material of the 
welded assembly should theoretically be given temperature dependent in the simulation 
model [46, 88]. Since the material properties for temperatures higher than the melting point 
are extremely expensive and difficult to obtain [89], they are often not considered in the 
simulation model by fixing them at the   ( the “cut-off-temperature”) [90, 91]. The 
best and the more reliable way to get temperature dependent material properties is by own 
measurements. If the necessary capacity by means of measurement devices and know-
how is not available, the material data can be found in the literature, in material databases 
or can be simulated with sophisticated thermodynamic data bank systems like JMatPro® for 
instance. If no material properties can be found for the investigated alloy but for a similar 
alloy, the data may be carried over. For the thermophysical material properties, this 
approach can be used within a material class, where the chemical composition of 
corresponding alloys is almost equivalent. For the simulation of the distortions and residual 
stresses, the mechanical material properties are highly dependent on the production 
process and may therefore differ within a material class [89, 92].   

As mentioned in section 2.1, many authors have implemented a phenomenological 
microstructure model in their structure simulation. According to Radaj, the consideration of 
phase transformations in a structure welding simulation model is recommended for the 
simulation of residual stresses [93]. For the mechanical simulation of the distortions only, 
Schwenk found that neglecting the phase transformation has less than 10 % influence on 
the final distortions [89].  
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2.3.2 Thermal simulation 

In comparison to a process welding simulation, the input parameters of the 
phenomenological heat source formulation used in a structural welding simulation are not 
related to real process parameters and must therefore be calibrated against experimental 
data [94]. The shape and size of the real fusion zone and temperature distributions around 
the weld seam (measured with thermocouples) are commonly used as criterion for the 
calibration [95]. As the input parameters of the phenomenological heat input model are 
unknown, several simulations with a systematic variation of parameters are needed until the 
simulated and the measured fusion zone geometry and temperature distributions match 
well [94, 96]. Exemplarily, if the heat source model used for the simulation has three 
unknown input parameters, which can have ten different values, then simulations would 
be needed to cover all the parameter space of the model. In other words, the calibration is 
very laborious, time consuming and highly dependent on the user expertise in welding 
simulation. The following three calibration techniques can be distinguished:  

• Manual calibration technique 
• Semi-automatic calibration technique 
• Automatic calibration technique 

In the manual calibration technique, the calibration of the temperature field is made 
manually. This technique is the most intuitive and is therefore the more popular. However, 
the influence of the variation of each single input parameter on the final simulation result is 
hard to control manually for a heat source with more than three input parameters. An expert 
user in welding simulation may find the optimal input parameter set of the heat source 
without scanning its entire parameter space. However, the typical industrial user may have 
less expertise in this field and the manual approach may be inappropriate to find the best 
heat source parameter configurations, especially if a single simulation takes more than 30 
minutes. 

With the semi-automatic and automatic calibration techniques, the model input parameters 
(parameters of the heat source model for instance) yielding the best agreement between 
the simulation results with the experimental validation data are automatically found by 
minimising an objective function.  

The semi-automatic technique is based on a local optimisation algorithm. The particularity 
of this technique is the obligation to give an appropriate initial set of the model’s 
parameters, which is often based on a priori knowledge [97, 98]. Moreover, only local 
minima can be found with this local technique, which is not optimal if the global parameter 
space has several minima. More information about semi-automatic optimisation algorithms 
can be found in [97, 98].  

The automatic technique is based on a global optimisation algorithm, which enables to find 
a global minimum within an objective function containing several local minima. Such 
algorithms are in general more complex to implement and slower in convergence than 
those to calculate local minima due to their stochastic search algorithm [99]. Simulated 
annealing, genetic algorithms or neural networks are the most commonly known global 
optimisation techniques. Applications in welding simulations have for instance been 
published by Kumar [100, 101]. 
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The potential of an optimisation tool (local or global) to automatically find the minimum of an 
objective function in a short calculation time is directly related to the calculation time of a 
single simulation; the use of fast analytical techniques can therefore become interesting. 
[56, 77, 94, 95, 102, 103]  show for instance that a combination of a neural network 
algorithm with a fast analytical model allows the automatic calibration of the thermal model 
within a short time-frame and with an acceptable accuracy for laser and for gas-metal-arc 
welding. These results have nevertheless been simulated for a straight welding path in 
steady state on a simple plate with a point or a line source. An expansion of the 
implemented analytical solution to a curved welding path on complex geometry in transient 
state with a distributed heat source would therefore be of high interest for industrial 
applications.  

2.3.3 Mechanical simulation 

The mechanical simulation of the distortions is the main goal of the structure welding 
simulation. The thermal strains resulting from the temperature field simulation are used as 
input in the mechanical simulation in an uncoupled manner. This means that the effect the 
mechanical behaviour on the temperature field, i.e. the heat released by mechanical 
deformation, is neglected [89, 90, 104]. With this simplification, the calibration of the heat 
source model can be done in the thermal simulation in order to decrease the overall 
computation time. 

Although there is a high number of publications about this topic, a general approach to deal 
with the mechanical simulation of a structure simulation has not been established yet [89]. 
The construction of a right simulation model may differ depending on the size, the form, the 
material of the welded assembly, the welding process and the boundary conditions of the 
system. Schenk finds for instance that a variation of the influence variables of a simulation 
model does not have the same effect on the distortions of a lap joint as of a T-joint [105].  

In a structure welding simulation, the clamping boundary conditions are mostly simplified by 
fixing the degree of freedom of the nodes at the contact surface between the welded 
assembly and the clamp. This technique is fast to implement and enables saving 
computational time in comparison to a complex clamp definition  [106, 107]. However, 
Roeren [108, 109] writes that this assumption is only true if the clamping devices are far 
away from the HAZ. Contrarily, for a clamping close to the HAZ, he shows that the 
mechanical influence of the clamps has a high importance for the prediction of the 
distortions and should be implemented in the simulation model as accurately as possible. 
Experimentally, Voss [110] observed that the final distortions become smaller the closer the 
clamps are located to the weld seam and the later they are released. Roeren [108] 
confirmed this experimental result by implementing the reaction forces caused by the 
clamping device in the simulation model. Schwenk  [111] and Josserand [112] highlight that 
a clamp close to the weld seam has an influence on the thermal field by modifying the 
cooling rate around the weld. However, they did not relate these results to the problem of 
distortion; there are no publications on this topic. Complex clamping has been numerically 
investigated by Schenk [113, 114] with the goal to optimise the final distortions. He showed 
that the distortions could be decreased up to 60 % with a transient clamping close to the 
weld seam and a cold release for a T-joint.   
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According to Radaj [90], the residual stresses due to previous fabrication processes may 
have a high repercussion on the final distortions and should be implemented in the 
simulation model. The consideration of the forming process in a structure welding 
simulation has been investigated by Papadakis and Zaeh [115, 116]. The main difficulty of 
this approach is the transfer of the residual stresses calculated with 2D model from the 
forming simulation in a 3D welding simulation model. Actually, this virtual process chain 
method between the forming simulation and the structure welding simulation is still not state 
of the art in the automobile industry.  

2.3.4 Experimental validation 

As previously mentioned, experimental data is required in a structure welding simulation to 
calibrate and validate the thermal and mechanical models. An accurate simulated 
temperature field is a prerequisite for further mechanical simulations. Since the 
phenomenological heat source formulation is not directly related to the real welding process 
parameters, its distribution parameters need to be calibrated. The heat source model is 
considered calibrated when the resulting simulated shape and size of the fusion zone 
during the welding process match the real one [56, 102]. Since a complete three-
dimensional measurement of the fusion zone is not possible, temperature cycles close to 
weld seam are also used to calibrate the thermal model. Furthermore, their transient 
behaviour enables also checking the boundary conditions of the system.  

Thermocouples are used to measure temperature cycles. Even if this technique is well-
known and well documented [117], a clear directive for a welding simulation application has 
not been established yet. Many different types of thermocouples with different diameters 
are available for diverse applications. For welding simulation, thermocouples types K with a 
diameter ranging from 0.1 mm to 1 mm are commonly used. They are robust, accurate for a 
temperature range from ambient temperature up to 1300°C. An alternative to 
thermocouples is a thermographic camera. The main advantage of the technique in 
comparison to thermocouples is its contact free application [118, 119]. Practically, the 
radiations occurring during the welding process falsify the temperature measurements and 
the use of special filter is therefore required. Even with an optimal application, the 
temperature cycle measurements with this technique are still not as accurate as with 
thermocouples today.   

The measurement of the fusion zone shape is commonly made in 2D via a metallographic 
cross-section perpendicular to the weld seam. The width and the length of the weld-pool 
can also be measured during the welding process at the top surface with a CCD or with a 
high-speed camera.  

For the validation of the mechanical simulation of distortions, displacement sensors can be 
used for a static and a transient measurement at single points. This solution is however 
inaccurate for large distortions; the start location of the investigated points can move out of 
the sensor position during the deformation process. For more accurate measurements, an 
optical 3D deformation analysis system enables getting transient and static results for a 
single point or a field. With this technique, the deformation of a fine pattern previously 
applied on the surface of the investigated part can be measured with a set of high-
resolution cameras.  
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2.4 Welding simulation of complex structures 

2.4.1 Industrial applications  

The advantage of virtual tools has already been recognised in many industry sectors. For 
instance, computational fluid dynamics and computational solid dynamics models have 
been used in the industry for more than three decades [2]. The potential to reduce the cost 
and time consuming trial and error experimental procedures required to minimise the 
negative heat effect of welding with virtual methods is high. The advantage of welding 
simulation tools can be briefly summarised as follow [120]:  

• Parameter sensitivity 
• Decreasing the global development cost with a  virtual pre-investigation  
• Better understanding and interpretation of the experimental behaviour  
• Extrapolation of the virtual results on other experimental test cases 

Many simulation tools have been created to simulate the heat effects of welding. An 
overview of the existing welding simulation tools has been published in [121] in 1999. Since 
then, new welding simulation software packages have become available but an actual 
overview is not available. Even with this high number of software solutions, the industrial 
application of welding simulation for complex structures is not widely established yet. The 
few example applications available in the literature are presented in the following.  

In the automotive industry, Rethmeier optimised the radial distortions during the laser 
welding of circumferential weld seams of three different automotive parts, a valve needle, a 
valve seat and a tube cup weld [122, 123]. The multi-purpose FE-software Ansys was used. 
The simulation results enabled optimising the global radial distortions from a laser welding 
process. A similar optimisation on circumferential weld seams has been made on a fuel 
injection unit by Shirai [124]. The optimal radial distortion was found for a twin laser beam 
with 90° separation in comparison with a single weld seam and a twin laser with 180° 
separation. Schwenk optimised also with Sysweld the radial distortions of a gearwheel 
welded with electron beam welding [125]. Saint-Germain showed the influence of 
viscoplasticity on a ferritic steel to simulate the residual distortions for a semi-industrial part 
[126, 127]. For the simulation, he combined the FE-code Abaqus with the software METAL7 
to take into consideration the material behaviour. Saint-Germain later applied this model to 
simulate the welding of a rear axle of the Renault Mégane [126]. Unfortunately, no 
comparisons with experimental data for the thermal simulation and for mechanical 
simulation are available. A good appreciation of the simulation results can therefore not be 
done. With Sysweld, Häuser simulated the residual distortions of a Motorcycle rim [128, 
129]. As in the previous example, no comparisons with experimental data have been made. 
Hackmair studied the influence of the welding sequences, welding direction, clamping 
conditions, and welding gap on the final distortions of a front axle carrier of a BMW series 7 
with Sysweld [106, 130]. Grün also analysed the residual distortions of a rear axle carrier 
with Sysweld. He investigated the influence of the energy input on the final distortions; no 
comparison with experimental data is available [131]. Veneziano calculated the residual 
distortion of a B-pillar from the AUDI A2 with Sysweld and characterised the influence of the 
heat input, the clamping condition and the welding sequences on the residual distortions. 
He also investigated the residual distortions of an engine cradle [79]. With the welding 
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simulation software “Schweißplaner”, the residual distortions on a B-pillar from a VW Golf 
A5 could be simulated in 1.4 hours. To achieve this short simulation time, all the welds are 
heated up in on time step and the corresponding inherent thermal strains around the weld 
seam are calculated with simple formulations and used as input data in an elastic FEM 
model to simulate the global distortions of the structure [132]. It needs to be noted that only 
qualitative statements can be done with this technique. This software “Schweißplaner” has 
been developed from company INPRO and is commercially available since 2009 from the 
French company ESI under the name “WeldPlanner”. 

In the literature of the aeronautic and shipbuilding industry, a few structure welding 
simulation examples can be found. In comparison to the previous automotive welded 
assemblies, their geometries are in general simpler but larger which makes their respective 
computational times an extremely critical point to take into consideration. Thus, the 
structure welding simulations of a large shipbuilding structure and a hat shaped structure 
have been carried out in [133-136]. The influences of different welding sequences and 
clamping boundary conditions have been focused on. In these publications, the simulation 
techniques were in the foreground and the simulation results are only briefly compared 
against experimental data. Rieger also simulated the welding distortions of a large panel for 
the shipbuilding industry [16]. For this simulation, he used the process simulation software 
SIMWELD [13, 15] to calculate the parameters of the phenomenological heat source model, 
and implemented them later as input data in a structure welding simulation model with 
Sysweld. With this technique, he could save some iteration loops for the calibration of the 
thermal model. Finally, Deng simulated a large ship structure with the inherent strain 
techniques [137]. He investigated the influence of the gap and misalignment defaults on the 
final distortions. For the aeronautic industry, Ploshikhin also implemented the inherent strain 
techniques in the CAE-Tool INSOFT. In [138], he showed the simulated distortions of a 
large panel with a calculation time lower than 30 min. The simulation results are 
nevertheless not compared to experimental data and only qualitative statements are 
possible. Finally, Darcourt ran a thermomechanical analysis of a laser beam welded Airbus 
A380 stiffened panel [139, 140]. As Rieger, she used a process model, DB-LASIM [19], to 
find the parameters of the phenomenological heat source model and then employed the 
finite element code MSC-Marc for the rest of the simulation. The simulation results are only 
briefly compared with experimental data.  

All the industrial applications of welding simulation described in this section have been run 
with different software and simulation methods by expert users at the university or in 
research institutions. For a typical industrial user without welding simulation expertise, the 
choice of the right simulation model is a difficult task. The implementation of a welding 
simulation software without enough expert knowledge in this field can lead to wrong 
expectations of the simulation results and finally the potential error of an improper 
application is very high [141]. Thus, to guarantee an industrial application of welding 
simulation, standards regarding the procedure, the analysis and the post-processing of a 
transient 3D structure welding simulation should be established. This has been done 
recently by the German Institute for Standardization DIN and a standard for transient 3D 
structure welding simulation is available since 2011 [142].  
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2.4.2 Techniques to decrease time to solution  

Despite a 3D welding simulation model with full complexity always guarantees the best 
quantitative and qualitative simulation results, the respective computational task can be 
high for large structures with long welds. Alternative techniques have been developed in 
order to decrease the global simulation time and are briefly presented in the following 
section.  

The adaptive meshing technique is often used to decrease the number of degrees of 
freedom of the simulation model [143-145]. The technique consists of refining the mesh 
around the moving heat source to map the high gradient temperature occurring in this area. 
More information about this technique is available in [146-148]. With this technique, 
Lindgren [143] could apparently reduced the computational time by 60% without losing any 
accuracy in comparison with a traditional 3D fine meshing. Here, it should be noticed that 
this statement could not be properly verified with representation of the simulation results in 
the paper. Duranton [145] applied also this technique for multi-pass welding. In the 
literature, this technique is divided in dynamic and adaptive meshing techniques. For the 
dynamic technique [110], the mesh is refined around the moving heat source and is 
coarsened again after the heat source. This technique enables saving even more 
computational time but Roeren saw this re-coarsening after the moving heat source as a 
source of error for the calculation of residual stresses [108].  

Another technique consists in modelling the structure only with 2D shell elements. This 
technique was already used in the 1980’s for large geometries [149, 150]. On the 
computational time side, Faure could reduce his simulation time by four in comparison to a 
3D analysis [87]. The implementation of this type of elements is nevertheless only adapted 
for 2D temperature field [151]. For a laser beam welding process on a thin plate for instance 
(characterised by a 2D temperature field), Papadakis [115] showed that he could reproduce 
the 3D welding simulation results of Schwenk [89] well with a simulation model containing 
2D shell elements. For a 3D temperature field test case, Faure showed that even with a 
shell element formulation enabling a “quadratic through the thickness” variation 
temperature, the resulting temperature field could not match with a reference 3D 
temperature field simulation. 

The hybrid meshing technique consists of a coupling of 3D solid elements with 2D shell 
elements. This technique is actually the most widespread for the simulation of thin 
structures. The weld seam and the HAZ are represented with 3D solid element and the rest 
of the structure is designed with 2D shell elements. Näsström and Gu [152, 153] already 
applied this technique for welding simulation in the beginning of the 1990’s. Faure  makes a 
combination of this technique with the adaptive mesh refinement technique [87, 154]. The 
connectivity of the 3D elements and the 2D elements has been improved by Duan in [155].  

Souloumiac et al. [133, 134] proposed the local-global technique, which is another variant 
of the hybrid meshing technique. The method consists of only simulating the HAZ (thermo-
elastic–plastic simulation) on a local 3D mesh with solid elements and then projecting the 
resulting plastic deformation as initial deformation on the 2D mesh with shell elements of 
the global structure. The distortions are then simulated with a simple elastic analysis. The 
definition of the dimension of the local model and the boundary conditions between the 
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local and the global model is a difficult aspect of this method and has been investigated by 
Duan [156, 157]. Hackmair [106] highlights that this method does not allow to consider the 
interaction between close weld seams and the reciprocal effect of the global structure on 
the local 3D mesh. The potential to decrease the welding simulation time with this technique 
is high. Its optimal implementation is nevertheless non trivial and still reserved for expert 
users in welding simulation. A wide implementation of this technique for industrial 
applications is therefore not possible yet [106].  

Michaleris et al. [158, 159] and Ueda [160] proposed the inherent strain technique to 
accelerate the welding simulation of large structures. With this method, the deformations in 
the HAZ due to the welding process are replaced by elastic equivalent forces calculated 
with the inherent strain in the HAZ. This approach enables substituting a conventional 
thermomechanical 3D FEM analysis and requires less computational resources. These 
inherent strains are mostly calculated on a local 2D welding simulation model; the resulting 
welding loads (calculated with the elastic equivalent forces) are implemented in a 
coarsened 3D structure model. Simplified analytical models have been published to 
calculate the inherent strains from Murakawa et al. [161-163]. Recently, Deng [164] 
compared this method to a traditional thermomechanical FE-analysis for the distortion 
simulation of thin sheets. The results of the simplified inherent technique match the 
referenced thermomechanical FE-simulation well. The computational time of 1 min is very 
fast in comparison to the 12 hours required for the traditional technique. With  this 
technique, he also investigated the influence of initial gap and misalignment before the 
welding process on welding distortions with the implementation of interface elements 
between the welded parts [137]. 

For all the simulation techniques presented in this section, the optimisation of the 
computational time only was in the foreground. It is nevertheless important to notice that the 
calibration of the thermal model, which is a prerequisite for an accurate welding induced 
distortion prediction, has not been taken into consideration. For large structure, however, 
the entire time to solution, e.g. calibration time, simulation time and postprocessing time, 
should be optimised to enable a possible implementation in an industrial environment.   
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3 Execution of experiments 

3.1 Required data for welding simulation 

In this section, the temperature dependent thermophysical and thermomechanical material 
properties of the investigated materials are presented. Furthermore, all the information 
required for the understanding of the experimental settings, i.e. welding processes, 
clamping conditions, measurement data, etc…, and later of the corresponding simulation 
models are also described.  

3.1.1 Material properties 

3.1.1.1 Steel DX 56 D+Z140 

The steel DX 56 D+Z140 with the material number 1.0322 is an unalloyed cold rolled deep-
drawing quality steel. The term Z140 corresponds to a -2140g m  hot-dip galvanised 
coating with a thickness of approximately 9.8 μm, according to the standard DIN EN 10327 
[165]. This steel has an excellent formability, is fairly resistant to aging and can be joined 
easily by spot welding or GMAW. Examples of application are in the automotive industry for 
complex body outer and inner panels, fenders, side panel frames. The maximum chemical 
composition in weight percent of this steel is given by the standard DIN EN 10327. In order 
to guarantee that the delivered material corresponds well with the corresponding standard, 
its chemical composition has been measured with spark emission spectrometry. Both 
standard and measured values are presented in Tab. 3.1: 

Tab. 3.1: Maximal chemical composition (in weight %) of the steel DX 56 D+Z, according to 
DIN EN 10327 

Material Chemical composition in weight % 

 C Si Mn P S Ti Fe 

DX 56 standard* 0.12 0.50 0.60 0.10 0.045 0.30 bal. 

DX 56 delivered <0.1 0.01 0.10 0.006 0.007 0.07 bal. 

*Maximal values        
 
The measured amount of each element of the delivered steel DX 56 D+Z is below the 
corresponding value given in Tab. 3.1. The requirement of the standard DIN EN 10327 is 
therefore fulfilled.  

The mechanical properties of the steel DX 56 D+Z are given in Tab. 3.2:  
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Tab. 3.2: Mechanical properties of the steel DX 56 D+Z, according to DIN EN 10327 

Material in MPa in MPa in % 

DX 56 standard 120-180 260-350 39 

 
The measurement of the temperature dependent thermo-physical material properties, 
specific heat capacity, heat conductivity and density, required for the temperature field 
simulation was not part of this Ph.D. thesis. In the literature, these values for the steel 
DX 56 D+Z are not available. For this study, they have been given by the steel producer 
ArcelorMittal Automotive Europe. The specific heat capacity and the heat conductivity have 
been calculated with the commercial software Thermocalc. The density has been measured 
at room temperature by pycnometry and its evolution in temperature has been derivated 
from the measurement of the thermal expansion using a dilatometer. All these temperature 
dependent thermo-physical material properties are available from 0 C up to 1500 C and 
plotted in Fig. 3.1:  

0 200 400 600 800 1000 1200 1400

Temperature in °C

250

500

750

1000

1250

1500

1750

6500

6750

7000

7250

7500

7750

8000

D
e
n

s
it

y
 i
n

 k
g

/m
3

S
p

e
c
if

ic
 h

e
a
t 

c
a
p

a
c
it

y
 i
n

 J
/k

g
K

H
e
a
t 

c
o

n
d

u
c
ti

v
it

y
 i
n

 W
/m

K

20

30

40

50

60

70

80
DX 56 D+Z - Heat

conductivity

DX 56 D+Z - Specific heat
capacity

DX 56 D+Z - Density

 

Fig. 3.1:  Calculated temperature dependant thermo-physical material properties of the steel 
DX 56 D+Z140, data given by ArcelorMittal Automotive Europe  

3.1.1.2 Steel HX 220 YD+Z140 

The steel HX 220 YD+Z140 with the material number 1.0923 is a low alloyed cold rolled 
high-strength IF steel. The particularity of this steel is that interstitial carbon and nitrogen 
are removed (the term IF stands for “interstitial free”) from its ferritic matrix giving it a 
particularly good weldability and an excellent aging behaviour. Due to its relative good 
elongation A80,min, see Tab. 3.4, this steel is also suitable for deep drawing operations. Its 
application field is similar to the steel DX 56 D+Z but it is used where a higher strength is 
required. The term Z140 corresponds to the same hot-dip galvanised coating as with the 
steel DX 56 D+Z described previously. The properties of this steel are defined in the 
standard DIN EN 10292 [166]. The validity of the delivered steel HX 220 YD has been done 
by comparing the maximal percentage by mass of its chemical composition given by the 
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standard DIN EN 10292 with the corresponding real values measured with spark emission 
spectrometry as shown in Tab. 3.3:  

Tab. 3.3: Maximal chemical composition (in weight %) of the steel HX 220 YD, according to 
DIN EN 10292 

Material Maximal chemical composition in weight % 

 C Si Mn P S Ti Al Nb Fe 

HX 220 standard* 0.01 0.2 0.90 0.080 0.025 0.12 0.10 0.09 bal. 

HX 220 delivered <0.01 0.01 0.40 0.061 0.008 0.02 0.04 0.02 bal. 

*Maximal values          

 

The quantity of each element of the steel HX 220 YD is below the corresponding maximum 
value of the standard DIN EN 10292 given in Tab. 3.3. Therefore, the investigated material 
corresponds with the standard.  

The mechanical properties of the steel HX 220 YD are shown in Tab. 3.4:  

Tab. 3.4: Mechanical properties of the steel HX 220 YD, according to DIN EN 10292  

Material  in MPa  in MPa  in % 

HX 220 standard 220-280 340-410 32 

 
As for the steel DX 56 D+Z, the temperature dependent material properties have been 
provided by the steel company ArcelorMittal Automotive Europe. The exact material 
properties from the steel HX 220 YD were not available. Instead, ArcelorMittal Automotive 
Europe supplied the value for two similar steels HX 180 and HX 260, also from room 
temperature up to 1500°C as plotted in Fig. 3.1:  
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Fig. 3.2:  Calculated temperature dependent thermo-physical material properties of the steels 
HX 180 YD and HX 260 YD, data given by ArcelorMittal Automotive Europe 
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3.1.1.3 Aluminium AW6106 – T6 

The crossbeam welded assembly, see section 3.1.3.2, is made from a precipitation 
hardening aluminium alloy of the series 6xxx, precisely noted AW6106 – T6. This material 
has good mechanical properties in comparison to a standard aluminium alloy resulting from 
a tempering treatment indicated with the term “T6”. During the fabrication process, ’’-Mg2Si 
particles are precipitated in the aluminium lattice and restrain dislocation movements. This 
results in an increase of the yield strength [167]. The requirements of this alloy and more 
generally of the aluminium of the series 6xxx in means of their extrusion characteristics and 
their mechanical properties can be found in the Volkswagen group standard TL 116 [168]. 
The chemical composition of all aluminium alloys of the series 6xxx can be found in the 
standard DIN EN 573-3 [169]. According to the standard DIN EN ISO 18273 [170], the 
AlSi12 filler material is well appropriate for the MIG welding process of this aluminium alloy. 
Here, the filler material from the company MIG WELD [171] has been used. The chemical 
composition of the aluminium AW 6106 and the filler material AlSi12 are presented in Tab. 
3.5:  

Tab. 3.5: Chemical composition (in weight %) of the aluminium alloy AW6106 and the filler material 
AlSi12, according to DIN EN 573-3 and MIG WELD material datasheet 

Material Chemical composition in weight % 

 Si Fe Cu Mn Mg Cr Zn Be Ti Al 

AW6106 0.3-0.6 <0.35 <0.25 0.005-0.2 0.4-0.8 <0.2 <0.1 - - bal. 

AlSi12 11-13 <0.6 <0.3 <0.15 <0.1 - <0.2 <0.0003 <0.15 bal. 

 

In the Volkswagen group standard TL 116 [168], extruded profiles are divided into crash 
and non-crash relevant parts. In addition to all the requirements that the non-crash relevant 
parts have to fulfil, the crash relevant part must also pass a compression test. Therefore, 
their chemical composition may differ a little from non-crash relevant parts. In the welded 
assembly investigated in this study, both crash relevant and non-crash relevant aluminium 
parts are present. Their respective chemical compositions and also those from the filler 
material AlSi12 have been measured with spark emission spectrometry and are given in 
Tab. 3.6: 

Tab. 3.6: Chemical composition (in weight %) of the aluminium AW6106 crash relevant and non-
crash relevant and of the filler material AlSi12, measured with spark emission spectrometry 

Material Measured chemical composition in weight % 

 Si Fe Cu Mn Mg Cr Zn Be Ti Al 

AW6106 – 
CR* 

0.56 0.16 0.13 0.11 0.41 - 0.01 - - bal. 
AW6106 – 

NCR** 0.56 0.24 - 0.05 0.48 - - - - bal. 

AlSi12 12.1 0.19 0.025 0.003 0.001 - 0.0015 - 0.0017 bal. 
* CR: Crash relevant part; ** NCR: Non-crash relevant part 
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The mechanical properties of the crash and the non-crash relevant aluminium alloys are 
identical according to the Volkswagen group standard TL 116 and are presented in Tab. 3.7 
with the mechanical properties of the filler material AlSi12:  

Tab. 3.7: Mechanical properties of the aluminium AW6106 and of the filler material AlSi12, according 
to DIN EN 573-3 and MIG WELD material datasheet 

Material  in MPa  in MPa  in % 

AW6106 200-245 220 11 

AlSi12 60 130 5 

 
For a precipitation hardening aluminium alloy, it is well-known that the welding process is 
responsible for a softening effect of the mechanical properties in the heat affected zone 
[25]. For this reason, the temperature dependent thermophysical material properties for the 
BM and for the HAZ have been used in the welding simulation model. Since the 
measurement of these data was not possible during this Ph.D. thesis, data from the 
literature have been enquired. A complete data set for welding simulation, e.g. the 
temperature dependent thermo-physical and thermomechanical data for the HAZ and the 
BM, could be found for a similar aluminium alloy AW6060 in [79, 172]. A comparison of the 
chemical composition of the aluminium AW6060 with the aluminium AW6106 is presented 
in Tab. 3.8:  

Tab. 3.8:  Comparison of the chemical composition of the investigated aluminium AW6106 with the 
aluminium AW6060 from [79] 

Materials Chemical composition in Mass -% 

 Si Fe Cu Mn Mg Cr Zn Al 

AW6106 – CR* 0.56 0.16 0.13 0.11 0.41 - 0.01 bal. 

AW6106 – 
NCR** 0.56 0.24 - 0.05 0.48 - - bal. 

AW6060 [79] 0.48 0.14 0.11 0.13 0.43 0.01 - bal. 
* CR: Crash relevant part; ** NCR: Non-crash relevant part 

 

The chemical compositions of AW6106 and AW6060 correspond well. Furthermore, 
according to [173], the heat conductivity of AW6106 at room temperature is 

 which suits AW6060 well. Therefore, the thermo-physical and 
thermomechanical material parameters of AW6060 have been used in this study.  

For the welding simulation of the crossbeam assembly, the BM and the HAZ material 
properties have been implemented as explained in section 3.3.6. The thermo-physical 
material parameters for both BM and HAZ are identical and are plotted in Fig. 3.3:  
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Fig. 3.3:  Temperature dependent thermo-physical material properties of the aluminium alloy 
AW6060 for the BM and the HAZ, according to [79] and [172] 

In addition to the wheelhouse welded assembly, a thermomechanical distortion analysis 
has been done for the crossbeam assembly. For this simulation, temperature dependent 
Young’s modulus, thermal expansion and flow curves are required. These data have not 
been measured and have been found in the same literature source in [79] and [172]. For 
both BM and HAZ, the temperature dependent Young’s modulus and thermal expansion 
are identical and are plotted in Fig. 3.4.  
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Fig. 3.4:  Temperature dependent Young’s modulus and thermal expansion of the aluminium alloy 
AW6060 in the BM and in the HAZ, according to [79] and [172] 

The flow curves for the aluminium alloy AW6106 from 20°C up to 600°C have been 
published in [172] for the BM and the HAZ and are plotted in Fig. 3.5. The temperature 
dependent yield stresses (for the BM and the HAZ) of the aluminium alloy AW6106 can be 
derived from the start value of each flow curves (corresponding to the yield stress ) 
as show in Fig. 3.5 illustrating therefore the drop of strength in the HAZ due to softening 
effect occurring during the welding process.   
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Fig. 3.5:  Flow curves of the aluminium alloy AW6060 from 100°C up to 600°C and temperature 
dependent yield stress for the BM and the HAZ, according to [172] 

3.1.2 Welding process parameters 

The sheets and the two automotive welded assemblies investigated in this study have been 
welded with a laser beam welding process for the steel parts and with a MIG welding 
process for the aluminium parts. Both welding processes and the respective welding 
parameters are described in the following chapter.   

3.1.2.1 Laser beam welding  

All the steel parts investigated in this study have been joined with a 4.4 kW diode pumped 
Nd:YAG laser type DY 044 from the company Rofin Sinar. 

A mixed shielding gas 82 % argon 18 % carbon dioxide has been used.  All welds have 
been carried out with the same welding parameters. The welding sequences have been run 
automatically with a 6 axis robot – ROTROL 32 TM – from the company Cloos 
Schweißtechnik. The 1 mm  thick sheets have been welded without filler metal.   

Since the evaporation point of the galvanised zinc layer with 907°C is lower than the 
liquidus temperature of steel, a small gap of approximately 0.2 mm between the welded 
sheets is required so that the zinc vapour during the welding process can escape. The 
welding parameters used are presented in Tab. 3.9:   



3  Execution of experiments  

32  BAM-Dissertationsreihe 

Tab. 3.9:  Welding parameters, shielding gas and process characteristics for the laser beam welding 
of the steel sheets and the wheelhouse  

Welding 
parameters Shielding gas Process characteristics 

Laser 
power 

vs* Type Flow 
rate 

Focal 
distance 

Focus 
position 

Focus 
diameter 

Gap 
(between 
sheets) 

in kW in cm/min  in l/min in mm in mm in mm in mm 

3.3 300 
82% Ar 

18% CO2 
15 200 

0  
(at top 

surface) 
0.6 0.1 – 0.2 

*vs is the welding speed 

3.1.2.2 Pulsed GMAW  

The crossbeam assembly has been welded with a pulsed GMAW (GMAW-P) MIG with the 
welding power supply PHOENIX 521 EXPERT from the company EWM. A 1.2 mm AlSi12 
filler material has been used. In order to run all the welding tasks automatically, the welding 
torch system has been implemented on a industrial 6 axis robot – ROMAT® 400 – from the 
company Cloos Schweißtechnik [174]. The thickness of the welded parts is approximately 
3 mm. All the welds have been carried out in an overlap-joint configuration with the same 
welding parameters summarised in Tab. 3.10:  

Tab. 3.10: Implemented welding, shielding gas and robot parameters for the pulsed GMAW of the 
welded assembly made of aluminium 

Welding parameter 

Uave Iave vs* vfiller* Ib Ip tb tp F 

in V in A 
in 

cm/min 

in  

m/min 
in A in A in s in s in Hz 

22 162 100 7 120 240 0.003 0.002 200 

*vs and vfiller are the welding speed and the filler material speed 

 
Shielding gas Robot Process characteristics 

Type Flow rate 
Amplitude of 

weaving motion  
Stick out 

Angle of 

attack 

Welding 

position 

Nozzle 

orientation 

 in l/min in mm in mm in degree  in degree 

Argon 5.0 25 4.5 13 25° PA Trailing 15° 

 

The welding parameter Uave and Iave correspond to the average voltage and current. These 
values are useful to calculate the total energy input of the welding process required for the 
simulation later on. In order to characterise a GMAW-P process, several pulse parameters 
such as pulse current (Ip), base current (Ib), pulse time (tp), base time (tb) and pulse 
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frequency (F) at different arc voltages (automatically controlled by the welding power 
source) are required. These parameters and the process characteristics of the  GMAW-P 
are illustrated in Fig. 3.6a.  
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Welding direction
Ip Ib
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time in s
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: Peak current
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: Base current

tp
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: Base time

a) Current wave form for GMAW-P b) Welding process characteristics

Nozzle orientation
(here trailing)

Angle of attack

stick out

 

Fig. 3.6: a) Current wave form for GMAW-P -  b) Representation of welding process characteristics 

3.1.3 Welded assemblies 

3.1.3.1 Wheelhouse and simplified geometries 

The automotive steel welded assembly investigated in this work is a wheelhouse and 
belongs to the Audi A6 C6 car body as presented in Fig. 3.7. The two welded parts are both 
ferritic deep-drawing sheet metal parts with a thickness of 1 mm as described in section 
3.1.1.1. The two parts are laser-beam welded with four parallel joints, from W1 up to W4 as 
represented in Fig. 3.7, with a total weld length of approximately 600 mm. The welding 
process takes approximately 20 seconds. No filler material is used. All the clamping units 
are simultaneously released after the welding process stops. 

Wheelhouse AUDI A6
Wheelhouse in

AUDI A6 C6 car body

DX 56 D+Z

H 220 YD

Four laser welds

W1

W2

W3

W4

80 cm 20 cm

 

Fig. 3.7:  Position of the wheelhouse in the AUDI A6 (type C6) car body - welding sequence from the 
weld W1 to the weld W4  

The laser beam welding process introduced in section 3.1.2.1 has been used to join this 
automotive welded assembly. The welding parameters have been described in Tab. 3.1, 
see page 32. For the experimental part of this study, the measurements could not be made 
on the Audi production line and a clamping fixture has been designed as shown in Fig. 3.8: 
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Fig. 3.8:  Reproduction of the real clamping fixture for the wheelhouse welded assembly 

In the vicinity of the parallel joints W1 to W4, where the curvature of the sheet metal is low, 
the geometry of the welds can be simplified with an overlap joint configuration as illustrated 
in Fig. 3.9a. Based on this observation, two simple geometries “overlap weld” and “parallel 
weld” have been investigated. Their respective dimension is shown in Fig. 3.9b und c. The 
welding of both simplified geometries has been carried out and all the experimental data 
required for the calibration of the thermal model, see section 3.1.4.1, have been measured. 
The same material as for the wheelhouse has been used. A gap of approximately 0.2 mm 
between the welded sheets has also been set to guarantee a good weld quality.  

Weld Start W1

150 mm

8
0

 m
m

Weld start Weld end

2x 1mm thickness

Sheet : DX 56above
Sheet below: H 220

150 mm

8
0

 m
m

Weld start Weld end

Sheet : DX 56above
Sheet below: H 220

2x 1mm thickness

4
5

 m
m

5
0

 m
m

c) Simple geometry “parallel-weld“b) Simple geometry “overlap-weld“

20 mm 20 mm 20 mm 20 mm

a) Local view of the joint-shape W1

W
2

20 cm

W
1

W
3

W1

W
4

Weld Start W1

Cross section

Original complex and large
welded assembly

 

Fig. 3.9: a) Cross-section of the joint shape W1 -  b) dimensions the simplified geometries “overlap-
weld” – c) dimensions the simplified geometries “parallel-weld” 
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3.1.3.2 Crossbeam 

The welded assembly investigated in this study, Fig. 3.10b), belongs to the rear part of an 
AUDI-Space-Frame (ASF®) of the Audi A8 D3. Its position in the car body is illustrated in 
Fig. 3.10a). It is composed of five aluminium extrusion profiles made of the AlMgSi alloy 
AW6106, see section 3.1.1.3. The four inserts are joined on the crossbeam with two MIG 
welds each, giving eight welds. The entire weld seam length is approximately 500 mm. The 
total welding time including robot movements is approximately 1.5 minutes. All the clamping 
units are simultaneously released after the last weld is finished. For more information about 
the welding process and welding parameters, see section 3.1.2.2. 

a) Crossmember in A8 )Audi-Space-Frame (ASF
®

b) Crossmember and inserts

Crossmember

Inserts

Crossmember
approximately 1600 mm

 

Fig. 3.10: Crossbeam and inserts, aluminium extrusions AlMgSi alloy, in the AUDI A8 (type D3) Audi-
Space-Frame (ASF®) 

The declaration of the four inserts, the welds and the welding direction are plotted in Fig. 
3.11. The four inserts are named from I1 to I4, the welds are named Wxr and Wxl for the 
right and the left weld of the insert x, respectively. The entire welding process was done 
automatically from W1r to W4l. The welding parameters used in this study are comparable 
to those in the production line and are presented in Tab. 3.10.  

Welding sequences

Wxr: weld seam right xth insert
Wxl: weld seam left xth insert
Ix:     xth insert

y
x

 

Fig. 3.11: Welds classification of the crossbeam welded assembly 

For the experimental part of this study, the measurements could not be made on the Audi 
production line and a clamping fixture has been designed, Fig. 3.12. CC1 and CC2 are the 
clamping units of the crossbeam; CI1 to CI4 are the clamping units of the inserts. In the real 
production line, each clamping unit is released at the end of the welding process. For this 
study, one clamping unit must stay active to get a fixed reference point on the crossbeam, 
which is required for the measurements of the transient distortion distributions. Here, the 
clamping CC1 has been fixed during all the welding process and the cooling time. 
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Fig. 3.12: Reproduction of the real clamping fixture for the crossbeam welded assembly  

3.1.4 Experimental data 

According to the standard DIN SPEC 32534-1 [142], the thermal model of a welding 
simulation must be partially or completely validated against temperature cycle 
measurements and against the real geometry of the fusion zone. This validation phase is a 
prerequisite for further mechanical simulation of distortion. In this section, the measurement 
settings used to validate the thermal and mechanical simulation models are presented.  For 
each measurement data used for the validation of the simulation model, several 
experiments have been carried out in order to get an experimental scatter band.  

3.1.4.1 Temperature measurements for the wheelhouse and simplified geometries 

Since the wheelhouse was not a distortion relevant welded assembly by Audi, no distortion 
measurement (and also no distortion simulation) has been carried out. This welded 
assembly has been selected to investigate the application of analytical temperature field 
solutions on complex and large geometries. Therefore, all the data required to validate the 
thermal model, according to the standard DIN SPEC 32534-1 [142],  have been measured.  

For the transient temperature cycle measurements, six thermo-couples, T1 up to T6, have 
been spot-welded approximately to the middle of the weld W1 (four thermocouples) and W3 
(two thermocouples) as represented in Fig. 3.13. For the simplified geometries “overlap-
joint” and “parallel-joint”, four thermocouples T1 up to T4 have been spot welded in the 
same configuration as for the weld W1 of the wheelhouse in the middle of the weld 
trajectory.  
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Fig. 3.13: Thermocouple positions on the wheelhouse 
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All the transient temperature cycle measurements have been carried out with the 
measurement system SPARTAN from the company IMC integrated measurement & control. 
Thermocouples of type K (Ni/CrNi) with a diameter of 0.13 mm have been used. A sampling 
rate of 200 Hz has been chosen in order to capture the high gradient temperatures around 
the welds. The position of the thermocouples has been determined from the centre line of 
the weld from a photograph of the weld.  

The weld pool shape in the thickness of the welded assembly has been determined with a 
metallographic cross-section perpendicular to the weld’s direction, according to [142]. In 
order to accentuate the visibility of the fusion line, a Nital etch has been used.  

For the measurement of the weld pool length, the high-speed camera Photron Fast-cam-X 
1024 PCI from the company VKT Video Kommunikation GmbH has been implemented with 
a sampling rate of 500 fps.  

3.1.4.2 Temperature and distortion measurements of the crossbeam 

In comparison to the wheelhouse, the crossbeam is much more rigid. In this case, the 
welding induced distortions cannot be compensated easily in further production steps and 
could handicap or even prevent further assembling operations. A virtual prediction of the 
welding induced distortion is therefore relevant and has been analysed in this work, see 
section 3.3.6. Thus, all the temperature data required to calibrate the thermal simulation 
model have been measured; static and transient distortion data have also been measured 
to validate the final simulation result. The experimental set-up for the transient temperature 
cycles and the distortion measurements is represented in Fig. 3.14:   
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Temperature field
measurement

I3 I2 I1

W1lW2r

T2-T4T6-T8

Thermocouples

T1T5

Measurement
pattern

Crossbeam

 

Fig. 3.14:  Crossbeam measurement set-up: eight temperature cycles with thermocouples plus a 
transient distortion distribution of a defined pattern with an optical 3D deformation analysis 
system 

The eight temperature cycles T1 to T8 have been measured with thermocouples type K 
(Ni/CrNi) with a diameter of 0.25 mm; T1 to T4 for the weld W1l and T5 to T8 for the weld 
W2r as shown in Fig. 3.14. As for the wheelhouse measurements, the same measurement 
system is used, here with a sampling rate of 50 fps. Due to the weaving motion of the 
welding torch, the centre line of the weld could not be determined clearly. In order to 
guarantee a correct positioning of the thermocouples in the simulation model, their real 
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positions have been measured not from the centre line of the weld but from the visible 
fusion line on the upper surface of the weld assembly.  

For the determination of the fusion zone geometry in the thickness of the crossbeam, 
several metallographic cross-sections have been taken in the middle of the weld W1r, W2l 
and W4l. The etch solution used to accentuate the visibility of the fusion line was the 
Dix-Keller reagent (a mixture of nitric acid, hydrochloric acid and hydrofluoric acid). The 
weld-pool length has also been measured with the high-speed camera introduced 
previously in section 3.1.4.1 on the weld W1r. 

For the transient distortion measurement, the optical 3D deformation analysis system, 
Aramis, from the company GOM GmbH has been used. A stochastic pattern must be 
applied onto the specimen's measurement surface, which is located between the insert I3, 
and I4 as shown in Fig. 3.14 before the welding process. The transient evolution of the 
pattern during and after the welding process is then recorded by photogrammetric 
procedures and 3D displacement fields or transient distortion distributions at single points 
can be measured. For the analysis of the transient distortion distributions of the crossbeam, 
a point A has been selected on the stochastic pattern as shown in Fig. 3.15.  

Welding sequence

y
x

90 mm

270 mm

Transient distortion
distribution measurement

Stochastic
pattern

A

 

Fig. 3.15: Position of the point A for the transient distortion measurement during and after the welding 
process of the crossbeam 

3.2 Analytical simulations 

3.2.1 Computer and software 

All the analytical simulations implemented have been run on a desktop PC (Intel® Core™ 2 
CPU 6600 @ 2.4 GHz and 3 GB RAM) under Windows XP 32 bit. For the analytical 
temperature field solutions, which can be expressed in a closed form, the open source 
numerical computational software package Scilab has been implemented for the 
programming and the plot of the simulation results. For the analytical solutions which 
require numerical integration techniques, an adaptive Gauss integrator from the Gnu 
Scientific Library (GSL) [175] has been used. All the algorithms are implemented with in an 
in-house C++ code. The simulation results have also been plotted with Scilab.  

3.2.2 Assumptions and simplifications 

The application of the fundamental analytical temperature field solution for a point or a line 
source required the following assumptions and simplifications in the simulation model:  
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• The welding process is simplified to a heat conduction problem 

• The material is solid at all times and at all temperatures, no phase transformations 
occur, and the material is isotropic and homogeneous 

• The thermal conductivity, density and specific heat capacity are temperature 
independent 

• Adiabatic boundary conditions are assumed for all surfaces 

• The heat source moves on a straight welding path in an infinite plate 

• The problem is in steady state. Transient states at the beginning and at the end of 
the welding process are neglected 

• The heat source is considered to be a zero volume point or line source 

With these assumptions and simplifications, the industrial application of analytical 
temperature field is restricted. Therefore, the extended analytical solutions applied in the 
following section enable considering also the following features:   

• Transient state problem 

• Thin samples 

• Curved welding path 

• Volumetrical heat source definition 

3.2.3 Plates 

The validation of the investigated analytical solutions presented in this section starts with 
the simplest analytical temperature field expression, which is the well-known point source in 
steady state moving in an infinite solid. Then, the degree of complexity of the physical 
problem is increased systematically until an analytical solution for volumetric heat source 
moving arbitrarily on a thin plate in transient state. 

For all the simulations in this section, the following constant material properties were used. 
The heat conductivity is set to , the specific heat to  
and the density to . These values have been exemplarily taken from a steel 
at 400 °C. In this section 3.2.3, the simulation results are not related to experimental data 
and the implemented constant material properties could have been chosen for another steel 
at a different temperature.  

3.2.3.1 Infinite solid – steady state – linear welding path – point heat source 
formulation  

The first analytical simulation is done on an infinite solid. Since an infinite solid cannot be 
considered in a simulation model, a “quasi-infinite” solid with the dimension 
200 x 200 x 100 mm3 has been chosen to guarantee no influence of the transient effect at 
the beginning and at the end of the welding process. The experimental settings are shown 
in Fig. 3.16:  
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Fig. 3.16:  Infinite solid 200 x 200 x 100 mm3 in steady state, linear welding path AB, analytical 
moving point source, q = 1.5 kW, and vs = 10 mm/s 

A moving point heat source moves from A to B with a welding speed of vs = 10 mm/s and a 
net power of 1.5 kW. The analytical temperature field in the “quasi-infinite” plate in steady 
state for this moving point source is calculated with the analytical temperature field solution 
for an instantaneous moving point source in steady state given by the expression (2.11), 
see section 2.2.2. The temperature profile along the path AB is then calculated after the 
heat source reaches the point B (after 20 s). For the calculation, a step size of 0.5 mm 
along AB has been chosen making a total of 401 nodes for the temperature profile. 

3.2.3.2 Infinite thin plate – steady state – linear welding path – point heat source 
formulation 

For this test case, the plate is considered quasi-infinite in the plane (x,y) and has a finite 
thickness. For the validation of the presented method, two plates with the dimension 
200 x 200 x 1.5 mm3 and 200 x 200 x 5 mm3 are investigated. Here it is worth to notice that 
the dimension 200 x 200 mm2 is considered as infinite. A steady state is taken into account. 
The experimental settings are shown in Fig. 3.17 
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Fig. 3.17:  Infinite thin plates 200 x 200 x 5 mm3 and 200 x 200 x 1.5 mm3 in steady state, linear 
welding path AB, analytical moving point source, q = 1.5 kW and vs = 10 mm/s 

The same configurations in means of welding characteristics and welding path as for the 
previous plate in section 3.2.3.1 have been used and the same temperature profile along 
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the path AB with 401 nodes is calculated after 20 s welding. In order to consider the finite 
thickness, the reflexion technique has been implemented. The same heat source as in the 
previous section plus a theoretically infinite number of virtual heat sources are acting 
simultaneously as described in detail in the state of research in section 2.2.2. The 
temperature field in steady state for a finite thickness is given by the expression (2.12) in 
section 2.2.2.   

The infinite number of virtual heat sources cannot be considered in the simulation model. In 
practice, the equation (2.12) is a convergent series and the following two convergence 
criteria have been implemented in the analytical simulation model:  

 and  (3.1) 

With  and the temperature for a point of the investigated plate at the n’th and the 
(n+1)’th reflexions, respectively. X% and Tc, which are the deviation in percent and the 
absolute deviation, respectively, have to be chosen by the user. Here and for the rest of this 
study, the following criteria have been set: X = 1 % and Tc = 1 K. 

3.2.3.3 Finite thin plate – transient state – linear welding path – point heat source 
formulation 

To guarantee a transient state, a finite (and small) thin plate 50 x 50 x 3 mm3 is chosen and 
the welding path AB starts and ends 5 mm from the boundary of the plate. The welding 
characteristic, i.e. welding speed and power, are the same as in the two previous test 
cases. The experiment settings are plotted in Fig. 3.18.   
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Fig. 3.18:  Finite thin plate 50 x 50 x 3 mm3 in transient state, linear welding path AB, analytical 
moving point source, q = 1.5 kW and vs = 10 mm/s 

A transient temperature field solution enables the calculation of the temperature at a single 
point in function of the time during the welding process and the cooling time. This technique 
is based on adding a virtual transient sink at the end of the welding process. More 
information is available in section 2.2.2. For this experiment, temperature cycles at four 
single points T1 to T4 and a temperature profile between A’ and B’, have been calculated. 
The temperature cycles have been calculated during the welding process plus 20 s cooling 
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with a time step of 0.05 s. For the temperature profile, a step size of 0.5 mm along A’B’ has 
been chosen making a total number 101 nodes.   

The transient analytical temperature field solution for a moving point source in an infinite 
body, see equation (2.14), has been implemented. In order to get the solution for a thin 
plate, the reflexion technique has been implemented in the thickness direction of the plate, 
see equation (2.12). For a finite thin plate, the heat transport is also limited before and after 
the moving heat source in the plane (xy) due to the small dimension of the plate. 
Consequently, the reflexion technique has also been implemented in the plane (xy) to 
guarantee a correct representation of the adiabatic boundary conditions for all boundaries 
of the finite thin plate.  

3.2.3.4 Finite thin plate – transient state – linear welding path – double ellipsoidal 
heat source formulation 

The experimental settings of this test case are exactly the same as in the previous section 
3.2.3.3, see Fig. 3.18. The point heat source formulation is replaced by a volumetric double 
ellipsoidal source from Goldak [67]. The analytical formulation (2.18) has been used for this 
test case. In comparison with the previous analytical close form solutions, this analytical 
solution is in an integral form and can only be solved with numerical integration techniques. 
An adaptive Gauss integrator from the Gnu Scientific Library (GSL) [175] has been 
implemented for this task. The analytical solution (2.18) is only valid for an infinite solid. 
Since the finite thin plate investigated here is identical to the plate in the previous section, 
the reflexion technique has also been implemented in the thickness and in the plane (xy) to 
guarantee the adiabatic boundary condition.   

As for the previous analytical solution, four transient temperature cycles at the points T1 up 
to T4 for two double ellipsoid heat sources have been simulated. The first one, called “the 
large ellipsoid”, corresponds to an arc welding process with a wide energy distribution and 
the second one, called “the small ellipsoid” to a laser beam welding process with a high 
concentrated energy distribution. The respective geometrical parameters are a = 2 mm, 
b = 10 mm, cf = 6 mm and cr = 24 mm (large double ellipsoid) and a = 1.5 mm, b = 2.5 mm,    
cf = 2.5 mm and cr = 5 mm (small double ellipsoid). The net energy input q is set to 1.5 kW 
for both heat sources. For both test cases, the temperature cycles have been calculated for 
the entire welding process plus 20 s cooling time with a time step of 0.05 s. Since the 
temperature profile between A’ and B’ does not yield more relevant information as in the 
previous section, it has not been presented for this test case. 

3.2.3.5 Finite thin plate – transient state – curved welding path – double ellipsoidal 
heat source formulation 

The analytical solution of the double ellipsoid heat source for a curved welding path on a 
thin plate is investigated. The same small finite thin plate 50 x 50 x 3 mm3 as previously 
investigated is considered. The analytical temperature field solution for a curved welding 
path does not exist and the analytical solution used is based on the analytical solution of 
the linear welding path presented in the previous section 3.2.3.4. The curvature of the path 
is obtained with a sum of linear segments. Every single segment has its own heat source 
defined in a local coordinate system and the global temperature field is obtained by adding 
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all the temperature fields of each single linear unit. The experiment settings are plotted in 
Fig. 3.19:  
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Fig. 3.19:  Finite thin plate 50 x 50 x 3 mm3 in transient state, curved welding path, analytical moving 
point source, q = 1.5  kW and vs = 10 mm/s 

The curved welding path is composed of four linear units 5 mm from the boundary of the 
plate. An adiabatic boundary condition is considered at each outer surface. The welding 
speed is set to 10 mm/s and the power to 1.5 kW. The geometrical parameters of the 
double ellipsoidal heat source are a = 1.5 mm, b = 2.5 mm, cf = 2.5 mm and cr = 5 mm.  

Six temperature cycles at the points T1 up to T6 are simulated during the welding process 
and cooling (for a total time of 30 s) with a time step of 0.05 s. Their positions are shown in 
Fig. 3.19. A temperature profile along the path AB is also calculated after the heat source 
run 16 s with the same step size of 0.5 mm as in the previous section 3.2.3.4.  

3.2.4 Semi-industrial geometry 

The validity of the analytical temperature field solution for a double ellipsoidal heat source 
moving on a curved welding path has been previously investigated on plates. In this 
section, the same analytical model as in the previous section is tested on a semi-industrial 
geometry with large dimension and several non-linear welds. Since the geometry of the 
wheelhouse around it’s four welds is close to a plate and the curvature of the wheelhouse is 
low, the Semi-industrial geometry is derivated from this automotive demonstrator part as 
illustrated in Fig. 3.20a. The four welds of the wheelhouse are projected on a large plate, 
500 x 250 x 2 mm3, giving two welds with a linear trajectory, weld 1 and weld 2, and two 
welds with a curved one, weld 3 and weld 4. The material parameters used for the 
simulation are the same as in the previous sections. Only the welding power and welding 
speed are set to 3.3 kW and 300 cm/min, which are the values used for the real welding of 
the wheelhouse, see section 3.1.2.1. In order to have a fusion zone geometry resembling a 
real one, two equal double ellipsoidal heat sources have been used, one on the top surface 
and one on the bottom surface as illustrated in Fig. 3.20b. The dimension of the two 
ellipsoids are atop = abottom = 5 mm, btop = bbottom = 0.5 mm, cf-top = cf-bottom = 0.5 mm and 
cr-top = cr-bottom = 3 mm. For this test case, the industrial application of the presented 
analytical solution for a double ellipsoidal heat source moving on a curved welding 
trajectory is in focus. Therefore, the fusion lines in cross-section, the weld pool lengths and 
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widths of the weld 1 are also simulated in addition to the ten temperature cycles presented 
in Fig. 3.20a). A temperature field of the top surface is also calculated. For all the analytical 
simulation, a step size of 0.25 mm (the same as in the corresponding numerical model, see 
section 3.3.4) and a time step of 0.05 s has been implemented.  
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Fig. 3.20:  Semi-industrial geometry with several independent curved welding paths – heat source 
configuration 

3.2.5 Wheelhouse and simplified geometries 

The analytical solutions introduced in the previous section are only valid for plates or sheets 
with a parallel joint configuration. For this reason, an “analytical” calibration of the thermal 
model of the wheelhouse could not be done directly and has been done with the simplified 
geometry “parallel weld”. Indeed, if the two sheets of the simplified geometry “parallel weld” 
are considered as one single thicker sheet metal, if adiabatic boundary condition and if the 
material properties of the investigated material are constant, then the simplified geometry 
“parallel weld” can be simulated with the analytical solutions previously presented. 
Therefore, the input parameters of the thermal model of the simplified geometry “parallel 
weld” have been calibrated with the fast analytical solutions previously presented. These 
analytical calibrated parameters are then implemented in the FE simulation model “parallel 
weld” as initial parameter set. The lack of knowledge of the analytical approach, i.e. 
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adiabatic boundary conditions, constant material parameters, etc., is then compensated by 
making a final “fine calibration” directly with the FE-model of “parallel weld”. The resulting 
calibrated heat source model is then used to simulate the geometry “overlap weld” and 
finally the entire wheelhouse. Here, it is important to notice that the thermal model is only 
calibrated for the geometry “parallel weld”; the geometry “overlap weld” is used only to 
validate the simplification made on the joint shape (from the overlap to parallel joint). 
Finally, the assumption that the temperature model of wheelhouse can be calibrated with 
the simple geometry “parallel weld” is analysed by comparing the simulation results of the 
wheelhouse (simulated with the calibrated heat source parameter of the geometry “parallel 
weld”) with its respective experimental data presented in section 4.1.1.1. 

As briefly described in section 2.3.2, the calibration of the thermal model can be done 
manually or automatically by using an optimisation algorithm. For the geometry “parallel 
weld”, a global optimisation algorithm based on neural networks has been implemented. 
The goal of this global optimisation algorithm is to predict the unknown parameters of the 
heat source model so that the simulation results match the experimental data. During the 
automatic optimisation routine, multiple direct simulations are computed until the L2-norm 
between the simulated and given experimental simulation results reaches a convergence 
criterion. This L2-norm is defined as: 

 (3.2) 

Where usim,i is the vector of the simulated characteristics (a temperature or the weld pool 
length of instance) of length N and uexp,i the corresponding experimental reference values. 
The weighting factor  is adjusted with respect to the quality of the experimental data 
[77]. The convergence criterion C is set to 1.0e-3. For more details, see the works of Pittner 
[56, 77] and Weiss [94, 103]. 

The vector of the experimental characteristics uexp,i used for the calculation of the L2-norm 
have been taken from the temperature field, fusion zone in cross-section and weld pool 
length measurements of the simplified geometry “parallel weld”. This input data have been 
classified from Aexp to Hexp giving the vector uexp,i = (Aexp, Bexp, Cexp, Dexp, Eexp , Fexp, Gexp, Hexp). 
Their respective values are plotted in Fig. 3.21.  
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Fig. 3.21: Experimental input data uexp,i = (Aexp, Bexp, Cexp, Dexp, Eexp , Fexp, Gexp, Hexp) taken from 
characteristic temperature cycles T1, T2, T3 and T4, cross-section and weld pool length 
measurements 

The data Aexp to Dexp are single temperatures from the thermocouples T1 to T4 (from 
simplified geometry “parallel weld”, see section 4.1.1.1), taken just after the respective peak 
temperatures. The measured position of the thermocouples shown in Fig. 3.21 and in Fig. 
4.1 is exactly considered in the analytical simulation model. It is important to notice that only 
one single temperature per temperature cycle is given in the optimisation algorithm. Then, 
three points Eexp, Fexp and Gexp are taken to define the profile of the cross-section. Here, the 
fluctuation of the width of the real fusion line in the thickness cannot be simulated only with 
the implemented two heat sources. For this reason, an average fusion zone width of 1.12 
mm has been chosen at the three investigated points Eexp, Fexp and Gexp. Finally, the 
information Hexp corresponds to the weld pool length.  

For the simulation of the geometry “parallel weld”, two equivalent double ellipsoidal heat 
sources are running in parallel on the upper and lower part of the sheets as for the semi-
infinite thin plate in section 3.2.4. Here, since the gap cannot be considered in the 
simulation model, a simple plate with 2 mm thickness has been used. In the analytical 
model, a step size of 0.25 mm and a time step of 0.05 s have been chosen. For the laser 
power and the welding speed, the same values as for the real welding experiments are 
used, see section 3.1.2.1. In the thermal model, the four parameters of the double 
ellipsoidal heat sources a, b, cf and cr and the efficiency  of the welding process are 
unknown making five unknown input parameters to calibrate. For each unknown 
parameters, a parameter range should be given in the optimisation algorithm to avoid some 
simulations with parameters out of realistic range. For the laser beam welding process of 
the geometry “parallel weld”, the following values are given, see Fig. 3.22: 
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Fig. 3.22: Parameter ranges of the five unknown input parameters for the two double ellipsoidal heat 
source implemented for the geometry “parallel weld” 

According to the assumptions of the analytical solutions given in section 3.2.2, the material 
properties implemented in the thermal model are temperature independent. Since the 
calibration of the thermal model is partially done against information about the shape and 
the size of the fusion zone, the temperature dependent material properties of the steel 
DX 56, presented in Fig. 3.1 in section 3.1.1.1, have been taken at Tsolidus = 1380°C for the 
geometry “parallel weld” and are summarised in Tab. 3.11:  

Tab. 3.11: Material properties from the steel DX 56 at the solidus temperature Tsolidus = 1380°C for the 
analytical thermal model of the geometry “parallel weld” 

Heat conductivity at   

Specific heat capacity at 
 

 

Density at   

 
Finally, an analytical simulation is run with the given calibrated parameter (from the 
optimisation algorithm) of the two double ellipsoidal heat sources. For the simulation, the 
four transient analytical temperature cycles T1 to T4, the fusion zone in cross-section and 
the weld pool length are plotted during all the welding process and cooling. 

3.3 Numerical simulations 

3.3.1 Computer and software 

The simulation results presented in this paper have been run with a desktop PC (Intel Core 
i7 950@3 GHz and 12 GB RAM) under Windows XP 64 bit. The welding simulation 
software simufact.welding has been implemented for all the following numerical simulations. 
In this study, the Weldsim-solver from the Institute for Energy Technology IFE, Norway 
[176] has been used.  
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3.3.2 Assumptions and simplifications  

For the temperature field simulation, the following assumptions and simplifications have 
been made:  

• Material is isotropic and homogeneous 

• Ideal geometries from the CAD drawing 

• The welding process is simplified to a heat conduction problem 

• Ideal thermal boundary conditions (heat transfer to the environment through 
convection and radiation) 

• Phenomenological heat source model 

The thermomechanical simulation of distortions has also been investigated for the industrial 
demonstrator part “crossbeam” and the following simplifications and assumptions have 
been used:   

• Ideal mechanical boundary conditions (see section 3.3.6) 

• The material history, i.e. residual stresses from previous production processes, is 
neglected 

• The crossbeam, the inserts and the filler metal are considered into one geometry 

• Non-coupled thermal and mechanical simulation 

3.3.3 Plates 

Usually in engineering, exact analytical solutions are used to validate the response of 
approximate numerical models. This approach has been used in this study with the exact 
analytical solution for a moving point source in infinite solid presented in section 3.2.3.1: a 
numerical model of the same “quasi-infinite” solid with the dimension 200 x 200 x 100 mm3 

has been built with the same welding and material parameters. The same data as in section 
3.2.3.1 have also been simulated. Since all the other analytical solutions presented in 
section 3.2.3 are not exact but have been derivated from this first analytical solution in the 
infinite solid, they need to be also verified against a reference model. The validated 
numerical model (validated with the analytical solution for a moving point source in infinite 
solid) has been used for this task: all the analytical test cases presented from section 
3.2.3.2 to 3.2.3.5 have been numerically simulated. The same plate geometries with the 
same welding and material parameters have been used.  

All the numerical models of the investigated plates are built in the same way. The plates are 
meshed with 3D linear hexahedron elements. An automatic refinement tool enables to get 
an optimal fine mesh density only at the required positions by refining the initial coarse 
mesh systematically around the moving source according to a temperature gradient 
criterion (∂T/∂x, ∂T/∂y and ∂T/∂z). Here, a temperature gradient criterion of 70°C is 
implemented. It means that if the temperature difference between two nodes exceeds 70°C, 
a Bi-section algorithm enables the corresponding element to be halved in all three 
dimensions. An overview of the numerical settings for all the investigated plates is given in 
Tab. 3.12: 
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Tab. 3.12: Mesh characteristics of the investigated plates 

Plates 
Element 

Type 

Element edge 

length coarse 

mesh 

Element edge 

length refined 

mesh 

Number of 

nodes coarse 

mesh 

Number of 

nodes refined 

mesh 

1 3 mm 0.75 mm 154,904 205,567 

2 3 mm 0.75 mm 9145 48,997 

3 3 mm 0.75 mm 13,701 63,839 

4 1.5 mm 0.75 mm 3859 14,677 

5 1.5 mm 0.75 mm 3859 14,677 

6 1.5 mm 0.75 mm 3859 14,677 

7 

3D linear 

hexa-

hedron 

 

1.5 mm 0.75 mm 3859 20,843 

 

The plates 1 to 7 are the infinite solid 200 x 200 x 100 mm3 in steady state (1), the infinite 
thin plate 200 x 200 x 1.5 mm3 (2) and 200 x 200 x 5 mm3 (3) in steady state, the transient 
linear moving point source on the plate 50 x 50 x 3 mm3 (4), the transient moving small and 
large double ellipsoids on the plate 50 x 50 x 3 mm3 (5 and 6) and the transient moving 
double ellipsoid on the plate 50 x 50 x 3 mm3 (7) with a curved welding path, respectively.  

For all the numerical simulations on plates, the same data as for the analytical test cases, 
i.e. temperature cycles and temperature profiles, have been simulated.  

3.3.4 Semi-industrial geometry 

A description of the semi-industrial geometry with its dimensions, welding paths and 
welding characteristics, i.e. welding speed, power, heat source implemented, etc. has been 
given in section 3.2.4. For sake of clarity, exactly the same model configurations, i.e. 
boundary conditions, material parameters, heat source models and simulated data,          
i.e. temperature cycles, fusion zone in cross-section and weld pool length as the 
corresponding analytical simulation, see section 3.2.4, have been implemented in the FE-
model. 

The plate has been meshed with the same 3D hexahedron elements with linear shape 
functions as in the previous section. An investigation of the mesh density is required for 
every new welding simulation to guarantee an accurate result quality and a minimal 
computational cost. This has been made for the heat source configuration of this test case 
and the optimal mesh density is found to be approximately 0.25 mm. In order to get this 
mesh density, a coarse mesh with element edge lengths from 1 mm to 20 mm has been 
manually generated giving a total number of nodes of approximately 53,000. The element 
edges with 1mm length are located around the four weld trajectories. The edge lengths of 
the rest of the elements are getting progressively larger when the distance from the welds 
increases. Finally, the automatic mesh refinement algorithm has been used during the 



3  Execution of experiments  

50  BAM-Dissertationsreihe 

simulation to get the final element edge length of 0.25 mm in the required zones. After the 
refinement procedure, the plate consists of approximately 254,000 nodes. 

3.3.5 Wheelhouse and simplified geometries 

The same laser beam welding process with the same energy input per unit length has been 
used for the real experiment of the wheelhouse and the simplified geometries “parallel weld” 
and “overlap weld”. For this reason, an identical mesh density with an element edge length 
of 0.25 mm around the welding trajectories has been implemented in the respective 
simulation models. The mesh characteristics of the wheelhouse and the simplified 
geometries “parallel weld” and “overlap weld” are summarised in Tab. 3.13:  

Tab. 3.13: Mesh characteristics of the simplified geometries “parallel weld” (1) and “overlap weld” (2) 
and of the wheelhouse (3) 

Geometry 
Element 

Type 

Element edge 

length coarse 

mesh 

Element edge 

length refined 

mesh 

Number of 

nodes coarse 

mesh 

Number of 

nodes refined 

mesh 

1 12,004 69,880 

2 9,823 67,727 

3 

3D linear 

hexa-

hedron 

1mm<X<20mm 0.25 mm 

48,417 230,000 

 

The geometries 1 to 3 are the “parallel weld” (1), the “overlap weld” (2) and the wheelhouse 
geometries (3), respectively. The mesh of the wheelhouse is exemplarily shown in Fig. 
3.23. 

200 mm

Element edge
length: 1 mm

Manual
refinement

Element edge
length: 0.25 mm

Automatic
refinement

 

Fig. 3.23:  Mesh of the wheelhouse with manual and automatic refinement techniques 

For all geometries, the upper and the lower sheets are considered as one part. As 
explained in section 3.1.3.1, a gap of 0.2 mm is required between the welded sheets to 
allow the evaporated zinc to escape during welding. This gap has been taken into 
consideration during meshing the simple geometries “parallel weld” and “overlap weld”. For 
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the wheelhouse, no gap has been considered to keep the time for the construction of the 
simulation model in a reasonable frame.  

Convective and radiative boundary conditions have been considered in the FE-model. The 
convective heat transfer coefficient  in and the Stefan-Boltzmann-
constant are dependent on the material taken into consideration and have 
been taken from the literature [177]. For this study,  and . 
In the real welding experiment, the clamps have been positioned close to the weld. Since 
they may absorb some heat during the welding process, their influence have been 
quantified by running for each test case “parallel weld”, “overlap weld” and wheelhouse two 
simulations with and without clamps. For modelling the clamps, solid elements have been 
added in the simulation model at their respective real position, see Fig. 3.8. 

To represent the laser beam welding process, two double ellipsoidal heat sources have 
been used on the top and bottom surface of the welded parts in the same way as for the 
semi-industrial welded assembly investigated in sections 3.2.4 and 3.3.4. Their distribution 
parameters have been set identical in order to minimise the number of unknown 
parameters.  

For the calibration of the thermal model, the large size of the wheelhouse limits the number 
of simulation iterations required for the calibration of the heat source model. Therefore, the 
calibration of the heat source model is made on the simplest geometry “parallel weld”. The 
advantage of this simplification is that the input parameters of the two double ellipsoidal 
heat sources can be approximated automatically with the fast analytical model previously 
described in section 3.2.3 in combination with the global optimisation algorithm, see section 
3.2.5. These analytical calibrated parameters are then implemented in the FE simulation 
model “parallel weld” as initial parameter set. The lack of knowledge of the analytical 
approach, i.e. adiabatic boundary conditions, constant material parameters, etc., is then 
compensated by making a final manual “fine calibration” directly within the FE-model of  the 
simplified geometry “parallel weld”.  

For the thermal simulation of the simple geometry “overlap weld” and the wheelhouse, the 
calibrated parameters of the simple geometry “parallel weld” are directly used.  

For the simulations of the simplified geometries “parallel weld” and “overlap weld”, the four 
measured temperature cycles T1 to T4, see section 3.1.4.1, have been considered in the 
simulation model; their positions in the simulation models have been taken from the 
corresponding real experiments. For both test cases, the fusion zones in a cross-section 
and the weld pool lengths have also been simulated. For the wheelhouse, the six 
temperature cycles T1 to T6, see Fig. 3.13, have been simulated and their respective 
positions in the simulation model have been taken for the corresponding real 
measurements. Two fusion zones in cross-section and two weld pool lengths have been 
simulated for the weld 1 and 3.  

3.3.6 Crossbeam 

The crossbeam and the eight inserts are joined with eight overlap joints using a MIG 
welding process as described in section 3.1.2.2 and 3.1.3.2. The temperature field and 
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distortion simulations presented in this section have been simulated only with numerical 
techniques.  

The mesh for the simulations is shown in Fig. 3.24. Here, it is worth to notice that the entire 
crossbeam welded assembly, the four inserts and the eight welds have been considered as 
one single part. The same element type as for the wheelhouse welded assembly – 3D 
hexahedron elements – has been used. Before the meshing operation, an investigation of 
the required element size in the weld metal has been done and an element size of 
approximately 2 mm in the high temperature gradient zones is found to be optimal by 
means of accuracy and computational costs. In order to minimise the final number of 
elements of the entire crossbeam welded assembly, a local mesh refinement strategy has 
been implemented around the welds. The entire structure is first coarsely meshed (element 
length = 8 mm), then the zone around the weld seam which corresponds to the HAZ is 
refined manually (element length = 3.5 mm). Finally, by applying the automatic refinement 
tool, the element edge length is halved in the weld area. Thus, the coarse mesh with the 
manual refinement around the eight welds has 66,000 nodes as illustrated in Fig. 3.24. 
After the automatic refinement technique, the FE-model has 118,000 nodes.  
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(b) Cross section A-A (b) Weld seam area, detailed view
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Fig. 3.24:  Mesh of the  crossbeam welded assembly 

As explained in section 3.1.2.2, a weaving motion of the welding torch has been used 
during the real MIG welding process to guarantee good overlap joints. In order to reproduce 
this phenomenon, two Goldak heat sources with a distance of approximately the weaving 
motion amplitude (in the perpendicular direction to welding path) are running in parallel 
during the welding process as shown in Fig. 3.25:  

2 heat sources per weld
for the weaving motion

2.8 mm

 
Fig. 3.25: Heat source configuration to simulate the weaving moving of the real welding process 
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Heat loss through convection and radiation has been considered in the simulation model for 
the thermal boundary conditions. For the convective heat transfer coefficient α in 

 and the emissivity coefficient ε (0 < ε < 1), the value of 
 and  have been used, respectively.  

For the calibration of the thermal model of the crossbeam welded assembly, an initial set of 
input parameters (for the four parameters of the double ellipsoidal heat sources a, b, cf and 
cr and the efficiency ) has been calculated on a small part of the crossbeam in order to 
reduce the calibration time as shown in Fig. 3.26. 
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Fig. 3.26: Small part of the crossbeam welded assembly for a fast estimation of an initial parameter 
set for the thermal model 

For this calibration, only the simulated fusion zones have been compared against the 
measured data. Since the respective calculation time for this small part is short, the manual 
calibration steps is done rapidly in comparison to a manual calibration of the entire 
crossbeam assembly. After the estimation of these initial input parameters, a final 
calibration on the entire crossbeam model is completed.  

A correct consideration of the mechanical boundary conditions is a prerequisite for accurate 
simulation results. Two different clamping types are tested. In the first clamping type, all the 
degrees of freedom of the nodes in contact between the crossbeam and the clamps are 
fixed; this clamping is called the “rigid clamping”. In the second clamping type, the entire 
clamping device shown in section 3.1.3.2 is considered and implemented in the simulation 
model as an extra part; this clamping is called the “complete clamping”. With this method, 
the entire clamping device must be meshed; this increases the total number of nodes of the 
simulation model from 118,000 nodes to 122,000 nodes. For this test case, the clamping 
device is in contact with the crossbeam welded assembly. The heat transfer between two 
parts in contact is considered in the simulation model with a heat transfer coefficient of 

.  

After the calibration of the thermal model, two complete thermomechanical simulations with 
the BM and HAZ material properties, see section 3.1.1.3 are run to investigate the influence 
of the softening of the mechanical material properties in the HAZ.  

The position of the real thermocouples T2, T4, T6 and T8 chosen in section 3.1.4.2 have 
been exactly considered in the simulation model and the respective four temperature cycles 
have been simulated. The fusion lines in cross-section as well as the weld pool length have 
been simulated in the middle of the welds W1r, W2l and W4l. For the mechanical simulation 
of the welding induced distortions, the same area between the inserts I3 and I4 investigated 
experimentally for the distortion field has been analysed in the numerical model. For the 
transient distortion field analysis, the position of the measurement-point D, see section 
3.1.4.2, has also been reproduced in the simulation model.  
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4 Results 

In the following section, all the experimental, analytical and numerical results of the 
experiments described in the previous section 3 are presented.  

4.1 Experimental results 

4.1.1 Temperature field measurement 

4.1.1.1 Wheelhouse and simplified geometries 

For the simplified geometry “parallel weld”, the four temperature cycles T1 to T4 are shown 
in Fig. 4.1a from 0 s to 200 s. The peak temperatures and the cooling behaviour can be 
seen. The positions of the four thermocouples have been plotted. A more detailed 
representation of the peak temperatures is given in Fig. 4.1b. Only the peak temperature of 
the thermocouple T1 is above 800°C with a resulting  cooling time of 0.46 s.  

The experimental scatter band of the weld pool area in cross-section of the simplified 
geometry “parallel weld” has been also measured with four cross-sections. The results are 
plotted in Fig. 4.2. The average weld pool area is 2.13 mm2 with a scatter band of 
± 0.06 mm2. 

Finally, the results of the experimental scatter band of the weld pool length of the simplified 
geometry “parallel weld” are plotted in Fig. 4.3. Four samples have been analysed giving an 
average weld pool length of 3.2 mm with a scatter band of ± 0.18 mm.  

For the simplified geometry “overlap weld”, the temperature fields T1 to T4 have been 
plotted in Fig. 4.4. In Fig. 4.4a, the four temperature cycles are shown for the entire 
measurement time of 200 s. The  cooling time can only be determined for the 
temperature cycle T2, see Fig. 4.4b, and is approximated to 0.48 s. The temperature cycles 
are plotted from 1 s to 3 s in Fig. 4.4b.  

A total of four metallographic cross-sections of the weld of the simplified geometry “overlap 
weld” have been analysed. Two of them are plotted in Fig. 4.5. The gap between the 
welded sheets is between 0.15 mm and 0.22 mm. The weld pool area in cross-section have 
been measured for the four analysed samples and the average value is found to be 
2.07 mm2 with a scatter band of ± 0.11 mm2, see Fig. 4.5 below.  

The weld pool length of the simplified geometry “overlap weld” has been analysed with six 
samples. It is found to be equal to 3.4 mm with a scatter band of ± 0.28 mm as plotted in 
Fig. 4.6.  
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Fig. 4.1: Experimental four temperature cycles T1, T2, T3 and T4, simplified geometry “parallel 
weld”, laser beam welding, sheet thickness 1 mm, q = 3.3 kW and vs = 300 cm/min 
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Fig. 4.2: Experimental scatter band of the fusion zone area in cross-section, simplified geometry 
“parallel weld”, laser beam welding, sheet thickness 1 mm, q = 3.3 kW and vs = 300 cm/min 
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Fig. 4.3: Experimental scatter band of the weld pool length, simplified geometry “parallel weld”, laser 
beam welding, sheet thickness 1 mm, q = 3.3 kW and vs = 300 cm/min 
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a) Temperature cycles T1-T4 from 0 s to 200 s - Position of all thermocouples
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Fig. 4.4: Experimental four temperature cycles T1, T2, T3 and T4, simplified geometry “overlap 
weld”, laser beam welding, sheet thickness 1 mm, q = 3.3 kW and vs = 300 cm/min 
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Fig. 4.5: Experimental scatter band of the fusion zone area in cross-section, simplified geometry 
“overlap weld”, laser beam welding, sheet thickness  1 mm, q = 3.3 kW and 
vs = 300 cm/min 
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Fig. 4.6: Experimental scatter band of the weld pool length, simplified geometry “overlap weld”, laser 
beam welding, sheet thickness 1 mm, q = 3.3 kW and vs = 300 cm/min 
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The temperature cycles measured during the welding process of the wheelhouse assembly 
are shown in Fig. 4.7. The first peak temperatures correspond to the thermocouples T1 to 
T4 and the second to the thermocouples T5 to T6. The six transient temperature cycles T1 
to T6 have been recorded for 200 s as shown in Fig. 4.7a. Even though the thermocouples 
have been spot-welded as closely as possible to the fusion line, the characteristic cooling 
time (which corresponds to the cooling time between 800°C and 500°C) could only be 
measured by the thermocouple T5 and is equal to 0.43 s. For the comparison with the 
simulation results, the temperature cycles of the thermocouples T1, T4, T5 and T6 have 
been chosen. In Fig. 4.7b, the respective temperature cycles are plotted from 0 s to 20 s in 
order to show the peak temperatures with more details.  

The weld pool shape in the thickness of the wheelhouse has been determined with 
metallographic cross-sections along the welds W1 and W2 as shown in Fig. 4.8. Five 
samples have been measured along each weld in order to obtain an experimental scatter 
band. For the wheelhouse, the average weld pool area in the cross-section is 
1.85 mm2 ± 0.22 mm2. The gap between the two welded parts has been measured for each 
cross-section and is equal to 0.1 mm up to 0.2 mm.  

For the wheelhouse test case, the weld pool length has been measured for weld W1. 
Several measurements have been done to obtain an experimental scatter as plotted in Fig. 
4.9. The average weld pool length of the wheelhouse is found to be 3.3 mm ± 0.25 mm.  
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a) Temperature cycles T1-T6 from 0 s to 200 s - Position of all thermocouples from
the center line of W1 and W3
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Fig. 4.7: Experimental four temperature cycles T1, T4, T5 and T6, wheelhouse, laser beam welding, 
sheet thickness 1 mm, q = 3.3 kW and vs = 300 cm/min 
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Fig. 4.8: Experimental scatter band of the fusion zone area in cross-section, wheelhouse welds W1 
and W3, laser beam welding, sheet thickness 1 mm, q = 3.3 kW and vs = 300 cm/min 
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Fig. 4.9: Experimental scatter band of the weld pool length, wheelhouse, laser beam welding, sheet 
thickness 1 mm, q = 3.3 kW and vs = 300 cm/min 
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4.1.1.2 Crossbeam 

The temperature cycles measured by the eight thermocouples positioned along the welds 
W1r and W2l of the crossbeam are plotted in Fig. 4.10a) from 0 s to 200 s. The first peak 
temperatures correspond to the thermocouples T1 to T4 and the second to the 
thermocouples T5 to T8. This graph gives a good overview of the temperature gradients 
close to the weld and of the cooling behaviour of the welded assembly. The cooling 
time (equivalent to the  cooling time for steel) could be measured only at the 
thermocouple T1 and is equal to 2.07 s. The position of the thermocouples, required for the 
simulation, is also displayed in Fig. 4.10a). The temperature cycles T2, T4, T6 and T8 have 
been chosen for the comparison with the simulation model. For a better comparison with 
the simulation results, they have been displayed from 0 s to 70 s in Fig. 4.10b). 

The analysis of the fusion zone shape in cross-section is plotted in Fig. 4.11. In Fig. 4.11a), 
the metallographic cross-section of the three welds W1r, W2l and W4l are exemplarily 
plotted with their respective fusion zone area, width and depth for the crossbeam sample 2. 
The measurement data of all the six welded samples are gathered in Fig. 4.11b). The fusion 
zone area, width and depth are equal to 25 mm2 ± 3 mm2, 9.6 mm ± 0.8 mm and 1.3 mm ± 
0.6 mm, respectively. 

The weld pool length is shown in Fig. 4.12a) (exemplarily for the crossbeam sample 2). All 
the measurement data are plotted in the graph in Fig. 4.12b). The weld pool length scatter 
band is found to be 16.6 mm ± 1.9 mm.  
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b) Temperature cycles T2, T4, T6 and T8 from 20 s to 70 s
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Fig. 4.10: Experimental four temperature cycles T2, T4, T6 and T8, crossbeam, MIG welding overlap 
joint, material thickness 2.8 mm, Uave = 162 V, Iave = 22 A and  vs = 100 cm/min 
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b) Scatter bands for the fusion zone area, width and depth, crossmember

22.98 mm²

0.8 mm

9.3 mm

Sample 2 - Weld W1r

25.53 mm²

1.9 mm

9.5 mm

Weld W2l

24.64 mm²

1.2 mm

8.8 mm

a) Dimension of the weld pool in cross-sections, crossmember, welds W1r, W2l and W4l

F
u

s
io

n
 z

o
n

e
 a

re
a

 i
n

 m
m

2

1 2 3 4 5 6
15

20

25

30

35

Samples

Weld W1r
Weld W2l
Weld W4l

1 2 3 4 5 6
0.0

0.5

1.0

1.5

2.0

2.5

3.0

Samples

F
u

s
io

n
 z

o
n

e
d

e
p

th
 i

n
 m

m

Weld W1r
Weld W2l
Weld W4l

.

Average: 25 3�mm mm
2 2

Average: 1.3 0,6�mm mm
2

, sample 2Sample 2 - Weld W2l

24.64 mm²

1.2 mm

8.8 mm

1 2 3 4 5 6
7

8

9

10

11

12

13

Samples

F
u

s
io

n
 z

o
n

e
w

id
th

 i
n

 m
m

Weld W1r
Weld W2l
Weld W4l

Average: 9.6 0.6�mm mm

Sample 2 - Weld W4l

 

Fig. 4.11: Experimental scatter bands of the fusion zone area, width and depth in cross-section, 
crossbeam welds W1r, W2l and W4l, MIG welding overlap joint, material thickness 2.8 mm, 
Uave = 162 V, Iave = 22 A and vs = 100 cm/min 
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Fig. 4.12: Experimental scatter band of the weld pool length, crossbeam, MIG welding overlap joint, 
material thickness 2.8 mm, Uave = 162 V, Iave = 22 A and vs = 100 cm/min 
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4.1.2 Distortion measurement 

The experimental global distortion field measurement after 800 s (comprising the welding 
and the cooling time) of the crossbeam “sample 2” is shown in Fig. 4.13. For an accurate 
quantitative and qualitative validation of the simulation model, an analysis of the transient 
distortion behaviour during and after the welding process is compulsory. This has been 
made at the point A as shown in Fig. 4.13.  
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Fig. 4.13: Experimental global distortion field measurement after 800 s, crossbeam, optical 3D 
deformation analysis system Aramis  

The transient distortions at the point A have been measured from 0 s to 800 s for each x, y 
and z-direction as shown in Fig. 4.16, Fig. 4.15 and Fig. 4.14, respectively. For each graph, 
the minimal and the maximal measurements have been plotted and set as scatter band for 
the simulation results. The clamping release at 108 s is apparent and is highlighted with a 
grey square in each graph.  
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Fig. 4.14: Experimental transient distortion measurement at point A from 0 s to 800 s, x-direction, 
crossbeam, optical 3D deformation analysis system, Aramis 
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Fig. 4.15: Experimental transient distortion measurement at point A from 0 s to 800 s, y-direction, 
crossbeam, optical 3D deformation analysis system, Aramis 
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Fig. 4.16: Experimental transient distortion measurement at point A from 0 s to 800 s, z-direction, 
crossbeam, optical 3D deformation analysis system, Aramis 
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4.2 Analytical simulations 

In the following sections, the analytical temperature field results for the plates and the semi-
industrial plate are presented. The results of the application of this analytical approach to 
accelerate the temperature field simulation of a real industrial part are finally shown.  

4.2.1 Plates 

4.2.1.1 Infinite solid – steady state – linear welding path – point heat source 
formulation  

The temperature profile between A and B for a point source in steady state moving on a 
plate with infinite thickness is presented in Fig. 4.17. In the corresponding analytical 
solution, the temperature at the position of the moving heat source (x=0,y=0,z=0) is singular 
and tends to infinite. For presentation reason, the temperature profile has therefore been 
“cut” for temperatures higher than 1500°C. The calculation time for this temperature profile 
is 0.1 s (see section 4.2.4). For a temperature field simulation of the top surface of the plate 
with approximately 16,000 nodes, the calculation time is 18 s.  
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Fig. 4.17: Analytical temperature profile along AB at t = 20 s for a moving point heat source in steady 
state, infinite solid 200 x 200 x 100 mm3, q = 1.5 kW and  vs = 10 mm/s 

4.2.1.2 Infinite thin plate – steady state – linear welding path – point heat source 
formulation 

The temperature profiles between A and B for the point source in steady state moving on 
the finite plates with 1.5 mm and 5 mm, see section 3.2.3.2 are plotted in Fig. 4.18 and Fig. 
4.19. For presentation reason, the temperature profiles of the thin plates with 1.5 mm and 5 
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mm thickness have been “cut” for temperatures higher than 5000°C and 1500°C, 
respectively.  
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Fig. 4.18: Analytical temperature profiles with 0, 5, 12 and 22 reflexions along AB at t = 20 s for a 
moving point heat source in steady state, infinite thin plate 200 x 200 x 1.5 mm3, 
q = 1.5 kW and  vs = 10 mm/s 
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Fig. 4.19: Analytical temperature profiles with 0, 3, and 8 reflexions along AB at t = 20 s for a moving 
point heat source in steady state, infinite thin plate 200 x 200 x 5 mm3, q = 1.5 kW and 
vs = 10 mm/s 
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The reflexion technique (see section 2.2.2 and 3.2.3.2) has been used to obtain the 
adiabatic boundary condition at the lower part of the infinite thin plate as shown in Fig. 
4.20 a) for the infinite thin plate 200 x 200 x 1.5 mm3. 
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Fig. 4.20: a) Reflexion technique to obtain the adiabatic boundary condition at the lower side of the 
infinite thin plate 200 x 200 x 1.5 mm3, q = 1.5 kW, vs = 10 mm/s. b) and c) Number of 
reflexion according to the two convergence criteria defined in section 3.2.3.2 for a point 
source moving for t = 20 s, thin plate 200 x 200 x 1.5 mm3 and 200 x 200 x 5 mm3, 
q = 1.5 kW and vs = 10 mm/s 

The reflexion technique is a convergent series; for the infinite plate with 1.5 mm thickness in 
Fig. 4.18, the convergence has been reached for 22 reflexions; for the infinite thin plate with 
5 mm thickness in Fig. 4.19, the temperature profile converges faster with 8 reflexions as 
plotted in Fig. 4.20 b) and c), respectively. The calculation times for the temperature profiles 
and a temperature field of the top surface of the both 1.5 mm and 5 mm infinite thin plates 
are 0.8 s – 98 s and 0.31 s – 39 s, respectively.  For both 1.5 mm and 5 mm infinite thin 
plates, the number of nodes for the temperature field simulation is approximately 16,000.  

4.2.1.3 Finite thin plate – transient state – linear welding path – point heat source 
formulation 

The analytical solution of this moving point source in transient state is valid for an infinite 
plate with infinite thickness. The temperature field in the finite thin plate investigated here 
has been obtained by using the reflexion technique and the addition of virtual sinks as 
described in section 3.2.3.3. Since the investigated plate 50 x 50 x 3 mm3 is relatively small 
in comparison with the previous test case, the moving heat source must also be reflected 
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against the boundary of the plate in the planes x-z and y-z in order to obtain an adiabatic 
boundary condition at these bounding planes. A representation of the main moving heat 
source and the virtual ones running simultaneously during and after the welding process is 
shown in Fig. 4.21: 
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Fig. 4.21: Reflection technique to maintain the adiabatic boundary conditions at all boundaries of the 
finite thin plate 50 x 50 x 3 mm3, linear welding path, q = 1.5 kW and vs = 10 mm/s 

It is important to notice that in Fig. 4.21a), b), c) and d), all the moving real and virtual heat 
sources are also reflected in the thickness direction in the same manner as in the previous 
section. As the analytical solution implemented here is in transient state, the cooling 
behaviour is simulated by adding a virtual sink after the welding process as explained in 
section 3.2.3.3. This virtual sink is also running in addition to all the others in Fig. 4.21c) and 
d) and is also reflected like the real heat source. 

For this test case, a temperature profile between A’ and B’ at t = 4 s and four transient 
temperature cycles at the four points T1 to T4 have been calculated and displayed in Fig. 
4.22 and in Fig. 4.23. For the temperature cycles, the first 4 s correspond to the welding 
time, the other 16 s equal the cooling time. The calculation time for the simulation of the 
temperature profile A’B’ and the four temperature cycles are 0.05 s and 0.2 s, respectively. 
For a temperature field simulation of the top surface of this plate, which contains 
approximately 10,000 nodes, the simulation lasts 37 s. 
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Fig. 4.22: Analytical temperature profile between A’ and B’ for a moving point heat source in transient 
state at t = 4 s, finite thin plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 
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Fig. 4.23: Analytical temperature cycles for a moving point heat source in transient state, finite thin 
plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 
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4.2.1.4 Finite thin plate – transient state – linear welding path – double ellipsoidal 
heat source formulation 

The experimental settings of this test case are identical to the previous section. Only the 
moving point source is extended to a distributed double ellipsoidal heat source formulation. 
The temperature cycles T1 to T4 for the investigated small and large double ellipsoids are 
plotted in Fig. 4.24. Even if the power of both double ellipsoids is equal, the respective 
temperature fields are different. For the large one, the energy distribution is spread on a 
larger surface on the plate resulting in a lower peak temperature. After 20s, all temperature 
cycles of both double ellipsoids are equal due to the same heat input.  

The calculation times of the four temperature cycles T1 to T4 and for a temperature field are 
2.4 s – 104 s and 2.6 s – 111 s for the large and small double ellipsoids, respectively.  
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Fig. 4.24: Analytical temperature cycles for the moving small and large double ellipsoidal heat 
sources in transient state, finite thin plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 
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4.2.1.5 Finite thin plate – transient state – curved welding path – double ellipsoidal 
heat source formulation 

The same plate and the same double ellipsoidal heat source as in the previous section 
4.2.1.4 have been used in this test case. The linear welding path has been replaced by a 
curved one running 5 mm from the edge of the plate. The number of reflexions in the xy-
plane after 16 s welding time is shown in Fig. 4.25. The square in the middle of the figure 
and zoomed on the right hand side of the figure corresponds to the real simulation domain 
and the rest to the virtual simulation domain. All the real and the virtual heat sources and 
sinks are also reflected in thickness direction (z-axis).   
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Fig. 4.25: Reflexion technique to reproduce the adiabatic boundary condition at all the boundaries of 
the finite thin plate 50 x 50 x 3 mm3, curved welding path, q = 1.5 kW and vs = 10 mm/s 

For this test case, the six temperature cycles T1 to T6 and the temperature profile between 
A and B at t = 16 s (position remembered in Fig. 4.25) are displayed in Fig. 4.26a) and b), 
respectively. The 8 s time between the peaks of the temperature cycles T1 to T3 and T4 to 
T6 corresponds to the time the heat source needs to run from the point A to B with the 
speed of 10 mm/s. The calculation time for the six temperature cycles is 68 s, 6 s for the 
temperature profile between A and B and 1303 s for the temperature field of the top surface 
at t = 16 s.  
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Fig. 4.26: Analytical temperature profile between A and B and analytical temperature cycles for a 
double ellipsoidal heat source in transient state moving on a curved welding path, finite thin 
plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 
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4.2.2 Semi-industrial geometry 

The ten temperature cycles investigated for this test case have been simulated for 30 s and 
are plotted in Fig. 4.27a). It is to notice that the four welds are completely independent with 
different start and end positions on the plate and with different lengths. Finally, the 
analytical simulation of the fusion line in a cross-section along the weld 1 is shown in Fig. 
4.27b).   
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Fig. 4.27: Analytical temperature cycles for two double ellipsoidal heat sources in transient state 
moving on different and independent curved welding paths, semi-industrial plate 
500 x 250 x 2 mm3, q = 3.3 kW and vs = 300 cm/min 

The analytically calculated weld pool length and width are 5.3 mm and 1.65 mm, 
respectively. The calculation time of the analytical simulation results presented in Fig. 4.27 
are summarised in section 4.2.4. The calculation time of the ten temperature cycles, the 
fusion line in cross-section, the weld pool length and the weld pool width take 120 s, 90 s, 
0.1 s and 0.4 s, respectively. For the temperature field simulation on the top surface of the 
plate, 2,000,000 nodes have been required resulting in 22,500 s calculation time. 
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4.2.3 Wheelhouse and simplified geometries 

As explained previously in section 3.2.5, the start values for the final calibration of the input 
parameter set of the wheelhouse’s thermal model, i.e. the parameter distributions of the two 
double ellipsoidal heat sources atop = abottom, btop = bbottom, cf-top = cf-bottom  and cr-top = cr-bottom  
and the energy efficiency η of the welding process, have been calculated by solving the 
inverse heat conduction problem for the simple geometry “parallel weld” with the global 
optimisation algorithm presented in section 3.2.5.  

After the convergence of the optimisation algorithm, the optimal parameter set for this 
5D optimisation problem found to be, see Fig. 4.28: 
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Fig. 4.28: Optimised parameter shape of the two double ellipsoidal heat sources used for the thermal 
simulation of the simplified geometry “parallel weld” given by the global optimisation 
algorithm  

The welding power was given as input variable in the global optimisation algorithm, see 
section 3.2.5, and the welding efficiency has been subsequently calculated by comparing 
the response of the calibration with the real value of 3.3 kW. The calculation time of the 
automatic calibration was 1830 s, see Tab. 4.2 in section 4.2.4. Within this time, 3051 
analytical simulations have been run within the 5D constrained parameter space, see Fig. 
3.22 in section 3.2.5, until the L2-norm between the vectors of the simulated and 
experimental characteristics  and  has reached the convergence criterion C. 
The values of the vector of the simulated characteristics are plotted in Tab. 4.1:  

Tab. 4.1: Vector of the simulated characteristics usim,i = (Asim, Bsim, Csim, Dsim, Esim , Fsim, Gsim, Hsim) taken 
from characteristic temperature cycles T1, T2, T3 and T4, cross-section and weld pool 
length  

Asim (1.24 s, 897 °C) Esim (0.56 mm, 0.0 mm) 

Bsim (129 s, 652 °C) Fsim (0.56 mm, 1.0 mm) 

Csim (1.49 s, 529 °C) Gsim (0.56 mm, 2.0 mm) 

Dsim (2.04 s, 272 °C) Hsim 3.6 mm 

The analytical temperature cycles T1 to T4, the shape of the fusion zone in cross-section 
and the weld pool length have been calculated with the respective calibrated input 
parameter set as shown in Fig. 4.29 and Fig. 4.30: 
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a) Analytical temperature cycles T1 to T4 - with input parameters
algorithm - 0 s to 20 sfrom the optimisation

b) Analytical temperature cycles T1 to T4 - with input parameters
from the optimisation algorithm - 1 s to 3 s
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Fig. 4.29: Analytical temperature cycles T1 to T4 in transient state calibrated with the global 
optimisation algorithm, simplified geometry “parallel weld”, q = 3.3 kW, η = 27.9 % and  
vs = 300 cm/min 
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Fig. 4.30: Analytical weld pool length and fusion zone in cross-section for two double ellipsoidal heat 
sources in transient state calibrated with the global optimisation algorithm, simplified 
geometry “parallel weld”, q = 3.3 kW, η = 27.9 % and  vs = 300 cm/min 
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4.2.4 Calculation time of analytical solutions 

The calculation times of all the analytical simulation results presented in the section 4.2 are 
summarised in the following Tab. 4.2: 

Tab. 4.2: Calculation time of all the analytical simulation results presented in section 4.2 

Geometries Test case Software Simulation time

Plates

Linear trajectory -
infinite solid

200x200x100 mm steady state
3

moving point
source

Scilab

Temp. field 18 s

Temp. profile 0.1 s

Linear trajectory  -
infinite thin plate

200x200x1.5 mm steady state
3

moving point
source

Temp. field 98 s

Temp. profile 0,8 s

Linear trajectory  -
infinite thin plate

200x200x5 mm steady state
3

moving point
source

Temp. field 39 s

Temp. profile 0.31 s

Linear trajectory - transient

3

moving point source 50x50x3
mm

Temp. field 37 s

Temp. cycles 0.2 s

Temp. profile 0.05 s

Linear trajectory - transient
small moving Goldak source

50x50x3 mm
3

In-house
C++ code
and Scilab

Temp. field 111 s

Temp. cycles 2.6 s

Linear trajectory - transient
large moving Goldak source

50x50x3 mm
3

Temp. field 104 s

Temp. cycles 2.4 s

Curved trajectory -transient
moving Goldak source 50x50x3

mm
3

Temp. field 1303 s

Temp. cycles 68 s

Temp. profile 6 s

Semi-industrial plate

Temp. field 22500 s

Temp. cycles 120 s

Fusion line 90 s

Weld pool length 0.1 s

Weld pool width 0.4 s

Automatic calibration of the simplified geometry
„parallel weld“

Number of single
analytical simulation

3051

Time for one analytical
simulation

0.6 s

Optimised parameter for
the two double ellipsoidal

heat sources
1830 s
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4.3 Numerical simulations 

4.3.1 Plates 

The same thermal simulations as in section 4.2.1 have been simulated with FEM 
techniques and are presented in the following sections. 

4.3.1.1 Infinite solid – steady state – linear welding path – point heat source 
formulation  

The result of the numerical temperature profile between A and B after the moving point 
source acts 20 s on the infinite solid is shown in Fig. 4.31:  
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Fig. 4.31: Numerical temperature profile along AB at t = 20 s for a moving point heat source in steady 
state, infinite solid 200 x 200 x 100 mm3, q = 1.5 kW and vs = 10 mm/s  

In a FE-simulation, the simulation along a profile at a single time or the transient 
temperature cycles at different positions cannot be simulated separately from the simulation 
of the entire structure. Therefore, the calculation time of the profile AB and the 3D 
temperature field of this test case are identical and equal to 189,031 s.  

4.3.1.2 Infinite thin plate – steady state – linear welding path – point heat source 
formulation 

The temperature profile between A and B for the infinite thin plate with 1.5 mm and 5 mm 
thickness have been displayed in Fig. 4.32 and Fig. 4.33, respectively. As the for analytic 
results, the temperature has been cut above 5000°C and above 1500°C for the plates with 
1.5 mm and 5 mm thickness, respectively. The calculation time to simulate the profile AB 
and the 3D temperature field is equal in a FE simulation. For the plate 200 x 200 x 1.5 mm3, 
it was 7,604 s and 11,175 s for the plate with 5 mm thickness.  
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Fig. 4.32: Numerical temperature profile along AB at t = 20 s for a moving point heat source in steady 
state, infinite thin plate 200 x 200 x 1.5 mm3, q = 1.5 kW and vs = 10 mm/s 
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Fig. 4.33: Numerical temperature profile along AB at t = 20 s for a moving point heat source in steady 
state, infinite thin plate 200 x 200 x 5 mm3, q = 1.5 kW and vs = 10 mm/s 

4.3.1.3 Finite thin plate – transient state – linear welding path – point heat source 
formulation 

For this first test case in transient state, the same temperature profile between A’ and B’ 
and the same temperature cycles T1 to T4 as in section 4.2.1.3 have been calculated. The 
simulation result for the temperature profile is shown in Fig. 4.34. The four temperature 



4  Results  

82  BAM-Dissertationsreihe 

cycles T1 to T4 are shown in Fig. 4.35. The calculation time for the temperature profile and 
for the temperature cycles is 240 s. 
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Fig. 4.34: Numerical temperature profile between A’ and B’ for a point heat source in transient state 
moving for 4 s, finite thin plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 
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Fig. 4.35: Numerical temperature cycles for a moving point heat source in transient state, finite thin 
plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 
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4.3.1.4 Finite thin plate – transient state – linear welding path – double ellipsoidal 
heat source formulation 

The numerical temperature cycles T1 to T4 for the simulation with the small and large 
double ellipsoid heat sources moving on the path AB are presented in Fig. 4.36. The 
respective calculation times are 240 s and 120 s.  
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Fig. 4.36: Numerical temperature cycles for the moving small and large double ellipsoidal heat 
sources in transient state, finite thin plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 

4.3.1.5 Finite thin plate – transient state – curved welding path – double ellipsoidal 
heat source formulation 

The experimental setting of this test case is the same as previously. Only the welding path 
has been changed, from a linear one to a curved one. The numerical temperature profile 
between A and B at t = 16 s and the six temperature cycles T1 to T6 are plotted in Fig. 
4.37a) and Fig. 4.37b. The calculation time for both numerical results is 1600 s. 



4  Results  

84  BAM-Dissertationsreihe 

0 5 10 15 20 25 30 35 40 45 50

0

100

200

300

400

500

600

700

x coordinate in mm

cr cf

a
x

b
y

zGoldak parameters:

a = 1.5
b = 2.5
c = 2.5f

c = 5.0r

mm
mm
mm
mm

x
yz

yz
�

A B

start/end

A B

T
e

m
p

e
ra

tu
re

 i
n

 °
C

0 5 10 15 20 25 30

0

300

600

900

1200

1500

x
yz

yz
�

start/end

T1

T2

T3 T4T6

T5

Time in s

T
e

m
p

e
ra

tu
re

 i
n

 °
C 8 s

T1

T2

T3

T6

T5

T4

b) Numerical transient temperature cycles T1 to T6

a) Numerical temperature profile between A and B at t = 16 s

 

Fig. 4.37: Numerical temperature profile between A and B and numerical temperature cycles for a 
double ellipsoidal heat source in transient state moving on a curved welding path, finite thin 
plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 

4.3.2 Semi-industrial geometry 

The numerical model for the semi-industrial geometry has been described in section 3.3.4. 
The ten temperature cycles T1 –T10 and the cross-section along the weld W1 are plotted in 
Fig. 4.38a) and b). The calculation for the numerical simulation is 8520 s.  
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Fig. 4.38: Numerical temperature cycles for two double ellipsoidal heat sources in transient state 
moving on different and independent curved welding paths, semi-industrial plate 
500 x 250 x 2 mm3, q = 3.3 kW and vs = 300 cm/min 

4.3.3 Wheelhouse and simplified geometries  

As described in section 3.3.5, the calibration of the thermal model of the three cases 
investigated here is made only against the experimental data measured for the simplified 
geometry “parallel weld” and then used for the simulation of the simplified geometry 
“overlap weld” and the wheelhouse. The input parameters, i.e. the distribution parameters 
of the double ellipsoidal heat sources and the welding process efficiency, automatically 
calibrated analytically, see section 4.2.3, have been used as start values for a final 
calibration with numerical techniques. The final calibrated input parameters for the 
simplified geometries “parallel weld”, “overlap weld” and wheelhouse are presented in Fig. 
4.39. In comparison to the analytical parameter prediction presented in section 4.2.3, only 
the welding efficiency parameter has been modified.  
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Fig. 4.39: Calibrated parameters for the two double ellipsoidal heat sources used for the thermal 
simulation of the simplified geometries “parallel weld” and “overlap weld” and the 
wheelhouse, 3.3 kW Nd:YAG laser beam welding, sheet thickness 1 mm and 
vs = 300 cm/min 

The simulation results for the four temperature cycles T1 to T4 of the simplified geometries 
“parallel weld” and “overlap weld” and the six temperature cycles T1 to T6 of the 
wheelhouse and have been plotted in Fig. 4.40, Fig. 4.41 and Fig. 4.42. In the three figures, 
the graph a) and the graph b) represent the transient temperature cycles during the entire 
welding process and a zoom around the peak temperatures, respectively. For each test 
case, a simulation with and without clamping has been run to see the influence of the 
clamping on the cooling behaviour. A zoom of the zone where the influence of the clamping 
is maximal has been plotted in the graph a) of each figure. The weld pool area and shape in 
cross-section in the middle of the weld of the simplified geometries “parallel weld” and 
“overlap weld” and in the middle of the welds W1 and W2 of the wheelhouse and the weld 
pool lengths have been simulated and plotted in Fig. 4.43a) and b), Fig. 4.44a) and b) and 
in Fig. 4.45a) and b), respectively. The calculation times of the thermal simulation of the 
simplified geometries “parallel weld” and “overlap weld” are 3030 s and 2900 s, 
respectively. For the wheelhouse, it takes approximately 5 times longer with a calculation 
time of 15,500 s.  
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Fig. 4.40: Numerical temperature cycles T1 to T4, simplified geometry “parallel weld”, 
q = 3.3 kW, η = 29 % and vs = 300 cm/min 
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Fig. 4.41: Numerical temperature cycles T1 to T4, simplified geometry “overlap weld”, 
q = 3.3 kW, η = 29 % and vs = 300 cm/min 
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Fig. 4.42: Numerical temperature cycles T1, T4, T5 and T6, wheelhouse, q = 3.3 kW, η = 29 % and 
vs = 300 cm/min 
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Fig. 4.43: Numerical simulation of the weld pool area in a cross-section in the middle of the weld of 
the simplified geometry “parallel weld” and the weld pool length, q = 3.3 kW, η = 29 % and 
vs = 300 cm/min 
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Fig. 4.44: Numerical simulation of the weld pool area in a cross-section in the middle of the weld of 
the simplified geometry “overlap weld” and the weld pool length, q = 3.3 kW, η = 29 % and 
vs = 300 cm/min 
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Fig. 4.45: Numerical simulation of the weld pool area in cross-section in the middle of the welds W1 
and W3 of the wheelhouse and the weld pool length for the welds W1 and W3, q = 3.3 kW, 
η = 29 % and vs = 300 cm/min 
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4.3.4 Crossbeam 

The numerical settings for the thermomechanical simulation of the crossbeam have been 
described in section 3.3.6. For the thermal simulation model, which is identical for all test 
cases investigated, the final calibrated parameters of the two implemented double ellipsoid 
heat sources are shown in Fig. 4.46.  
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Fig. 4.46: Calibrated parameters for double ellipsoidal heat sources used for the thermal simulation of 
the crossbeam, Uave = 162 V, Iave = 22 A and vs = 100 cm/min 

The results of the thermal simulation with these two calibrated heat sources are shown Fig. 
4.47 and Fig. 4.48.  

In Fig. 4.47 the four temperature cycles T2, T4, T6 and T8 are plotted. As for the simplified 
geometries “parallel weld” and “overlap weld” and for the wheelhouse, they have been 
plotted in Fig. 4.47a) during the 200 s measurement time and plotted in Fig. 4.47b) around 
the peak temperatures.  
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a) Simulated temperature cycles T2, T4, T5 and T6 from 20 s to 200 s

b) Simulated temperature cycles T2, T4, T5 and T6 from 20 s to 70 s
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Fig. 4.47: Simulation of the four temperature cycles T2, T4, T5 and T6 for the crossbeam, 
Uave = 162 V, Iave = 22 A and vs = 100 cm/min 

The simulated weld pool area in a cross-section in the middle of the weld W1r, W2l and W4l 
is shown in Fig. 4.48a). The simulated weld lengths of the three welds W1r, W2l and W4l 
are plotted in Fig. 4.48b).  
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Fig. 4.48: Simulation of the weld pool area in a cross-section in the middle of the welds W1r, W2l and 
W4l and the weld pool length for each weld, Uave = 162 V, Iave = 22 A and vs = 100 cm/min 

The calculation of the thermal simulation with the rigid clamping is 10,656 s. For the 
simulation model, where the entire clamping device is integrated in the simulation model, 
the calculation time of the thermal simulation takes 11,322 s. 

For the thermomechanical simulation of distortion, a simulation of a distortion field at 
t = 800 s for each clamping fixture definition has been carried out with the BM and with HAZ 
material properties as explained in section 3.3.6. No significant quantitative and qualitative 
differences can be observed between the simulated distortions with both different material 
properties. For this reason, the distortion field for the fixed and the real clamping fixture has 
been plotted in Fig. 4.49a) and b) only for the BM material properties.  
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Fig. 4.49: Distortion field at t = 800 s for the three different clamping fixture definitions, crossbeam, 
BM material properties, Uave = 162 V, Iave = 22 A and vs = 100 cm/min 
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The qualitative distortion behaviour for both investigated mechanical boundary conditions is 
quite similar for the investigated surface. Quantitatively, however, the distortions with the 
rigid clamping are higher than with the complete clamping.  

For a more accurate analysis of the distortion behaviour of the crossbeam during the 
welding process and cooling time, a transient analysis at one or several points is required. 
Here, the point A has been chosen, see Fig. 4.49. The respective transient distortions in x-, 
y- and z-directions are shown in Fig. 4.50, Fig. 4.51 and Fig. 4.52 from 0 s to 800 s, 
respectively. In each figure, the distortions for the two clamping fixture types have been 
calculated with the BM (continuous line) and with HAZ (dashed line) material properties.  

The calculation times of the thermomechanical simulation of the crossbeam with the rigid 
clamping and with complete clamping are 30,492 s and 57,900 s, respectively. 
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Fig. 4.50: Transient distortion from 0 s to 800 s at point A in x-direction, crossbeam, Uave = 162 V, 
Iave = 22 A and vs = 100 cm/min 
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Fig. 4.51: Transient distortion from 0 s to 800 s at point A in y-direction, crossbeam, Uave = 162 V, 
Iave = 22 A and vs = 100 cm/min 
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Fig. 4.52: Transient distortion from 0 s to 800 s at point A in z-direction, crossbeam, Uave = 162 V, 
Iave = 22 A and vs = 100 cm/min 
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4.3.5 Calculation time of numerical solutions 

The calculation times of all the numerical simulation results presented in the section 4.3 are 
summarised in the following Tab. 4.3: 

Tab. 4.3: Calculation of the all the numerical simulation results presented in section 4.3 

Geometries Test case Software Simulation time

Plates

Linear trajectory -
infinite solid

200x200x100 mm steady state
3

moving point
source

Simufact.
welding

Temp. field

189031 s
Temp. profile

Linear trajectory  -
infinite thin plate

200x200x1.5 mm steady state
3

moving
point source

Temp. field

7604 s
Temp. profile

Linear trajectory  -
infinite thin plate

200x200x5 mm steady state
3

moving
point source

Temp. field

11775 s
Temp. profile

Linear trajectory - transient

3

moving point source
50x50x3 mm

Temp. field

240 sTemp. cycles

Temp. profile

Linear trajectory - transient
small moving Goldak source

50x50x3 mm
3

Temp. field

240 s
Temp. cycles

Linear trajectory - transient
large moving Goldak source

50x50x3 mm
3

Temp. field
120 s

Temp. cycles

Curved trajectory -transient
moving Goldak source

50x50x3 mm
3

Temp. field

1600 sTemp. cycles

Temp. profile

Semi-industrial plate

Temp. field

8520 s

Temp. cycles

Fusion line

Weld pool length

Weld pool width

Wheelhouse
assembly

Simplified geometry parallel
weld“

“
Temp. field

3030 s
Temperature cycles

Simplified geometry “overlap
weld“

Temp. field
2900 s

Temperature cycles

Wheelhouse
Temp. field

15500 s
Temperature cycles

Crossmember
assembly

Rigid clamping

Temp. field 10656 s

Distortions 30492 s

Complete clamping

Temp. field 11322 s

Distortions 57900 s
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5 Discussion of the results 

5.1 Validation of analytical temperature field solutions 

The investigation of the possible application of fast analytical temperature field solutions to 
decrease the total computational time of a thermomechanical welding simulation for 
complex automotive structures has been in focus of this work. To achieve this, a 
combination between an analytical temperature field simulation with a conventional 
thermomechanical numerical simulation has been investigated. A prerequisite for this 
technique is that the fast analytical thermal solutions must lead to the same temperature 
field as if the simulation had been run numerically. For this reason, all the analytical 
temperature field solutions presented in this work have been compared systematically by 
increasing complexity with numerical counterparts.  

5.1.1 Validation for plate geometries 

5.1.1.1 Infinite solid – steady state – linear welding path – point heat source 
formulation  

The analytical solution for this test case is an exact solution of the heat conduction problem 
(2.13). For this reason, this first test case has been used to validate the response of the 
numerical simulation. Since the same differential equation is solved by both analytical and 
numerical models, the thermal numerical simulation results should be almost identical to the 
analytical ones. Indeed, a theoretically perfect match between the analytical and the 
numerical temperature field is not possible due to the discretisation scheme of the 
numerical model. From a practical point of view, if the numerical model has been properly 
built with an optimal spatial and temporal discretisation to catch the investigated physical 
phenomena, then a “perfect matching” (perfect enough) of the simulation results against 
counterpart analytical model is expected. The optimal discretisation of a numerical model is 
found by making a mesh convergence study, where both temporal and spatial 
discretisations are refined systematically until the response of the simulation model reaches 
the previously defined convergence criterion. This mesh convergence study has been done 
for this and for all other test cases presented in this work.  

The comparison of the analytical and the numerical temperature profile along AB for this 
point source in steady state moving on an infinite solid are plotted in Fig. 5.1. Both 
analytical and numerical temperature profiles match perfectly. At this point, it is important to 
notice that the numerical model has not been adapted or calibrated to match the analytical 
temperature profile but exactly the same welding and model parameters have been used in 
both models. This result enables to conclude that for this thermal analysis, the numerical 
model has been well implemented and can be considered as reference for the validation of 
the following analytical temperature field solutions.  
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This approach to validate a numerical model against an exact analytical solution with a 
comparable test case should always be done before any numerical analysis. In the 
literature, however, this approach is rarely described. Sometime even an analytical solution 
is incorrectly compared with a numerical model considering temperature dependent 
material properties and different boundary conditions not reproducible in the analytical 
solution. Moore, for instance compared in [30] the cooling time  and  calculated 
with conventional numerical techniques with different analytical solution for a thick and thin 
plate. A validation of the numerical model is not shown and the comparisons are not made 
on identical models making the understanding of the simulation results difficult. Rogeon 
compared in [55] his developed analytical solutions with a FE-simulation. Qualitatively, the 
temperature field matches well but quantitatively the analytical solution cools down faster. 
The author explained this phenomenon with a lower value of the heat conductivity in the 
austenitic phase in the analytical model. This conclusion is inaccurate and partially wrong. 
The 2D analytical model cools down faster mainly because the finite thickness of the plate 
is not considered; the lower heat conductivity may also have an influence. A systematic 
comparison with comparable analytical and numerical models would have been very 
interesting in this case.  
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Fig. 5.1: Numerical and analytical temperature profile along AB at t = 20 s for a moving point heat 
source in steady state, infinite solid 200 x 200 x 100 mm3 q = 1.5 kW and vs = 10 mm/s 
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The analytical and numerical calculation time for this test case are compared in Tab. 5.1:  

Tab. 5.1: Analytical and numerical computational times for the point source in steady state moving 
on the infinite solid 200 x 200 x100 mm3 

Test case Simulation 
Comp. time 

analytic 

Comp. time 

numeric 
Ratio (num / ana) 

Temperature 

field 18 s 10,500 
Linear trajectory - 

moving point source 

infinite solid 

200x200x100 mm3 -  

steady state 

Temperature 

profile 0.1 s 

189,031 s 

1,890,310 

 

For the temperature field and the temperature profile, the analytical solutions are 10,500 
and 1,890,310 times faster than the numerical simulation, respectively. This result highlights 
the potential of fast analytical solutions in comparison to a conventional numerical 
approach. It is however to notice that the analytical calculation time for the temperature 
profile is 180 times faster than for the temperature field. This result shows that the real 
potential of the fast analytical solution relies much more on the possibility to calculate the 
temperature for single points at a single time step size independently of the rest of the 
structure.  

5.1.1.2 Infinite thin plate – steady state – linear welding path – point heat source 
formulation 

The solution for this problem is based on the analytical solution in infinite solid presented in 
the previous section; the adiabatic boundary conditions at the upper and lower surface of 
the thin plate are obtained by applying the reflexion technique described in section 2.2.2. In 
order to demonstrate the importance of managing the number of reflexions, two infinite thin 
plates with 1.5 mm and 5 mm thickness have been investigated. For each plate, the number 
of reflexions required to fulfil the convergence criteria have been plotted in Fig. 5.2:  

Reflexions

22

17

2001000
0

50

100

11

5

0x
y

8

6
4

2

0x
y

Reflexions

1500 °C isotherm
800 °C isotherm

1500 °C isotherm
800 °C isotherm

2001000
0

50

100

a) Number of reflexion after t = 20 s, thin plate
200 x 200 x 1.5 mm

3

b) Number of reflexion after t = 20 s, thin plate
200 x 200 x 5 mm

3

x in mm

Y
in

 m
m

x in mm

Y
in

 m
m

 

Fig. 5.2: Number of reflexions according to the two convergence criteria defined in section 3.2.3.2 
for a point source moving for t = 20 s, thin plate 200 x 200 x 1.5 mm3 and 
200 x 200 x 5 mm3, q = 1.5 kW and vs = 10 mm/s 
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In both Fig. 5.2a) and b), the heat source moves along the x-axis at 
vt = 10 mm/s * 20 s = 200 mm and is represented by the 1500°C isotherm. It is interesting 
to see that the required number of reflexions is not constant over the plates and is also 
dependent on the thickness of the plates. For both plates, only the positions on the plate 
directly behind the heat source needs a low number of reflexions and the higher the 
distance behind the moving heat source, the higher the required number of reflexions. After 
t = 20 s, the maximal number of required reflexions for the thinner plate with 1.5 mm 
thickness is more than two times higher than the plate with 5 mm thickness. The statement 
of Cao [61], who wrote that approximately ten reflexions enable describing a thin plate is 
therefore not correct in a general manner. For an exact reproduction of the adiabatic 
boundary conditions at the upper and lower surface of the thin plate, the number of the 
reflexions must be calculated separately for each positions of the plate according to the 
convergence criteria defined in section 3.2.3.2. In addition, the major part of the 
investigated plate does not need any reflexions as illustrated in both Fig. 5.2a) and b) and 
using a fixed number of reflexions for all the plate would increase the total computational 
time.  

The analytical and numerical temperature profiles for the infinite plate with 1.5 mm and 
5 mm thickness are plotted in Fig. 5.3 and Fig. 5.4, respectively. In order to illustrate the 
influence of the number of reflexions on the simulation results, several analytical 
temperature profiles without and with a fixed number of reflexions are plotted in both Fig. 
5.3 and Fig. 5.4 in addition to the temperature profiles with the optimal number of reflexions. 
A reference numerical temperature profile is also plotted in both figures. For the plate with 
1.5 mm and 5 mm thickness, the temperature profiles without reflexion are identical and are 
also equal to the temperature profile for the infinite solid presented in the previous section. 
This result is logical and proves that the analytical expression implemented for this test 
case has been well derivated from the expression for an infinite solid in the previous 
section. For both plates, the convergent behaviour of the analytical series can be well 
illustrated: the closer the fixed number of reflexions used to the maximum required number 
of reflexion given in Fig. 5.2a) and Fig. 5.2b) (Simulation with 5 and 12 reflexions for the 
plate with 1.5 mm thickness in Fig. 5.3 and with 3 reflexions for the plate with 5 mm 
thickness in Fig. 5.4), the closer the resulting analytical temperature profile to the numerical 
reference one. This convergence behaviour has also been analysed by Cao [61] but he did 
not compare the final result with a reference model. In this case, the converged analytical 
temperature profiles match the numerical reference profiles very well for both plates except 
at the beginning of the welding trajectory where a temperature difference of 60K and 20K 
appears for the plate with 1.5 mm and 5 mm thickness, respectively. This behaviour was 
also observed by Fachinotti [70] and Rogeon [55] who compared an analytical temperature 
profile with a numerical reference simulation but they did not explain the deviation. This 
phenomenon is due to the fact that the infinite thin plate is not really infinite in the simulation 
model but finite with large dimensions. In the FE-model, an adiabatic boundary condition is 
considered for all bounding surfaces of the plate. In the analytical simulation model, only 
the surfaces in the thickness direction are set adiabatic by applying the reflexion technique. 
If the reflexion would be applied for all bounding surfaces, then these temperature 
differences would disappear as shown for the next test case. Here, it is negligible and 
would have increased the computational time considerably. In the next test case however, it 
has a significant influence on the simulation results and has therefore been analysed.  
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Fig. 5.3: Numerical and analytical temperature profiles with 0, 5, 12 and 22 reflexions along AB at 
t = 20 s for a moving point heat source in steady state, infinite thin plate 
200 x 200 x 1.5 mm3, q = 1.5 kW and vs = 10 mm/s 
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Fig. 5.4: Numerical and analytical temperature profiles with 0, 3, and 8  reflexions along AB at 
t = 20 s for a moving point heat source in steady state, infinite thin plate 
200 x 200 x 5 mm3, q = 1.5 kW and vs = 10 mm/s 
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The calculation time of the analytical and numerical simulations are compared in Tab. 5.2.  

Tab. 5.2: Analytical and numerical computational times for the point source in steady state moving 
on the infinite thin plates 200 x 200 x 1.5 mm3 and 200 x 200 x 5 mm3 

Test case Simulation 
Comp. time 

analytic 

Comp. time 

numeric 

Ratio 

(num/ana) 

Temperature field 98 s 77 Linear trajectory  - moving 

point source infinite thin 

plate 200x200x1.5 mm3 

steady state 
Temperature profile 0.8 s 

7604 s 

9505 

Temperature field 39 s 301 Linear trajectory  - moving 

point source infinite thin 

plate 200x200x5 mm3  -

steady state 
Temperature profile 0.31 s 

11,775 s 

37,983 

 

On the numerical side, both plates with 1.5 mm and 5 mm thickness investigated in this 
section have 94% and 91% less elements than the previous “quasi-infinite” solid. This has a 
direct influence on the simulation time. With 7604 s and 11,775 s, the simulations of the 
plate with 1.5 mm and 5 mm thickness run 25 times and 16 times faster, respectively. On 
the analytical side, the opposite can be observed. With the implementation of the reflexion 
techniques, virtual heat sources are running simultaneously in addition to the real one and 
this has a direct influence on the simulation time. The more required reflexions, the higher 
the computational time. For the plate with 5 mm thickness, which required up to 8 
reflexions, the simulation time for both temperature profile and temperature field is 
approximately 3 times slower than the corresponding simulations for the infinite body. For 
the plate with 1.5 mm thickness, which required up to 22 reflexions, the simulation is 
approximately 2.5 times slower than the simulation for the plate with 5 mm thickness. The 
number of required virtual reflected heat sources has therefore a significant influence on the 
analytical calculation time. The analytical calculation time for the temperature profiles is, 
with 0.8 s and 0.31 s for the plate with 5 mm and 1.5 mm thickness, still 9505 times and 
37,983 times faster than the numerical simulations. For the temperature field, the analytical 
approach is only 77 times and 301 times faster than the numerical. This last result 
reinforces the statement made in the previous section that the advantage of the analytical 
solution is much more the possibility of an independent analysis of the temperature for a 
single point at a single time step than for a temperature field.  

5.1.1.3 Finite thin plate – transient state – linear welding path – point heat source 
formulation  

The analytical solution for this finite thin plate in transient state is based on the analytical 
solution for an infinite solid multiplied by a transient transform function in combination with 
the reflexion technique as described in section 2.2.2. For this reason, the validation of the 
analytical solutions for an infinite solid and in an infinite thin plate presented previously are 
a prerequisite for the validation of the analytical solution investigated in this section. 
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The comparison of the analytical and numerical temperature profiles along the welding 
trajectory A’B’ is plotted in Fig. 5.5.  
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Fig. 5.5: Analytical and numerical temperature profile between A’ and B’ for a moving point heat 
source in transient state at t = 4 s, finite thin plate 50 x 50 x 3 mm3, q = 1.5 kW and 
vs = 10 mm/s 

It is interesting to see that the phenomenon observed in the previous section, i.e. the 
temperature drop at the beginning of the trajectory close to the boundary of the plate, is 
also present in this test case with higher amplitude due to the small dimension of the plate. 
If no reflections are implemented in the X-Y-plane, like in the previous section, the adiabatic 
boundary condition cannot be reproduced close to the welding start. This corresponds to 
the black curve in Fig. 5.5. With the addition of reflected heat sources in the X-Y-plane as 
shown in section 4.2.1.3 in the Fig. 4.21a) and b), the analytical and the numerical 
temperature profile agree.  

For the calculation of the temperature profile between A’ and B’, however, the transient 
state at the beginning and at the end of the welding process can almost be neglected. It 
means that the matching of the analytical and numerical temperature profiles in Fig. 5.5 
would have been given by the analytical solution in steady state implemented in the 
previous section with the reflexion technique applied for all boundaries of the plate. The 
advantage of a transient solution relies much more on the possibility to simulate 
temperature cycles at single positions during the welding and cooling time. The technique 
to get such temperature cycles is based on adding a virtual sink after the welding process 
as described in section 2.2.2 in Fig. 2.3. In order to get the temperature cycles for a thin 
plate, this virtual sink must be also reflected. For this test case, the comparison of the 
analytical and numerical temperature cycles at the position T1 to T4 is plotted in Fig. 5.6:  
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Fig. 5.6: Analytical and numerical temperature cycles for a moving point heat source in transient 
state, finite thin plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 

For the four temperature cycles T1 to T4, the analytical and the reference numerical 
simulations agree well during the welding and cooling time. This enables to conclude that 
the transient transform function has been well implemented as well as the virtual sink 
technique in combination with the reflexion technique.  

The comparison of the analytical and the numerical calculation time for this test case are 
presented in Tab. 5.3:  

Tab. 5.3: Analytical and numerical computational times for the point source in transient state moving 
on the finite thin plate 50 x 50 x 3 mm3 

Test case Simulation 
Comp. time 

analytic 

Comp. time 

numeric 
Ratio (num / ana) 

Temperature field 37 s 6.5 

Temperature cycles 0.2 s 1200 

Linear trajectory - 

transient  moving 

point source 

50x50x3 mm3 
Temperature profile 0.05 s 

240 s 

4800 

 

On the numerical side, the small plate investigated in this section has considerably fewer 
elements as the infinite solid and the infinite thin plates investigated previously, see Fig. 
3.13 in section 3.3.3; the resulting computational time is therefore considerably lower. This 
trend is not followed by the analytical temperature field simulation. Even if the plate           
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50 x 50 x 3 mm3 is approximately 25 times smaller (in volume) than the plate 
200 x 200 x 5 mm3, the respective computational times are almost identical. This is directly 
due to the higher number of required virtual heat sources and sinks plus their respective 
reflexions implemented to simulate this test case. In comparison to the numerical 
simulation, this analytical temperature field simulation is only 6.5 times faster. The same 
conclusion as in the previous section can be drawn: the potential of fast analytical 
temperature field solution does not rely on the calculation of field-problems but much more 
on the simulation of temperature cycles and profiles. Here, the analytical calculation times 
are 1200 and 4800 times faster than the numerical model for the simulation of the 
temperature cycles and profiles, respectively. 

5.1.1.4 Finite thin plate – transient state – linear welding path – double ellipsoidal 
heat source formulation 

In the literature, the double ellipsoidal heat source formulation is often implemented as 
shown in section 2.2.2. The validation of the analytical solution for this distributed heat 
source moving on a finite thin plate in transient state is therefore fundamental for the 
application of the combined method between the analytical and the numerical approach 
investigated in this work. The validation steps presented in the previous sections of the 
techniques to simulate an analytical temperature field in a finite thin plate in transient state 
are a prerequisite for the validation of this test case. The same methods have been 
implemented here, only the point heat source is replaced by a small and a large double 
ellipsoidal heat source as described in section 3.2.3.4. The analytical and numerical 
temperature cycles at the four points T1 to T4 for the large and small ellipsoidal heat 
sources are plotted in Fig. 5.7 and Fig. 5.8, respectively. 
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Fig. 5.7: Analytical and numerical temperature cycles for the moving small double ellipsoidal heat 
sources in transient state, finite thin plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 
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Fig. 5.8: Analytical and numerical temperature cycles for the moving large double ellipsoidal heat 
sources in transient state,  finite thin plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 

For each double ellipsoidal heat source, the analytical and the numerical temperature field 
are in agreement during welding and also during cooling. These results enable validating 
the presented analytical method to simulate a temperature field for a double ellipsoidal heat 
source moving linearly on a finite thin plate. Since the reflexion technique and the addition 
of the virtual sink method have been validated in the previous section, the implemented 
numerical integration technique required to solve the analytical solution in integral form, see 
equation (2.18) in section 2.2.2, is validated here. This result extends the work of Fachinotti 
[70], who has validated this analytical solution against a reference numerical model only for 
an infinite solid without considering the cooling behaviour after the welding process.  

The comparison of the analytical and numerical calculation time is shown in Tab. 5.4. For 
the numerical simulation, the simulation of the finite thin plate for the small double 
ellipsoidal heat source takes two times longer than for the large one. This is due to the 
automatic refinement algorithm based on a temperature gradient criterion. With the small 
double ellipsoidal heat source, the energy density under the heat source is higher than for 
the large double ellipsoidal heat source resulting in a finer final mesh than the refined mesh 
for the large double ellipsoidal heat source. As explained in the previous section, the 
potential of analytical solutions is not in the simulation of temperature fields. Here, the 
analytical temperature fields are only 2.1 and 1.15 times faster than their numerical 
counterparts for the small and the large double ellipsoidal heat source, respectively. The 
potential of the analytical approach relies much more in the possibility to analyse 
independently to the rest of the structure the transient temperature distribution of single 
points required for the calibration of the double ellipsoidal heat source model. For this test 
case, the analytical temperature cycles T1 to T4 are 50 and 92 times faster than for the 
numerical simulations with the small and the large double ellipsoid heat source.  
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It is however interesting to notice that due to reflexion techniques and the addition of virtual 
heat  sources (and sinks), the potential of the analytical solution decreases consequently as 
shown in the previous section. With the replacement of the point heat source by a double 
ellipsoidal heat source, which requires the use of numerical integration, the analytical 
calculation time is again multiplied by more than 10 times for the same plate and parameter 
settings.  

Tab. 5.4: Analytical and numerical computational times for two double ellipsoidal heat source in 
transient state moving on the finite thin plate 50 x 50 x 3 mm3 

Test case Simulation 
Comp. time 

analytic 

Comp. time 

numeric 
Ratio (num/ana) 

Temperature field 111 s 2.1 Linear trajectory - 

transient  small 

moving Goldak 

source 50x50x3 mm3 
Temperature 

cycles 2.6 s 

240 s 

92 

Temperature field 104 s 1.15 Linear trajectory - 

transient large moving 

Goldak source 

50x50x3 mm3 
Temperature 

cycles 2.4 s 

120 s 

50 

5.1.1.5 Finite thin plate – transient state – curved welding path – double ellipsoidal 
heat source formulation 

For this test case, the same validated analytical solution and numerical integration 
techniques as in the previous section have been used to simulate this finite thin plate in 
transient state with a curved welding path. The following results enable to evaluate the 
method presented in section 3.2.3.5. For this validation, a temperature profile between A 
and B after the heat source has been active 16 s and six temperature cycles T1 to T6 have 
been simulated and compared with reference numerical simulations. The corresponding 
results are shown in Fig. 5.9.  
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Fig. 5.9: a) Numerical and analytical temperature profile between A and B, b) numerical and 
analytical temperature cycles for a double ellipsoidal heat source in transient state moving 
on a curved welding path, finite thin plate 50 x 50 x 3 mm3, q = 1.5 kW and vs = 10 mm/s 

For both the temperature profile AB and the six temperature cycles, the analytical results 
match the numerical ones as good as for previous test cases. Since the analytical solution 
with its respective techniques for a double ellipsoidal heat source moving on a finite thin 
plate has been validated for the previous test case, these results enable validating the 
techniques to consider a curved welding path. Here, it is interesting to mention that these 
results are close to those of Pittner [77]. However, he simplified the double heat source 
formulation by giving all the geometrical parameter a, b, cf and cr the same value of 1 mm 
resulting in a spherical heat source formulation, which is a simplified form of the double 
ellipsoidal heat source. Winczek, also published recently in [76] an analytical solution for 
another distributed heat source moving on a curved welding trajectory. In comparison to the 
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results presented in this section, he did not consider a finite thin plate in transient state but 
an infinite solid like in the first test case investigated in this work. Furthermore, the analytical 
simulation results are not validated against any referenced model making an appreciation of 
the quality of this analytical solution difficult.  

The analytical and numerical simulation times for this test case are shown in Tab. 5.5. For 
the numerical simulation, the same plate with the same heat source configuration as for the 
previous test case has been used; however the calculation time takes 6.5 times longer. This 
is directly due to the four welding trajectories, which are responsible for a longer weld time 
and 42 % more elements. For this relative simple and small test case, it is noticeable that 
with 1600 s calculation time for the thermal simulation, a high number of iteration loops for a 
calibration of the input parameters of the model is restrained. With the corresponding 
analytical approach, for this test case, the number of real and virtual heat sources increases 
with the number of segments of the curved welding trajectory which results logically in an 
increase of the analytical calculation times. The advantage of the analytical approach by 
means of calculation time almost disappears for the temperature field simulation, which is 
only 1.2 times faster than the numerical simulation. For the analytical temperature cycle and 
profile simulations, which are respectively 23 and 266 times faster than the numerical 
simulation, the potential of the analytical approach is very interesting. However, due to a 
considerable increase of the number of virtual heat sources and sinks with each additional 
segment of a curved welding trajectory, the advantages of the fast analytical solutions 
decrease and may also disappear if a too high number of segments of the curved welding 
trajectory and a too long cooling time is used. Here for instance, the simulation for the 
analytical temperature cycles is still 23 times faster than the numerical counterpart but this 
simulation takes also approximately 25 times longer than in the previous section for the 
same plate 530 x 50 x 3 mm3. 

Tab. 5.5: Analytical and numerical computational times for a double ellipsoidal heat source in 
transient state moving with a curved trajectory on the finite thin plate 50 x 50 x 3 mm3 

Test case Simulation 
Comp. time 

analytic 

Comp. time 

numeric 
Ratio (num/ana) 

Temp. field 1303 s 1.22 

Temp. cycles 68 s 23 

Curved trajectory -

transient moving 

Goldak source 50x50x3 

mm3 Temp. profile 6 s 

1600 s 

266 

5.1.2 Validation for the semi-industrial geometry 

The analytical temperature field solution for an arbitrarily curved heat source moving on a 
finite thin plate has been validated for an academic small plate in the previous section. The 
advantage of this analytical approach in means of calculation time in comparison with a 
referenced numerical simulation is given. However, before applying this method for the 
industrial demonstrator, the wheelhouse, see section 5.2, a semi-industrial geometry with 
large dimension and with four curved welds is simulated and compared with a referenced 
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FE-model. The application of analytical solution for such a large and thin profile and with 
several non-linear welds has not been published in the literature yet.  

The analytical and numerical model settings for this test case have been described in 
section 3.2.4 and 3.3.4. The comparison of the analytical and numerical simulation results is 
shown in Fig. 5.10.  
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Fig. 5.10: Analytical and numerical temperature cycles for two double ellipsoidal heat sources in 
transient state moving on different and independent curved welding paths, semi-industrial 
plate 500 x 250 x 2 mm3, q = 3.3 kW and vs = 300 cm/min 

In the Fig. 5.10a), all the ten numerical and analytical temperature cycles match perfectly 
for the peak temperatures and the cooling behaviour. For the temperature cycles at the 
position T3 and T4, which are positioned close to the end and the beginning of two different 
welding trajectories, their reheating has been considered in the analytical model exactly in 
the same manner as in the numerical model. The analytical and numerical fusion lines in 
cross-section in Fig. 5.10b) match also very well. Finally, the analytical and numerical weld 
pool length and width, which are not represented in Fig. 5.10 (it is only a single value with 
the analytical model), match perfectly too.  
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These results enable validating the presented analytical method according to the 
assumptions and simplifications given in section 3.2.2. The temperature field induced by 
one or several arbitrary and independent double ellipsoidal heat sources moving on a large 
thin plate can be simulated analytically. As already mentioned, the potential of this 
analytical approach is the extremely competitive calculation time in comparison with a 
conventional discrete formulation scheme like FEM. For this semi-industrial demonstrator 
part, the calculation times can be found in Tab. 5.6.  

Tab. 5.6: Analytical and numerical computational times for the two double ellipsoidal heat sources in 
transient state moving on different and independent curved welding paths, semi-industrial 
plate 500 x 250 x 2 mm3 

Test case Simulation 
Comp. time 

analytic 

Comp. time 

numeric 
Ratio (num/ana) 

Temp. field 22,500 s 0.37 

Temp. cycles 120 s 71 

Fusion line in cross-section 90 s 95 

Weld pool length 0.1 s 85,200 

Semi-

industrial plate 

Weld pool width 0.4 s 

8520 s 

21,300 

 

The same remarks as for the previous academic plates can be given. The statement that 
the potential of the analytical method is not in the temperature field representation is 
confirmed. Here, the analytical one is even 2.7 times slower than the numerical one. 
However, for the calibration of the thermal model against experimental data, temperature 
cycles and information about the fusion zone are much more relevant. Here, the calculation 
time for the analytical temperature cycles and fusion zone are 71 and 95 times faster than 
with the numerical simulation. If the weld pool length and width have also been 
experimentally measured, the respective analytical simulations are 85,200 and 21,300 
times faster than with numerical simulation. It is however to notice that a thermal model 
calibration requires several temperature cycles and information about the fusion zone 
characterised with the fusion line in cross-section and with the weld pool width and length. 
Therefore, the slowest analytical simulation result to calculate these data is relevant for the 
comparison of the analytical and numerical calibration time. Here, the simulation of the 
analytical temperature cycles is, with 120 s, the longest analytical simulation. Therefore, for 
this semi-industrial test case, the calculation time to get all the information for the calibration 
of the thermal model is 71 times faster with the presented analytical method than with the 
conventional numerical FE-simulation.  
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5.2 Application for simplified geometries 

It is has been demonstrated in the previous section that the transient temperature field 
induced by one or several double ellipsoidal heat sources moving on a single or several 
arbitrarily curved welding trajectory on a large thin plate can be simulated with an analytical 
solution with the same result accuracy as with a reference numerical simulation. It has also 
been shown that the analytical calculation time required to get the data for the calibration of 
the phenomenological heat source model is much faster than for the numerical one.  

The time for the calibration of the heat source model is directly connected to the calculation 
time of a direct simulation and with the expertise of the simulation user. It is also to be 
noticed that even with an advanced expertise in welding simulation, a manual calibration of 
the five input parameters of the double ellipsoidal heat source is an extremely difficult task. 
According to Karkhin [28], the lack of knowledge of the interdependency of all the input 
parameters of the heat source model can be compensated by automatically solving the 
inverse problem (e.g. the calibration) with measured weld characteristics by means of a 
multi variable global optimisation problem. Since solving one inverse problem requires 
many direct simulations, the application of a multi variable global optimisation algorithm 
makes sense only with fast direct simulations. In other words, the fast analytical 
temperature field solutions are well suited for solving an optimisation problem. As explained 
in section 3.2.5, the goal of this study is not focused on the development of an optimisation 
algorithm but on the application of analytical solutions for the welding simulation of complex 
automotive parts. Therefore, the global optimisation tool developed by Pittner and Weiss 
[77] has been used.  

5.2.1 Simplified geometry “parallel weld” 

As explained in section 3.3.5, the analytical temperature field simulation methods presented 
and validated in the previous sections have only been implemented for the simplified 
geometry “parallel weld”. Indeed, the potential of the analytical approach is not to replace 
the numerical thermal simulation, where more complex and realistic physical phenomena 
can be considered, but to accelerate the calibration time of the thermal model by giving an 
initial set of calibrated input parameters for the implemented distributed heat source. This 
statement is well illustrated by comparing the analytical and numerical simulation times of 
the thermal simulations of the simplified geometry “parallel weld” in Tab. 5.7. 

Tab. 5.7: Comparison of the analytical and numerical computational time of the thermal simulation of 
the simplified geometry “parallel weld” 

 Comp. time analytic Comp. time numeric Ratio (num/ana) 

Simulation welding 

characteristics  
-  simplified geometry 

“parallel weld” 

0.6 s  3030 s 5050 

Time for calibration of 

thermal model 

1830 s with 3051 

simulations 

 t >> 3030 s dependent 

on user expertise in 

welding simulation 

/ 
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The computational time to calculate the eight weld-characteristics Asim to Hsim with the 
presented analytical techniques takes 0.6 s and is 5050 times faster than the corresponding 
numerical simulation. The rapidity of the analytical model is due to the fact that only the 
eight weld-characteristics Asim to Hsim have been simulated independently from the rest of 
the structure. Contrarily, in a discrete FEM formulation, the entire structure must be 
simulated before any post-processing analysis.  

As previously explained in section 3.2.5, an important prerequisite for the implementation of 
a global optimisation algorithm (beside the “intelligence” of the implemented optimisation 
algorithm) to automatically solve an inverse problem is a short computational time of a 
single simulation. With 0.6 s for the simulation of the welding characteristics  for the 
calibration of the thermal model of the simplified geometry “parallel weld”, this prerequisite 
is fulfilled. Thus, the convergence of the optimisation routine over the given constrained 
parameter space, see Fig. 3.22 in section 3.2.5, has been found after 3051 single 
simulations. With the analytical simulation time of 0.6 s, this corresponds to a calibration 
time of 1830 s. It is interesting to see that this time is 44 % faster than one single numerical 
simulation. Just to have a comparison, if 3051 numerical simulations are run, this would last 
3030 * 3051 = 9244530 s or 2568 hours or 107 days!  

The optimisation algorithm has converged after the best fit between the measured and the 
simulated eight weld-characteristics Aexp,sim to Hexp,sim was found as shown in Tab. 5.8:  

Tab. 5.8: Comparison of the vectors of the experimental and simulated characteristics uexp,i = (Aexp, 

Bepx, Cexp, Dexp, Eexp , Fexp, Gexp, Hexp) and usim,i = (Asim, Bsim, Csim, Dsim, Esim , Fsim, Gsim, Hsim) taken 
from temperature cycles T1, T2, T3 and T4, cross-section and weld pool length 

   
 

  

Aexp 

Asim 

(1.24 s, 792 °C) 

(1.24 s, 897 °C) 
+ 13 % 

Eexp 

Esim 

(0.56 mm, 0.0 mm) 

(0.56 mm, 0.0 mm) 
+ 0% 

Bexp 

Bsim 

(129 s, 545 °C) 

(129 s, 652 °C) 
+ 20 % 

Fexp 

Fsim 

(0.56 mm, 1.0 mm) 

(0.56 mm, 1.0 mm) 
+ 0 % 

Cexp 

Csim 

(1.49 s, 503 °C) 

(129 s, 529 °C) 
+ 5 % 

Gexp 

Gsim 

(0.56 mm, 2.0 mm) 

(0.56 mm, 2.0 mm) 
+ 0 % 

Dexp 

Dsim 

(2.04 s, 306 °C) 

(129 s, 272 °C) 
- 11 % 

Hexp 

Hsim 

3.25 mm 

3.6 mm 
+ 11 % 

 

It is interesting to notice that the single values Asim to Hsim of the vector of the simulated 
characteristics usim,i differ to the single values Aexp to Hexp of the vector of the experimental 
characteristics usim,i from -11 % to 20 %. A better fit could nevertheless not be achieved; this 
statement highlights the fact that the simplifications and assumptions made on the 
analytical models, see sections 3.2.2 and 3.2.5 do not enable reproducing a real 
temperature field distribution with high accuracy. The analytically calibrated input 
parameters for the two double ellipsoidal heat sources used to obtain the vector of the 
simulated characteristics usim,i have been shown in Fig. 4.28 in section 4.2.3. A comparison 
of an analytical thermal simulation for the simplified geometry “parallel weld” simulated with 
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these calibrated heat source parameters against the corresponding real experimental data 
are plotted in the following Fig. 5.11 and Fig. 5.12.  

a) Measured and analytical temperature field T1 to T4 - with input
parameters from the optimisation algorithm - 0 s to 20 s

b) Measured and analytical temperature field T1 to T4 - with input
parameters from the optimisation algorithm - 1 s to 3 s
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Fig. 5.11: Comparison of the measured and the analytically simulated four temperature cycles T1-T4, 
simplified geometry “parallel weld”, q = 3.3 kW, η = 27.9 % and vs = 300 cm/min 

For the four temperature cycles T1 to T4, the general overview from 0 s up to 20 s in Fig. 
5.11a) shows a relative good agreement between the analytical and the measured 
temperature fields. A closer observation around the peak temperatures in the Fig. 5.11b) 
shows that the absolute deviations between the analytical and the numerical temperature 
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fields T3 and T4 are with 7.3 % and 10.1 % lower than those for the temperature fields T1 
and T2 with 28.9 % and 23.0 %. At this point, an exact explanation of these phenomena is 
difficult to conclude due to the high number of assumptions and simplifications made in the 
analytical model. Surely, this is a combination of the constant material properties at      
Tsolidus = 1380°C, the adiabatic boundary conditions and the non-consideration of the gap 
between the two sheets of the simplified geometry “parallel weld”.  

Contrarily, for the temperatures below 200°C, all the four measured temperature cycles 
show the same behaviour and cool faster than the simulated ones. This phenomenon can 
be related to two phenomena. Firstly, the constant value for the heat conduction taken at 
Tsolidus = 1380°C of 34 W⋅m-1

⋅K-1 is approximately two times smaller than the values for 
temperatures below 200°C. With a lower heat conduction value, the heat from the welding 
process flows more slowly into the rest of the part, resulting in a slower cooling time. 
Secondly, the adiabatic boundary condition in the analytical model does not allow heat loss 
to the environment through convection and radiation, which results automatically in a higher 
temperature during the cooling of the thermocouples.  

The comparison of the analytical and real fusion zone in cross-section and weld pool length 
for the simplified geometry “parallel weld” is shown in Fig. 5.12a) and b).  
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Fig. 5.12: Comparison of the measured and the analytically simulated fusion zone in cross-section 
and weld pool length, simplified geometry “parallel weld”, q = 3.3 kW, η = 27.9 % and 
vs = 300 cm/min 

The analytical simulated fusion zone in the thickness in Fig. 5.12a) has a “cylinder shape” 
with a constant width of 1.12 mm. This result differs from the real one, which fluctuates 
between 0.95 mm and 1.22 mm. At this point, it is important to notice that a representation 
of this complex variation of the real fusion zone width is not possible only with the two 
identical heat sources implemented in the simulation model at the upper and lower surface 
of the investigated plate as described in section 3.2.5. Furthermore, since no gap is 
considered in the analytical model, the heat accumulation zone observed in this area in the 
real experiment cannot be reproduced. These statements have been taken into 
consideration in the optimisation algorithm and an average value of 1.12 mm for the real 
width of the fusion zone in the thickness has been given for the three investigated points E, 
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F and G, see Fig. 3.21 in section 3.2.5. With a constant width of 1.12 mm, the analytical 
fusion zone matches the experimental values at those three points very well. This exact 
matching of the analytical fusion zone shape (at the point E, F and G) is directly due to the 
fact that the constant material properties at Tsolidus = 1380°C has been used in the 
simulation model. Finally, the area of the analytical fusion zone in cross-section is, with 2.24 
mm2, 1.3 % higher than the upper limit of the experimental scatter band. This result is also 
related to the simplification made in the analytical simulation model.  

For the weld pool length, the analytical simulation result is, with 3.6 mm, 6 % higher than 
the upper limit of the experimental scatter band. Here also, an exact explanation of this 
phenomenon is hard to conclude due to the assumptions and simplifications made in the 
analytical simulation model.  

Finally, the weld pool shape (characterised with the fusion zone in cross-section and the 
weld pool length) could be simulated analytically with a deviation to the experimental data 
less than 10 %. For the temperature cycles T1 to T4, the deviation is less than 30 %. The 
focus of this study, however, is not to calibrate the analytical model until the corresponding 
results match the experimental data perfectly. The presented analytical methods in 
combination with the optimisation algorithm should give an accurate initial set of input 
parameters for the numerical model with full complexity in as little time as possible. For this 
reason, the analytical results previously presented are treated as acceptable. The 
corresponding calibrated input parameters of the implemented two double ellipsoidal heat 
sources and efficiency of the welding process are therefore implemented in the numerical 
model as explained in section 3.2.5. The same temperature cycles T1 to T4 as in Fig. 5.11 
have been simulated in the numerical model and compared to the respective experimental 
data in Fig. 5.13. 
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a) Measured and numerical temperature field T1 to T4 - with input
parameters from the optimisation algorithm - 0 s to 20 s

b) Measured and numerical temperature field T1 to T4 - with input
parameters from the optimisation algorithm - 1 s to 3 s
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Fig. 5.13: Comparison of the measured and the simulated (with FEM) four temperature cycles T1-T4, 
simplified geometry “parallel weld” with the initial heat source input parameters provided by 
the global optimisation routine, q = 3.3 kW, η = 27.9 % and vs = 300 cm/min 

For all the four simulated temperature cycles T1 to T4, the overall behaviour from 0 s to 20 
s plotted in Fig. 5.13a) match the experimental data very well. For the peak temperatures 
shown in Fig. 5.13b), the absolute deviation of the numerical results to the experimental 
ones does not exceed 4 %. It is here interesting to notice that almost all the divergences 
between the analytical temperature cycles and the experimental data observed previously 
have been erased. The four peak temperatures have been well reproduced as well as the 
cooling behaviour below 200°C. These results demonstrate that the deviations between the 
analytical and experimental results presented previously were really related to the 
assumptions and simplifications of the analytical model. These results enable also to 
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conclude that the assumption to use the constant material properties at Tsolidus = 1380°C in 
the analytical model to calibrate the fusion zone of the weld is correct.  

The potential of the analytical methods combined with the optimisation algorithm to reduce 
the calibration time of the thermal model of the simplified geometry “parallel weld” is given. 
The time for the simulation of the analytical initial set of input parameters lasts 40 % faster 
than one single numerical simulation and the corresponding “first” numerical simulation 
match the experimental temperature field data with an absolute deviation less than 4%. 
Finally, after this first numerical simulation, only a few numerical simulation iterations have 
been required to find the final calibrated parameters of the simplified geometry “parallel 
weld”. The parameter shapes of the two double ellipsoidal heat sources have not been 
changed. Only the efficiency of the welding process has been slightly increased from 
27.9 % to 29 % and the influence of the clamping close to the welds has been considered.  

The final calibrated thermal model of the simplified geometry “parallel weld” with and 
without clamps is shown in the following Fig. 5.14 to Fig. 5.16. 

The measured and the simulated temperature cycles T1 to T4 are compared in Fig. 5.14. In 
Fig. 5.14a), the comparison is shown for the whole measurement time of 200 s. In this 
representation, the cooling behaviour of the thermocouples can be investigated. Here, after 
100 s until the end of the measurement, the simulated and measured temperatures are 
identical for the four thermocouples T1 to T4; this enables to conclude that the quantity of 
energy brought into the system and the boundary conditions are correct. A zoom of the 
temperature distributions between 10 s and 105 s in Fig. 5.14a) shows that the simulations 
without clamps cool more slowly than the experimental ones. After considering the clamps 
in the numerical model, see section 3.3.5, the respective four temperature cycles match the 
experimental data very well.  

The peak temperatures of the four thermocouples T1 to T4 are shown in Fig. 5.14b). In this 
small time interval around the peak temperatures, the clamps do not have any influences 
on the peak temperatures. This effect is comprehensible; the clamps are positioned behind 
the four thermocouples and the respective peak temperatures appear consequently before 
the heat reaches the clamps. For the amplitude of the peak temperatures, as expected, the 
simulation results are almost equivalent to those presented in Fig. 5.13b). With 1.1 % higher 
welding process efficiency (from η = 27.9 % to η = 29 %), the absolute deviation between 
the simulated and measured thermocouple T1, T3 and T4 is below 2.5 %. For the 
thermocouple T2, it is 6 %. At this point, it is important to remember that there is always an 
experimental scatter band. According to Schwenk [89], a thermal model for a welding 
simulation can be considered calibrated when the difference between the measured and 
simulated temperature cycles does not exceed ±10 %. Since experimental scatter bands for 
the temperature cycles have not been measured, this value has been considered for the 
validation of the thermal model. Thus, for the temperature cycles, the simulation results lie 
within the experimental scatter band.  
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Fig. 5.14: Comparison of the measured and simulated (with FEM) four temperature cycles T1-T4, 
simplified geometry “parallel weld” with the final calibrated heat source input parameters, 
q = 3.3 kW, η = 29 % and vs = 300 cm/min 

The fusion zone in cross-section has been simulated and compared with the real 
experimental data in Fig. 5.15. In comparison to the analytical model previously presented, 
the 0.2 mm gap between the joined sheet metals and realistic boundary conditions could be 
considered in the numerical simulation model. As expected, the resulting simulation results 
are closer the real experimental data than with the analytical model. The simulated weld 
pool area is within the experimental scatter band as shown in Fig. 5.15. The fluctuation of 
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the fusion zone width in the thickness could also be represented in the simulation model. In 
the middle of the weld at the interface between both sheet metals, the accumulation of heat 
due to the interruption of solid material can be well reproduced in the simulation model. The 
rest of the fusion zone width also matches the experimental data relatively good. Only at 
the upper and lower surface of the joined sheet metals, the fusion zone width becomes 
slightly larger for the real measurements. This phenomenon is probably related to the 
Marangoni convection flow (due to the temperature dependent gradient of surface tension) 
in the weld pool responsible in a general manner for a larger and longer weld pool. With the 
assumptions and simplifications assumed in this work, such a phenomenon cannot be 
considered. In a phenomenological way, however, it could have been reproduced by adding 
two small heat sources at the upper and lower surfaces. In practice, it would have 
considerably increased the number of input parameters to calibrate and has consequently 
been neglected.  

2.14mm²

1
.0

0
 m

m

0.20 mm

1 2 3 4
1.8

2.0

2.2

2.4

W
e
ld

 p
o

o
l 
a
re

a
 i
n

 m
m

2

T-fusion

T-min

Experimental scatter

Weld pool area simulated

Samples

0.9 mm

0.9 mm

1.15 mm

Sample 1

1.22 mm

1.04 mm

H 220

1.00 mm

1.13 mm

0.95 mm

DX 56

2.11mm²

 

Fig. 5.15: Comparison of the measured and simulated (with FEM) weld pool area in cross-section, 
simplified geometry “parallel weld” with the final calibrated heat source input parameters, 
q = 3.3 kW, η = 29 % and vs = 300 cm/min 

For the weld pool length, the comparison of the simulated and the measured results are 
plotted in Fig. 5.16. In comparison to the analytical simulation results, the weld pool length 
simulation with the numerical model with full complexity lay, with 3.16 mm, within the 
experimental scatter band. 
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Fig. 5.16: Comparison of the measured and simulated (with FEM) weld pool length, simplified 
geometry “parallel weld” with the final calibrated heat source input parameters, q = 3.3 kW, 
η = 29 % and vs = 300 cm/min 

Finally, even with the assumptions and simplifications made in the numerical simulation 
model, see section 3.3.2, the calibrated thermal model for this simplified geometry “parallel 
weld” enables to obtain a virtual temperature field with an absolute deviation between the 
simulated and the experimental data of less than 6 % for the temperature distributions and 
a fusion zone geometry (fusion zone in cross-section and weld pool length) within the 
experimental scatter band. The combination of the fast analytical temperature solutions with 
an accurate FE-model enables to obtain this result within a very short time in comparison 
with a conventional 100 % numerical approach. These results, i.e. the calibrated 
parameters of the two implemented double ellipsoidal heat source, are used as basis for 
the next simplified geometry “overlap weld” and finally for the demonstrator part 
wheelhouse.  

5.2.2 Simplified geometry “overlap weld” 

The simplified geometry “overlap weld” is a transition step between the simplified geometry 
“parallel weld” and the wheelhouse assembly as shown in section 3.1.3.1. At this point, it is 
important to remember that no calibration of the thermal model of this simplified geometry is 
done. Exactly the same calibrated input parameters of the implemented two double 
ellipsoidal heat sources as for the simplified geometry “parallel weld”, see section 4.3.3, 
have been used for the respective thermal simulation.  

The comparisons between the simulated and measured thermal results, i.e. temperature 
cycles, fusion lines in cross-sections and weld pool lengths, are shown in the following Fig. 
5.17 to Fig. 5.19. For the simulated and measured temperatures cycles T1 to T4, the 
comparison is plotted for all the welding process and cooling time from 0 s to 200 s in Fig. 
5.17a) and locally around the peak temperatures between 1 s and 3 a in  Fig. 5.17b).  
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a) Measured and simulated temperature cycles T1-T4 from 0 s to 200 s

b) Measured and simulated temperature cycles T1-T4 from 1 s to 3 s
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Fig. 5.17: Comparison of the measured and simulated (with FEM) four temperature cycles T1-T4, 
simplified geometry “overlap weld” simulated with the final calibrated heat source input 
parameters from the simplified geometry “parallel weld”, q = 3.3 kW, η = 29 % and 
vs = 300 cm/min  

In Fig. 5.17a), the simulation without clamps cools slower than the measured ones. The 
same trend has been observed for the simplified geometry “parallel weld”; however with 
smaller amplitude. This observation is related to the different clamping conditions for both 
models, which have automatically different heat absorption capacities. In this case, after 
considering the clamps in the simulation models, the cooling behaviour of the simulated 
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temperature cycles match the real ones very well as shown in the zoomed view in Fig. 
5.17a). This enables to conclude that the clamping device for the simplified geometry 
“overlap weld” absorbs more heat energy than those from the simplified geometry “parallel 
weld”.  

For the peak temperatures of the temperature cycles T1 to T4, the same observation as for 
the simplified geometry “parallel weld” can be made: the influence of the clamping 
conditions on the cooling behaviour begins after the heat reached the thermocouples and 
have therefore no significant influence of the peak temperatures within the time interval 
plotted in Fig. 5.17b). The difference of the peak temperature amplitudes between the 
measured and simulated four temperature cycles T1 to T4 does not exceed 8 %. The 
maximal value of 8 % have been measured for the thermocouple T3 and is only 2 % higher 
than the maximum value of the simplified geometry “parallel weld”, see Fig. 5.14, but stays 
within the maximum ±10 % boundary taken for the simplified geometry “parallel weld” in the 
previous section. Thus, from the point of view of the temperature cycles, the calibrated 
parameters of the simplified geometry “parallel weld” enable simulating the simplified 
geometry “overlap weld” directly without any readjustments.   

The comparison of the measured and simulated fusion line in cross-section and weld pool 
length for the simplified geometry “overlap weld” are plotted in the following Fig. 5.18 and 
Fig. 5.19:  
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Fig. 5.18: Comparison of the measured and simulated (with FEM) weld pool area in cross-section, 
simplified geometry “overlap weld” simulated with the final calibrated heat source input 
parameters from the simplified geometry “parallel weld”, q = 3.3 kW, η = 29 % and 
vs = 300 cm/min 
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Fig. 5.19: Comparison of the measured and simulated (with FEM) weld pool length, simplified 
geometry “overlap weld” simulated with the final calibrated heat source input parameters 
from the simplified geometry “parallel weld”, q = 3.3 kW, η = 29 % and vs = 300 cm/min 

The simulation results are almost identical to those for the simplified geometry “parallel 
wed” in the previous section and both also lie within the respective experimental scatter 
bands. After the validation of the thermal model for the temperature cycles, these results 
were expected and confirm the statement that the calibrated parameters for the thermal 
model of the simplified geometry “overlap weld” could be exactly overtaken from those of 
the simplified geometry “parallel weld”.  

Finally, the results in this section demonstrate that the initial input parameters for the 
thermal model of the simplified geometry “parallel weld” given by the optimisation algorithm 
presented in section 3.2.5 can also be used also as initial input parameters for the 
simplified geometry “overlap weld”. In other words, it means that the presented fast 
analytical temperature solutions can be used with a global optimisation routine to 
automatically calibrate an initial set of input parameters for the thermal model of the 
simplified geometry “overlap weld”.  
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5.3 Application for the industrial welded assemblies 

The combined method presented in the previous sections between the fast analytical 
temperature field solutions with a conventional numerical approach has been succefully 
implemented for the calibration and the simulation of the thermal model of the simplified 
geometries “parallel weld” and “overlap weld”. The possible implementation of this approach 
has been analysed for the two complex industrial demonstrator’s wheelhouse and 
crossbeam. The results of these analyses are presented and discussed in the following 
sections 5.3.1 and 5.3.2. Finally, the thermomechanical simulation results of the welding 
induced distortions of the crossbeam welded assembly are compared to the experimental 
data in section 5.3.3.  

5.3.1 Temperature field simulation of the wheelhouse 

As described in section 3.1.4, the wheelhouse is not a distortion relevant part and only the 
welding induced temperature field has been simulated and compared to experimental data. 
The combination of the extreme high gradient temperature around the welds due to the high 
energy density of the laser beam welding process with the large dimension of the 
wheelhouse are responsible for a large numerical simulation model with approximately   
230,000 nodes. The respective numerical temperature field simulation takes more than four 
hours (15,500 s). For such a large structure, this calculation time for a full transient 
temperature field simulation is competitive in comparison to the calculation time of 
equivalent structures in the literature [126]. This is directly related to the mesh refinement 
algorithm, which enables to start the simulation with a coarse numerical model with less 
than 50,000 nodes. For the calibration of the thermal model against experimental data, 
however, this time still restrains a high number of direct simulations. For this reason, the 
same approach as for the simplified geometry “overlap weld” has also been tested for the 
wheelhouse. In the previous section, the calibration of the thermal model of the simplified 
geometry “overlap weld” has been succefully skipped by taking the calibrated parameters of 
the simplified geometry “parallel weld”. Since the weld configuration of the wheelhouse is 
locally identical to the simplified geometry “overlap weld”, the same calibrated parameters 
from the simplified geometry “parallel weld” have been used for the temperature field 
simulation of the wheelhouse. The comparison of the measured and simulated four 
temperature cycles T1, T4, T5 and T6 of the wheelhouse are plotted in Fig. 5.20.  

In Fig. 5.20a), the numerical temperature fields match the experimental ones during the 
welding process and cooling time very well for both welds W1 and W3. As for the simplified 
geometries “parallel weld” and “overlap weld”, the consideration of the clamps has no effect 
on the peak temperatures and on the final temperature after 200°C. This statement is due 
to the fact that if the peak temperatures are measured, the heat has not diffused into the 
clamps yet. Below approximately 200°C, however, the influence of the clamps is 
perceivable; the temperature cycles simulated with clamps cool faster than those simulated 
without clamps and are closer to the corresponding real measurement. This phenomenon 
has already been observed with the geometries “parallel weld” and “overlap weld” but with 
different magnitudes. These differences can be explained by looking at the clamping 
fixtures. For the wheelhouse for instance, the contact areas with the clamps are much 
smaller than those for the simplified geometry “overlap weld” resulting in a lower heat 
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transfer between both parts. A zoomed view of the peak temperatures and high gradient 
temperatures close to the welds W1 and W3 is plotted in the Fig. 5.20b). The simulated 
peak temperatures of the four plotted temperature cycles T1, T4, T5 and T6 for both welds 
W1 and W3 match the experimental ones well with an absolute deviation between both 
simulated and experimental results lower than 4 %. These results are in the same order of 
magnitude as those from the simplified geometry “overlap weld”.  

a) Measured and simulated temperature cycles T1-T4 (weld W1) and T5-T6
(weld W3), from 0 s to 200 s

b) Measured and simulated temperature cycles T1-T4 (weld W1) and T5-T6
(weld W3), from 0 s to 20 s
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Fig. 5.20: Comparison of the measured and simulated (with FEM) four temperature cycles T1, T4, T5 
and T6, wheelhouse simulated with the final calibrated heat source input parameters from 
the simplified geometry “parallel weld”, q = 3.3 kW, η = 29 % and vs = 300 cm/min  
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The comparison of the simulated and measured fusion zones in a cross-section 
perpendicular to the welds W1 and W3 is plotted in Fig. 5.21.  
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Fig. 5.21: Comparison of the measured and simulated (with FEM) weld pool area in cross-section, 
wheelhouse simulated with the final calibrated heat source input parameters from the 
simplified geometry “parallel weld”, q = 3.3 kW, η = 29 % and vs = 300 cm/min  

It is important to remember that the gap between the two welded parts of the wheelhouse 
assembly has not been considered in the simulation model as explained in section 3.3.5. 
For this reason, the accumulation of heat in the middle of the joint (due to the gap), 
observable in the experimental cross-sections in Fig. 5.21, cannot be reproduced in the 
simulation model. With neglecting the local fluctuations of the real fusion zone geometries, 
however, the fusion zone geometries of the weld W1 and W3 have been well considered in 
the simulation model; the corresponding simulated fusion zone areas are within the 
experimental scatter band.  

Finally, the comparison of the simulated weld pool lengths of the weld W1 and W3 against 
the experimental data is shown in Fig. 5.22. 
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Fig. 5.22: Comparison of the measured and simulated (with FEM) weld pool length, wheelhouse 
simulated with the final calibrated heat source input parameters from the simplified 
geometry “parallel weld”, q = 3.3 kW, η = 29 % and vs = 300 cm/min  

Both simulated weld pool lengths from the welds W1 and W2 are situated in the upper part 
of the experimental scatter band. For the simplified geometry “overlap weld”, whose joint 
shape is identical to the wheelhouse, the experimental weld pool length scatter band is 
almost the same as for the wheelhouse as shown in section 5.2.2. This observation is 
logical and was expected. In the simulation models, however, the simulated weld pool 
length of the simplified geometry “overlap weld” is situated in the lower part of the 
experimental scatter band. This difference between the simplified geometry “overlap weld” 
and the wheelhouse is related to the 0.2 mm gap considered in the simplified geometry 
“overlap weld”. Fig. 5.23 illustrates this statement. The geometry with gap has a larger joint-
volume (V1+V2+V3) than the geometry without gap (V4). The energy required to melt the 
supplement gap volume (V2) for the geometry with gap is also used in the geometry without 
gap and is therefore responsible for the longer weld length. This statement has been 
verified with the simplified geometry “overlap weld”; a simulation has been run without gap 
and the resulting weld pool length was also situated in the upper part of the experimental 
scatter band like for the wheelhouse.  

a) Geometry with gap b) Geometry without gap
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V4

V1 + V2 + V3 > V4

 

Fig. 5.23: Joint-volume for geometries with and without gap 
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Finally, the calibrated parameters of the simplified geometry “parallel weld” could be directly 
implemented without any readjustment for the temperature field simulation of the 
wheelhouse. The respective simulated temperature cycles, fusion zones in cross-section 
and weld pool lengths are within the corresponding experimental scatter bands. The 
normally extremely time-intensive calibration procedure for such a large industrial welded 
assembly could be skipped out. With the application of the analytical temperature field 
solutions with the global optimisation algorithm, good initial parameters for the thermal 
model of the wheelhouse could be obtained automatically in 1830 s which is approximately 
8 times faster than a respective single temperature field simulation. With this test case, the 
potential of fast analytical temperature field solutions to accelerate the calibration of the 
thermal model for the welding simulation of complex and large industrial structure is given.  

It is however important to notice that this combined method between the analytical and the 
numerical approach is only possible for a parallel joint configuration. For an overlap joint 
configuration like for the crossbeam welded assembly presented in the next section, the 
analytical temperature field solutions are not valid and the combined method can therefore 
not be implemented. Up to now, no analytical temperature solutions for an overlap joint 
have been published yet and research work in this field is still required.  

5.3.2 Temperature field simulation of the crossbeam 

As previously mentioned in the section 5.3.1, the analytical temperature field solutions 
previously presented are only valid for parallel joints. They can therefore not be 
implemented to simulate the overlap joints of the crossbeam welded assembly. Thus, the 
entire welding simulation, i.e. thermal model calibration plus thermomechanical welding 
simulation, has been completely run with FEM. The simulation for the temperature field 
simulation takes approximately 11000 s or 3 hours. The same remarks as for the 
wheelhouse can be done: This full transient temperature field simulation for a FE-model 
containing more than 100,000 nodes is competitive but still restrains the high number of 
required iterations for the calibration of the thermal model. For this reason, an initial set of 
input parameters for the thermal model of the crossbeam has been iteratively estimated on 
a small part as explained in section 3.3.6. For this first calibration, only the fusion line in 
cross-section has been taken as criterion. Finally, after this first fast initial calibration, a final 
fine manual calibration is done for the entire crossbeam. The comparison of the simulated 
and measured temperature cycles is shown in Fig. 5.24.  

The representation of the temperature cycles is equivalent as for the wheelhouse in the 
previous sections. Firstly, the entire welding process and cooling is observed; in this view, 
the overall behaviour of the temperature cycles and the boundary conditions of the system 
can be proved. Accurate quantitative statements can then be formulated with the second 
view concentred around the peak temperatures. In Fig. 5.24a), the temperature cycles T2, 
T4, T5 and T6 are plotted from 20 s to 200 s. The overall behaviour of the simulated four 
temperature cycles matches the corresponding experimental data very well. The final 
temperatures after 200 s have been well reproduced which enables to conclude that the 
boundary conditions of the system are correct. Quantitative statements concerning the peak 
temperatures can be made in Fig. 5.24b). The respective maximum deviation between the 
simulated and the measured values is 6.2 % for the temperature cycles T8. The cooling 
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behaviour in the high temperature gradient zones (just before and after the peak 
temperatures) is well reproduced by the simulation for all the four temperatures cycles. In 
conclusion, the thermal model is well calibrated according to the temperature cycle 
measurements.  
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a) Measured and simulated temperature cycles T2, T4, T5 and T6 from 20 s to 200 s
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Fig. 5.24: Comparison of the measured and simulated (with FEM) four temperature cycles T2, T4, T5 
and T6, crossbeam, MIG welding overlap joint, material thickness 2.8 mm, Uave = 162 V, 
Iave = 22 A and vs = 100 cm/min 
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For the final validation of the thermal model, however, the simulated weld pool shape must 
also be compared to experimental data. For this task, the fusion zone in cross-section and 
the weld pool length are taken as criterion as explained in section 3.1.4.2. The comparison 
of the simulated and measured fusion zone in cross-section for three welds W1r, W2l and 
W4l is plotted in Fig. 5.25.  
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Fig. 5.25: Comparison of the measured and simulated (with FEM) welds W1r, W2l and W4l in cross-
section, crossbeam, MIG welding overlap joint, material thickness 2.8 mm, Uave = 162 V, 
Iave = 22 A and vs = 100 cm/min 

For the three welds W1r, W2l and W4l the simulated fusion zones in cross-section match 
the experimental data qualitatively very well. Quantitatively, the simulated fusion zone areas 
and fusion zone widths are within the experimental scatter band. For the simulated fusion 
zone depths, the values of the welds W1r and W4l are situated in the upper part of the 
respective experimental scatter band and only the value of the weld W2l is, with 2.11 mm, 
10 % higher than the upper limit of the scatter band. At this position, this 10 % deviation 
only for one single value has been judged acceptable and the thermal model is also 
considered calibrated according to the fusion zone shape in cross-section.  

The comparison of the simulated and measured weld pool length is shown in Fig. 5.26. All 
the three simulated weld pool lengths for the welds W1r, W2l and W4l are situated with the 
corresponding experimental scatter band and the thermal model is therefore considered 
calibrated.  
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Fig. 5.26: Comparison of the measured and simulated (with FEM) weld pool length, crossbeam, MIG 
welding overlap joint, material thickness 2.8 mm, Uave = 162 V, Iave = 22 A and 
vs = 100 cm/min 

Finally, for the calibration of the thermal model of the crossbeam, the difference between 
the experimental and the simulation data is less than 7 % for the peak temperatures and 
high temperature gradients and the simulated fusion zones in cross-sections and weld-pool-
length are within the experimental scatter bands. The calibrated thermal model is therefore 
validated and a thermomechanical simulation of the distortion can be started. No further 
calibration of the heat source model is done within the validation of the thermomechanical 
simulation of distortion presented in the next section.  

5.3.3 Distortion simulation of the crossbeam 

The results discussed in the previous section are used as thermal load for the 
thermomechanical simulation of the distortions. According to the simplifications and 
assumptions made in section 3.3.2, a non-coupled relationship is considered between the 
thermal and the mechanical simulation. Surely, the consideration of a more complex 
simulation model may lead to more accurate results as in [126] for instance. The 
corresponding expert knowledge’s in welding simulation and the computational cost are 
nevertheless still too high for a wide application in the industry. Furthermore, a full transient 
non-coupled thermomechanical simulation based on a heat conduction problem in solid 
medium has often been used and validated to simulate the welding induced distortions [89, 
122, 130] making this assumption suitable.  

In the mechanical model used for the simulation of the distortions, no mechanism for the 
softening effect occurring during the welding process of the aluminium alloy from the 6xxx 
series described in section 3.1.1.3 has been implemented. In order to quantify the influence 
of this simplification, two simulations have been run, one with the BM and one with the HAZ 
material properties as described in section 3.3.6. Since the plastic deformation zone around 
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the weld pool, which is responsible for distortions, is composed of a mixture between the 
BM and the HAZ materials, the resulting two simulation results form a bandwidth around 
this softening mechanism.  

The comparison of the simulated and measured distortion fields and distributions are 
plotted in the next four figures, Fig. 5.27 to Fig. 5.31. The experimental global distortion field 
measured with the optical distortion measurement system, see section 3.1.4.2, is compared 
to the corresponding two simulation fields calculated for the two investigated clamping types 
in Fig. 5.27. 
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Fig. 5.27: Comparison of the simulated (with BM material properties) and experimental global 
distortion field measurement after 800 s, crossbeam, measured with optical 3D deformation 
analysis system Aramis, simulated for two different mechanical boundary conditions 

Here, it is worth to notice that a field representation enables to give a global appreciation of 
the investigated phenomenon. For this reason, the influence of the BM and the HAZ 
material properties on the simulated distortions cannot be analysed well in this form and 
only the simulation results for the BM material properties are plotted in Fig. 5.27. 
Qualitatively, the two simulations match the measured field well; this means that the 
implemented physical model is adequate. Quantitatively, the global distortions simulated 
with the model with the complete clamping are in the same order of magnitude as the 
measured ones. The global distortions predicted by the simulation model with the rigid 
clamping are, however, approximately twice as large compared with the experimental data. 
This phenomenon can be explained by analysing the clamps during the distortion 
measurements. As explained in section 3.1.3.2, the clamp CC1 has not been released after 
the welding process in order to have a reference fixed point for the distortion 
measurements. This configuration is represented in Fig. 5.28a).   
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Fig. 5.28: Influence of the clamping definition in the simulation model on the final simulated 
distortions 

Due to the welding induced distortions, the crossbeam bends itself in z-direction. If the 
crossbeam is clamped in the clamp CC1 as shown in Fig. 5.28a), the resulting lever arm at 
the other extremity of the crossbeam in combination with the gravity force is responsible for 
the three reaction forces R1, R2 and R3 in the clamp CC1. In the simulation model with the 
rigid clamping, represented in Fig. 5.28b), the degree of freedom of the nodes at the 
contact surface between the clamps and the crossbeam are fixed to zero and prevent 
therefore any displacements and rotations of the crossbeam. In the simulation model 
containing the complete clamping as independent part, represented in Fig. 5.28c), the 
stiffness’s S1, S2 and S3 of the clamp CC1 at the contact surfaces with the crossbeam are 
therefore automatically considered by the FE- model. In this configuration, the small 
rotations and displacements of the crossbeam due to reaction forces R1, R2 and R3 on the 
clamp CC1 are responsible for a small subsidence of the crossbeam in the clamp and 
therefore for global lower distortion amplitude.  

For an accurate quantitative and qualitative validation of the simulation model, however, an 
analysis of the transient distortion distributions at a single position during all the 
measurement process, i.e. welding and cooling, is more appropriate. Thus, the transient 
distortion distribution in x-, y- and z-directions have been measured and simulated at the 
position A, see Fig. 5.27. The comparisons of the respective simulated and the 
experimental results are plotted in the following Fig. 5.29, Fig. 5.30 and Fig. 5.31:  
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Fig. 5.29: Comparison of the measured and simulated transient distortion at point A in x-direction, 
crossbeam, MIG welding overlap joint, material thickness 2.8 mm, Uave = 162 V, Iave = 22 A 
and vs = 100 cm/min 
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Fig. 5.30: Comparison of the measured and simulated transient distortion at point A in y-direction, 
crossbeam, MIG welding overlap joint, material thickness 2.8 mm, Uave = 162 V, Iave = 22 A 
and vs = 100 cm/min 
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Fig. 5.31: Comparison of the measured and simulated transient distortion at point A in z-direction, 
crossbeam, MIG welding overlap joint, material thickness 2.8 mm, Uave = 162 V, Iave = 22 A 
and vs = 100 cm/min 

The value of the global distortion field at the point A plotted at t = 800 s in Fig. 5.27 is close 
to the value of the distortion in z-direction (also at t = 800 s) in Fig. 5.31. This is due to the 
fact that the distortions in z-direction are approximately 3 and 17 times higher than the 
distortions in the y- and x-directions, respectively. The statement made previously with the 
distortion field analysis is therefore confirmed: the global distortions (mainly governed by 
the distortion in z-direction) simulated with the complete clamping are approximately two 
times lower than the simulation with the rigid clamping at t = 800 s. The transient distortion 
distributions enable analysing the evolution of the distortion with time. Here, the distortions 
in z-direction are within the experimental scatter band during all the measurement process. 
In the x-direction in Fig. 5.29, the distortion distributions for both clamping models have only 
been qualitatively well reproduced during all the cooling process. Quantitatively, both 
simulation models with the real and with the fixed clamps are slightly above the 
experimental scatter band; the simulation with the complete clamping gives the more 
accurate simulation results. For the distortion in y-direction in Fig. 5.30, the simulation 
results of the model with rigid clamping are quantitatively and qualitatively wrong; this 
phenomenon can be directly related to the ideal rigid clamping definition in the simulation 
model, which does not alloy in this case to reproduce the measured distortion distribution in 
the y-direction. Contrarily, with the complete clamping definition, the corresponding 
simulation results are within the experimental scatter band almost during all the welding and 
cooling time. Only between 100 s and 200 s, the simulation results are out of the 
experimental scatter band. Here, it is important to notice that the rigid clamping definition is 
not a wrong assumption in a general manner; an analysis of its possible application to 
reproduce the investigated real clamping system is nevertheless required in order to avoid 
wrong simulation results.  

This result highlight the importance of the concordance between the real clamping system 
and its virtual definition in the simulation model  
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As previously mentioned the influence of the softening effect occurring during the welding of 
the aluminium alloy of the crossbeam has been indirectly investigated by running two 
thermomechanical simulations with the BM and with HAZ material properties. In each figure 
Fig. 5.29, Fig. 5.30 and Fig. 5.31, the dashed lines represent the simulations with the HAZ 
material properties and the full lines with the BM material properties. Qualitatively, all the 
distortion distributions in x-, y- and z-directions with the BM and HAZ material properties are 
equivalent. Quantitatively, for all simulations, the distortion amplitudes calculated with the 
HAZ material properties are higher than those calculated with the BM material. This is due 
to the fact that the yield stress of the HAZ material is lower than the yield stress of the BM, 
see section 3.1.1.3. Therefore the material with the lower yield stress develops a higher 
plastic deformation for an equivalent load resulting in a higher degree of plastification and 
consequently in higher distortions. Here, the different amplitudes between these dashed 
lines and solid lines for all the distortions in x-, y- and z-directions do not exceed 10 %. 
According to the simplifications and assumptions made in the simulation model, an absolute 
deviation between the simulated and the experimental results of 10 % is considered 
appropriate. For this reason, in this test case and more generally for a large welded 
assembly with this aluminium alloy, the consequent effort required to consider the softening 
effect in the simulation model would not bring a relevant improvement of the simulation 
result.  

Finally, a correct definition of the mechanical boundary conditions of the crossbeam welded 
assembly is found to be essential to guarantee a qualitatively and quantitatively good 
distortion prediction. In this test case, it has been shown that the simulation model 
containing the complete clamping as single part enables to obtain the more accurate 
simulation results in comparison with the simulation model with rigid clamping. This 
statement is in accordance with the conclusions given by Roeren [108, 109].Here, however, 
the real clamping device used to weld the crossbeam assembly was relatively simple in 
comparison to the real one in the automotive production line and could be therefore quickly 
implemented in the simulation model. For more complex clamping devices, this approach 
may not be possible. In fact, the choice of the clamping type in the simulation model is 
dependent on the expected degree of accuracy of the simulation results. For only a 
qualitative distortion analysis, the simulation model with the rigid clamping is appropriate; 
for the crossbeam, the main distortions in z-direction have been qualitatively well 
calculated. For more accurate results, the consideration of the complete clamping devices 
in the simulation model is optimal but increased the complexity of the simulation model and 
therefore the global time to solution. A third clamping type in the simulation model could be 
a good alternative between the rigid and the complete clamping model as shown by Roeren 
[108, 109]. With this clamping type, elements with a predefined stiffness characteristic are 
implemented at the contact surface between the welded assembly and the clamps in the 
same manner as for the rigid clamping. The advantage of this clamping definition is its 
relative simple implementation and the corresponding computational time, equivalent to the 
rigid clamping model. The main handicap of this technique is the determination of the 
corresponding stiffness of the clamps. This can be done experimentally as shown by 
Lutzman in [107], but the corresponding techniques and required experimental equipment 
are highly time and cost intensive. For this reason, this approach has been judged not 
easily adaptable in an industrial context and has been not taken into account.  
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6 Summary and outlook 

This Ph.D. thesis has been focused on the possibilities and limits of the application of fast 
analytical temperature field solutions to simulate the welding induced distortion of complex 
automotive welded assemblies. A structure welding simulation approach has been 
implemented: in a first simulation step, the temperature field induced by the welding 
process is calculated and then transferred in a second simulation step as input data for the 
mechanical simulation of the welding distortions. For the temperature field simulation, the 
energy of the welding process has been simplified with a phenomenological heat source 
model. This approach is relatively easy to implement but the respective heat source model 
is not related to the physical properties of the investigated welding process and needs 
therefore to be calibrated iteratively against experimental data. The high number of direct 
simulations required to obtain a calibrated thermal model in combination with the extremely 
time-consuming transient welding simulation with conventional numerical methods has 
restrained the wide application of welding simulation in the automotive industry. In 
comparison to a conventional numerical approach, the calculation time of analytical 
solutions is extremely fast but restricted, so far, to ideally simple geometries. The idea 
followed in this study is to extend the application of analytical solutions for realistic 
geometries and to combine both analytical and numerical approaches to accelerate the 
calibration of the thermal model and finally improve the global welding simulation workflow. 
The application of this combined method is possible only if the analytical temperature 
results are comparable to an equivalent numerical simulation. For this reason, the first 
investigation is done for a point heat source moving along a straight welding trajectory on 
an infinite solid in steady state. In this configuration, the analytical temperature field is exact 
and allows validating the result of the numerical model. In the next steps, this analytical 
solution is taken as basis and is extended and validated with increasing complexity until an 
analytical solution for a double ellipsoidal heat source moving along an arbitrarily curved 
welding trajectory on a finite thin plate in transient state is reached. All these analytical 
temperature field solutions are validated on small, simple geometries. In order to highlight 
the potential of the last validated analytical solution in means of result accuracy and 
computational time, the temperature field on a semi-industrial thin plate with four long 
curved welds is simulated analytically and numerically. The results accuracy of both 
methods is comparable and, for instance, the analytical simulations are up to 85,000 times 
faster for the estimation of the weld pool length.  

The application of the presented analytical temperature field solutions is then tested on two 
large and complex automotive welded assemblies. The first one is a wheelhouse composed 
of two ferritic deep-drawing sheet metal parts with 1 mm thickness joined with a laser beam 
welding process with approximately 600 mm weld seam length. The second one is 
crossbeam composed of five aluminium extrusion parts with 2.8 mm thickness in a 6xxx 
series aluminium alloy joined with a MIG welding process with approximately 500 mm weld 
seam length. For both test cases, transient temperature field measurements, metallographic 
cross-sections perpendicular to the weld seams and weld pool length measurements have 
been carried out to have reference data for the calibration of the respective thermal models. 
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Distortion field and transient distortion distribution measurements are also done to validate 
the thermomechanical simulation results.  

The analytical solution for the double ellipsoidal heat source moving along an arbitrarily 
curved welding trajectory on a finite thin plate in transient state is up to now the most 
complex application of analytical temperature field solutions for welding simulation. 
However, for the simulation of real welding problems, the consideration of temperature 
dependent material properties and realistic boundary conditions is of major importance and 
can only be considered in the thermomechanical numerical simulation model. For this 
reason, the replacement of a slow but accurate numerical temperature field simulation with 
a fast simplified analytical temperature field simulation is not investigated. Since the effort 
required to calibrate the numerical thermal model is more time consuming than the time for 
a single numerical simulation. A reduction of these iteration loops could decrease the global 
simulation time considerably. Therefore, it has been investigated if the fast analytical 
temperature field models can give an initial set of calibrated heat input parameters to the 
numerical model. The simplifications and assumptions made in the simplified analytical 
model are then compensated with a final calibration only carried out within the numerical 
model with full complexity. Furthermore, the short computational efforts of the analytical 
solutions enables the implementation of a global calibration algorithm based on neural 
networks so that unknown input parameters of the phenomenological simulation model are 
automatically evaluated by calibration against the experimental data.  

This method has been implemented for the welding simulation of the wheelhouse. With a 
calculation time of 15,500 s for a single thermal simulation of the entire geometry, the 
calibration of the numerical thermal model would have not been possible in a realistic 
industrial time frame. Locally around the weld seams, the parallel joints in overlap 
configuration can be simplified with parallel joints. With this simplification, the analytical 
approach could be used. Thus, welding experiments have been carried out for two small 
sheets welded in a parallel joint configuration; the same welding parameters as for the 
wheelhouse are used. A simplified analytical model with linear material properties and 
adiabatic boundary conditions and a numerical model with full complexity are used for this 
simple test case. The phenomenological heat source model is then automatically calibrated 
with the analytical approach combined with the global optimisation algorithm. The potential 
of the fast analytical methods to decrease the calibration time of the phenomenological heat 
source model could be well demonstrated within this example. Indeed, the calculation time 
of the 3051 direct simulations run during the automatic calibration is shorter than one 
equivalent FE-simulation. The respective analytically calibrated heat source parameters are 
finally used in the counterpart FE-model as an initial set of parameters. The resulting 
numerical simulation results are close to the corresponding experimental data with an 
absolute deviation of the peak temperatures to the experimental data below 4%. Only a few 
calibration loops are then necessary within the numerical model to obtain the final 
calibrated thermal model.  

The possibilities to use the calibrated heat source parameters of the simplified geometry 
“parallel weld” as input parameters for the parallel joints in overlap configuration of the 
wheelhouse is not directly tested on the complete wheelhouse geometry but on a second 
simplified test case composed of two small steel sheets positioned exactly in the same 
overlap joint configuration than the wheelhouse. The resulting simulation results match the 
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experimental data with a maximum deviation between the simulated and measured peak 
temperatures of 8 % validating the geometry simplification of the joint. With the same logic, 
the thermal model of the wheelhouse is not directly calibrated; the entire welded assembly 
is directly simulated with the heat source parameters of the simplified geometry “parallel 
weld”. The simulation results match also the respective experimental data well with a 
maximum deviation between the simulated and measured peak temperatures of 4 %. 
Finally, the calibration of thermal model of the complex and large wheelhouse demonstrator 
part could be significantly accelerated with the implementation of the combined analytical-
numerical method on an optimum simplified test case.  

For the simulation of the crossmember welded assembly, the overlap joint geometry could 
not be simplified with the analytical approach presented in this work; the entire simulation 
workflow has been done consequently only with FEM. In order to accelerate the calibration 
of the thermal model, a small part of the crossbeam around one weld is cut apart from the 
rest of the structure and a first calibration is made on this small part. The advantage of this 
method is the extremely short calculation time in comparison to the thermal simulation of 
the entire crossmember. Similarly to the wheelhouse, the calibrated heat source parameters 
on its small test case are used as initial set of parameters for the final calibration on the 
entire crossbeam structure. After the calibration, the maximum deviation between the real 
and the simulated peak temperature does not exceed 6%. With this method, the global 
calibration time of the thermal model is not as fast as with the analytical approach 
implemented for the wheelhouse welded assembly. However, it is much faster than a 
conventional calibration on the entire structure and could enable to calibrate the thermal 
model of the crossbeam welded assembly within an acceptable industrial time frame. After 
the calibration of the thermal model, a thermomechanical simulation is carried out for the 
estimation of the distortions. Two types of the clamping boundary conditions have been 
investigated. In the first clamping fixture, all the degrees of freedom of the nodes in contact 
between the crossmember and the clamps are fixed. This method is easy to implement but 
can lead to wrong distortion distributions as shown for the crossbeam welded assembly with 
the distortion in y-direction. For the second clamping fixture, the entire clamping geometry is 
implemented in the simulation model. This technique leads to the best qualitative and 
quantitative distortion results but also to the higher computational times. 

The results presented and discussed in this Ph.D. have shown that an application of 
welding simulation in the automotive industry is connected with an optimisation of the time 
required for an industrial user to carry out the entire workflow of a welding simulation. The 
extensions of the analytical temperature field solutions proposed in this work have a high 
potential to reduce the calibration time of the thermal model. For large and complex 
industrial structures, this analytical approach can however only be implemented in an 
indirect manner for parallel weld joint geometry limiting therefore its universal applicability. 
Some research work is still required to develop new analytical solutions for other joint 
geometries. 



 

   



 

  143 

Nomenclature 

Abbreviations 

Abbreviation Meaning 

AWS American Welding Society 

BAM Bundesanstalt für Materialforschung und -prüfung, 
Federal Institute for Materials Research and Testing 

BEM Boundary Element Method 

BMBF Bundesministerium für Bildung und Forschung 

BM Base Metal 

CAD Computed Aided Design 

CAE Computed Aided Engineering 

CCD camera Charged-coupled-device camera 

1D, 2D, 3D One, two, three dimensions 

DIN Deutsches Institut für Normung e.V. 

EBW Electron Beam Welding 

LBW Laser Beam Welding 

FDM Finite Differences Method 

FE Finite Element     

FEM Finite Element Method 

FVM Finite Volume Method 

GMAW Gas Metal Arc Welding 

GMA Laser-Hybrid Welding Gas Metal Arc Laser-Hybrid Welding 

GMAW-P Pulsed Gas Metal Arc Welding 

HAZ Heat-Affected Zone    

Hz Hertz 

IHCP Inverse Heat Conduction Problem 

IIW International Institute of Welding 

K Kelvin 

Nd:YAG-Laser Neodymium-doped Yttrium Aluminium Granet-Laser 

MIG Metal Inert Gas 
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MAG Metal Active gas 

OEM Original Equipment Manufacturer 

PEP product engineering process 

RAM Random Access Memory 

SAW  Submerged Arc Welding 

SST Schweißsimulationstool (in German) in English welding 
simulation tool 
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Symbols 

 Symbol  Dimension  Meaning 

      Density 

     Heat conductivity 

      Specific heat capacity 

      Thermal diffusivity 

       Emissivity coefficient 

    Heat transfer coefficient 

      Modified Bessel function of second
      kind and order zero  

      Error Function 

     Stefan-Boltzmann constant 

      Fourier number 

       Computational domain 

       Outer surface of computational  
        Domain 

      Nabla operator 

      Divergence  

      Gradient  

     Convective heat transfer coefficient 

       Thickness of plate  

       Time 

       Pulse time by GMWA-P process 

       Base time by GMWA-P process 

      Cooling time from 800°C to 500°C 

      Cooling time from 500°C to 300°C 

       Young’s Modulus 

       Poisson’s ratio  

      0.2% Yield stress 

      Ultimate stress 

      80 % of ultimate elongation 
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      Temperature 

      Ambient Temperature 

      Liquidus Temperature 

      Solidus Temperature 

     Energy input per time 

     Energy per time from the welding  
       process 

     Convective energy per time in the  
       weld pool 

    Latent heat of fusion and solidification 

    Energy per time lost to the environment 

      Energy per time of the line source 

      Energy per time of the point source 

    Welding speed 

      Global coordinate system 

      Position of the moving point source on 
      the axis 

       Electric current 

       Pulse current by GMWA-P process 

       Base current by GMWA-P process 

       Electric voltage 
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