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Abstract. Reliability of NDT is affected by human factors, which have thus far received the least amount of attention in the 
reliability assessments. With increased use of automation, in terms of mechanised testing (automation-assisted inspection 
and the corresponding evaluation of data), higher reliability standards are believed to have been achieved. However, hu-
man inspectors, and thus human factors, still play an important role throughout this process and the risks involved in this 
application are unknown. The aim of this study was to explore for the first time the risks associated with mechanised NDT 
and find ways of mitigating their effects on the inspection performance. Hence, the objectives were to identify and analy-
se potential risks in mechanised NDT and devise measures against them. To address those objectives, a risk assessment 
in form of a Failure Modes and Effects Analysis (FMEA) was conducted. This analysis revealed potential for failure during 
both the acquisition and evaluation of NDT data that could be assigned to human, technology, and organisation. Since the 
existing preventive measures were judged to be insufficient to defend the system from identified failures, new preventive 
measures were suggested. 

Introduction 
NDT has to provide reliable results. Only that way it can achieve its goals and serve as a contributor to assuring safe operation of 
complex organisations with high reliability and safety demand. The potential variability in the inspection results observed in ma-
nual NDT presents a risk that NDT may not provide reliable results. In turn, unreliable NDT may not be successful in achieving its 
purpose and may result in unwanted consequences. As suggested by the Modular Reliability Model [1], human and organisational 
factors play an important role in reliability, however still to a large extent an unknown one. 
This is especially true for mechanised testing, considered by many to be more reliable than manual testing and far less prone to the 
possibility of human error. This assumption is largely based on experiences from the field and generally higher technical reliability 
(expressed in terms of probability of detection). However, the understanding of potential influencing factors, their interactions, 
and the potential risks that can arise during mechanised testing is still missing. 
Contemporary human-automation interaction research suggests that increased automation is not only related to benefits, but 
also to costs—a paradox frequently dubbed as the automation ironies [2] or automation surprises [3]. Those ironies and surprises 
refer to those elements in the interaction between human users and automation that were not considered by the automation desi-
gners, but which can fundamentally change the responsibilities of the human operators of systems and the nature of the cognitive 
demands, e.g. the need for new skills, retention of old skills for problem solving, loss of situation awareness, different nature of 
workload, reliance on automation, etc. (e.g. [4], [5]). 
Every complex socio-technical system with high safety and reliability demand invests effort into the avoidance of adverse effects 
that could affect people and the environment. Since erroneous actions are unavoidable―they have happened and will continue 
to happen―the means have to be found to identify them, to determine the consequences and the seriousness of those actions, to 
assess the likelihood of their occurrence, and to find ways to reduce either the actions themselves, or their consequences. To do 
that, Hollnagel [6] suggests a combination of theory of human action, appropriate methods for risk and reliability analysis, and a 
set of strong principles for the man-machine system design. In other words, to tackle the risks in NDT, we need to a) understand 
the mechanisms underlying potential failure associated with human operators, i.e. human error, b) utilise methods to identify and 
analyse potential risks, and c) invest efforts into changing faulty practices by appropriate design, therein applying the knowledge 
of human factors and man-machine design. 
The aim of this study was to identify risks associated with mechanised NDT and generate methods for preventing them. Further-
more, this work was meant to serve as a foundation for further empirical work.

Human error and its contribution to failure
When thinking about risks of potential failure of NDT to detect all critical defects, it is impossible not to mention the notion of hu-
man error. As stated by Hollnagel [6]: “To err is human; to understand the reasons why humans err is science” (p. 1). The commonly 
accepted and widely used definition of human error is that of James Reason [7], who defined it as “all those occasions in which a 
planned sequence of mental or physical activities fails to achieve its intended outcome, and when these failures cannot be attri-
buted to the intervention of some chance agency” (p. 9). In simple terms, if an action fails to achieve its intended outcome, we talk 
about human error. Human error typically refers to mistakes, slips, and lapses. 
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Whereas cognitive psychologists are concerned with the internal psychological or cognitive mechanisms of the mind that are as-
sumed to explain the action, practitioners look at human error mainly as an exacerbating feature. Hence, the term “human error” 
is widely used to explain human action or an event that happened (observable failure), the cause of a mishap or an accident, or is 
seen as a symptom of deeper trouble [6], [8], [9]. Considering human error as a cause and as a symptom do not only constitute only 
two different views, but also two different eras in the approach towards human error—a difference that is still sometimes blurry to 
the managers of complex systems.
Underlying the first approach is the tendency to assign “blame” to the operators and inspectors at the sharp end of the line for mis-
haps, events, and accidents. After all, the errors do become obvious at the hands of the person handling the equipment and ma-
king the decisions. People are available to be blamed: Since they are working with the equipment, it is probable that the accident 
would not have happened had the operator not been present. People also have a temporal and a physical relationship with the 
outcome [9]. However, this approach is nowadays considered as a traditional approach. By concentrating on the individual origins 
of error the act is wrongfully isolated from its context and, therefore, important features can be overlooked [10]. First, it is often the 
best people that make the mistakes, and second, the same combination of circumstances can provoke the same errors, regardless 
of the people involved. In addition, people in high-reliability organisations are generally motivated to do a good job - what they 
do generally makes sense to them at the time [8]. Therefore, this view is being replaced by the modern systems approach focusing 
on the underlying conditions that create possibilities for failure, and view human error as a symptom of problems hidden deeper 
in the system. Efforts are thus invested into the conditions under which people work and ways to prevent the failures [6], [8], [11], 
[12]. This is achieved by implementing defences. Hence, when adverse events do occur, the question should not be who failed, but 
rather how and why the defences failed.
To illustrate the difference between the observable failure at the hands of an operator at the sharp end and the underlying causes 
in the system that may lead to an organisational accident, [11] introduced the terms active failure (human errors and violations 
that have immediate adverse effects and, through that, a direct impact on the safety of the system) and latent conditions (e.g. 
poor design, gaps in supervision, undetected manufacturing defects or maintenance failures, unworkable procedures, clumsy 
automation, shortcomings in training, or less than adequate tools and equipment). Latent conditions arise from strategic and 
top-level decisions made by governments, regulators, manufacturers, designers and organizational managers and are present in 
all systems, being an inevitable part of organizational life. They can be present for years, before being combined with local circum-
stances and active failures to penetrate the system’s many layers of defences. The impact of these decisions spreads throughout 
the organization forming a distinctive organizational culture, which then results in the creation of error-producing factors within 
individual workplaces. 

Classifications of human error
The manner by which an error or a failure is observed is called error mode or failure mode. This term describes the way a failure 
occurs and its impact on the equipment or operation [13]. One of the most common classifications includes that into errors of 
omission and errors of commission, developed by Swain & Guttmann [14] for the purposes of the Human Reliability Analysis. They 
refer to those events that constitute incorrect human inputs to the system. They are regarded as errors only if they can result in 
a consequence that might be undesirable for the system, thereby affecting the system reliability and safety. Looking for a way to 
describe situational and organisational factors that can contribute to failure, i.e. the latent conditions, Reason et al. [15], identified 
11 general failure types (GFTs). Both classifications are presented in Table 1.

Error prevention
Typical methods for the prevention of errors include designing the system so that it is simple and easy to use, training, effective 
warnings that can anticipate a system state that will likely lead to error, and restricting the exposure of the operator to opportuni-
ties for error [16]. The attempts to minimise the occurrence of errors are either proactive or reactive in nature. The proactive ap-
proach is based on improving the human-system interface. This is most commonly achieved by creating decision aids, improving 
the training or the procedures, automating features of the system interface, etc. The reactive approach focuses on eliminating the 
reoccurrence of already occurred errors. The common term used for these error prevention or minimisation techniques is defences 
or barriers. Installing defences can sometimes even harm the system, because in spite of their original purpose, they can backfire 
[8], [9], [11]. The basic premise is that any change could give rise to new risks. Reason [11] refers to them as “defence-related ironies 
and paradoxes”. The most frequently cited examples include automation [2] and the procedures [17]. 

In summary, it is human to err and even the best organisations with the best and highly motivated people face a risk of accidents. 
This is because the state of no-risk is not achievable. Nonetheless, it is something all organisations strive to. In the attempt to pre-
vent adverse effects, one must take measures. To start with, organisations need to stop looking for the one to blame (the person 
at the hands of which an event happened) and look deeper for the underlying mechanisms that may lead to errors. Problems with 
inattention, forgetfulness, or distraction can be only partly tackled with, but not exterminated. The conditions, under which people 
work, on the other hand, can be subject to change and, hence, should be optimised. 
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Table 1: Selected classifications of human error

Active failures Latent conditions 

Error of omission, i.e. omitting 
a task or a part of a task (e.g. a 
step in the task)
Error of commission, i.e. adding 
something that should not be 
there 
■   Selection error, i.e. incorrect 

choice among a range of op-
tions (e.g. selects the wrong 
control, issues wrong com-
mand or information)

■    Error of sequence, i.e. incor-
rect sequencing of actions or 
events

■    Error of sequence, i.e. incor-
rect sequencing of actions or 
events

■   Time error, i.e. action carried 
out too early or too late

■   Qualitative error, incorrectly 
carrying out an action (e.g. too 
much, too little)

Hardware (H), i.e. quality and availability of tools and equipment
Design (D), i.e. no external guidance by the designer, designed objects are opaque, the desi-
gned object does not provide feedback
Maintenance management (MM), i.e. safe planning of operations
Procedures (P), i.e. quality, accuracy, relevance, availability, and workability
Error-enforcing conditions (EEC), i.e. error-producing and violation-promoting conditions 
related to the individual or to the workplace
Housekeeping (HK), i.e. the problem has been there for some time, the organisation was 
aware of it, but did not deal with it, e.g. insufficient personnel, poor definition of responsibi-
lity, bad hardware
Incompatible goals (IG), i.e. individual (preoccupation with private issues), group (norms 
incompatible with safety goals) and organisational goal conflicts (incompatibility between 
safety and productivity)
Communications (C), i.e. communication channels do not exist; necessary information is not 
transmitted; information is sent, but misinterpreted by the receiver
Organisation (O), i.e. organisational structure, organisational responsibilities, and the ma-
nagement of contractor safety
Training (T), i.e. failure to understand training requirements; incompatibility between trai-
ning and the operation, poor mixes of experienced and inexperienced personnel, poor task 
analysis, inadequate competence, etc.
Defences (DF), i.e. failure in detection, warning, personnel protection, recovery, containment, 
escape, and rescue

Objectives of the study and assumptions
Observations in the field and the communication with experts revealed that the risks associated with human and organisational 
factors in mechanised NDT are unknown; that the variability in the inspection results is frequently assigned to the inspectors and 
their working environment, thereby neglecting other potential influences, and that organisations with high safety and reliability 
demand, such as the management of spent nuclear fuel, rely on reliable NDT methods. Thus, the objectives of this study were to:
 •  Identify the potential failures that increase the risk that mechanised NDT will not fulfil its objective, i.e., detect all critical 

defects,
 • Analyse the potential failures, with respect to their origin and effects on the execution of the NDT task, and
 •  Provide countermeasures to minimise the future risk of failure. 
In line with the current state of the art in human error research, the following was assumed:
 • There is a risk of failure in mechanised testing.
 • The sources of failure can be seen not only in the technology but also in the individual and the organisation.
 •  The currently installed preventive measures are insufficient to prevent failures in the execution of the mechanised NDT 

inspection task. 

Method
Application: Final disposal of spent nuclear fuel in Sweden and Finland

The study of assessing and treating risks in mechanised NDT was carried out between 2009 and 2011 within several projects of BAM 
Federal Institute for Materials Research and Testing with the Swedish and Finnish companies responsible for the development of 
the NDT methods to be used in the final disposal of spent nuclear fuel [18], [19]. For that purpose, four mechanised NDT methods 
were under scrutiny: ultrasonic testing (UT) and radiographic testing (RT), to complement each other in search for defects in the 
material’s volume, and eddy-current (ET) and visual testing (VT) with a remote camera for the defects near or at the surface [19], 
[20]. In these inspections, the NDT inspection personnel is not replaced by automated systems and asked to monitor them, but the 
inspector is still actively involved in the setup of the measurement system, and, most importantly, in the evaluation of the collected 
data (even though not automated or mechanised per se, evaluation is, in this thesis, embedded in the term mechanised testing).

Failure Modes and Effects Analysis (FMEA)

Failure Modes and Effects Analysis (FMEA) is a standard risk assessment tool. Originally developed by the US Armed Forces in 1949 
and revised in 1980 [13], FMEA is defined as “a procedure by which each potential failure mode in a system is analyzed to determine 
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the results or effects thereof on the system and to classify each potential failure mode according to its severity” (p. 4). FMEA is used 
to identify potential failure modes (the manner by which a failure is observed), to determine their effects (or consequences) on the 
operation of the system, to identify the mechanisms of failure, and to identify actions to avoid and/or mitigate the effects of the 
failure on the system [21]. A crucial step in this process is anticipating what might fail or go wrong. Its use is advantageous in exami-
ning potential reliability problems early in their development cycle when taking action to overcome these issues is easier, thereby 
enhancing reliability through design [22]. Algedri and Frieling [23] suggest that a human-oriented FMEA can lead to improvements 
on personal, ergonomic (optimised working conditions), and organisational level (optimised interaction of the man, technology, 
materials, and method), which can result in a significant decrease of system failures.  

Participants

The FMEAs were carried out at the two nuclear waste management companies: at SKB in Oskarshamn (Sweden) and at Posiva 
Oy in Helsinki (Finland) in duration of 1-1.5 days per method. Four to five experts took part in the evaluation of each method. All 
participants were considered experts in their respective NDT methods (even though not certified). They were all involved in the 
development of the methods to be used for the inspection of the canister components for the storage of spent nuclear fuel either 
in Finland or in Sweden, and were, therefore, qualified for the participation in the analyses.

Procedure
Altogether six FMEA analyses were carried out: five were carried out to assess risks during the evaluation of data collected with UT, 
RT, ET and rVT, and one during the acquisition of data with phased array UT. (Since two companies wanted to assess the risks of the 
methods they use, the FMEA for the data evaluation with UT—a method used by both companies—was evaluated two times.). More 
attention was given to data evaluation than to data acquisition, for the following reasons: first, due to its higher perceived critica-
lity for the future of the component (whereas errors in data acquisition can be detected during evaluation, it is harder, sometimes 
even impossible, to detect errors during evaluation), and second, due to a larger involvement of human inspectors in the task. 
 The FMEA carried out within the scope of this study was adapted to the needs of identifying potential risks in mechanised NDT and 
conducted using the following steps1:
 • Decomposition of the task into sub-tasks.
 • Definition of aims for the sub-tasks.
 • Identification of possible failures/errors.
 • Consideration of potential causes and effects of failures.
 • Identification of existing preventive measures/barriers.
 • Identification of potential preventive measures/barriers.

Results
Even though the potential errors were analysed separately for each NDT method, and are, therewith, method specific, some simila-
rities in the way each method is applied can be found. It is for this reason that it was possible to combine the results for evaluation 
of data with different methods, with the aim of reaching general conclusions about the process. Because the NDT methods under 
study are under development, the results refer to possible or potential risks, causes etc. 
Thirty-eight tasks in data evaluation and 30 in data acquisition were analysed resulting in the identification of altogether 90 failure 
modes in evaluation and 68 in acquisition. Table 2 and Table 3 contain examples of evaluated potential failure modes during data 
acquisition and data evaluation, organised according to the sub-tasks. 
The potential causes of failures are associated with the individual, the technology, and the organisation. 
 ■  Individual: The individual can be a source of error both unintentionally and through rule violations. Some examples inclu-

de:
  o  Unintentional, e.g. subjective assessment criteria, cognitive biases (confirmation bias, representativeness bias, and  

availability bias), sensitivity to colours, reduced attention, lapses, over trust in automation, inexperience, and so on.
  o  Rule violations, e.g. not following the inspection procedure.
 ■  Technology, e.g. image quality, display characteristics, defects’ characteristics (e.g. indication “hidden” behind a  

geometrical indication, too many indications, indications close to one another), equipment malfunction, and so on.
 ■  Organisation, e.g. the working environment, organisation of the inspection process (e.g. long working hours), flawed  

inspection procedures, commercial pressure (i.e. time pressure), and so on.1

1 The assessment of risk priority, which is also a part of the FMEA, has been omitted from this manuscript and can be found in [47]
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Table 2: Failure modes associated with the subtasks in data acquisition with UT

Task Sub-task Failure modes

Data 
 acquisition

Preparation of 
the component

Incorrect component or incorrect component orientation

Preparation of 
the equipment

Inappropriate choice of the equipment, equipment malfunctioning

Sensitivity 
settings 
(calibration)

Incorrect physical setup of the equipment, incorrect scanning parameters, misinterpretation 
of the collected data, incorrect evaluation of the data and decision about the quality of the 
completed process

Scanning of the 
component

Altering of the physical conditions between the calibration and the scanning, incorrect  
scanning parameters, incorrect scanning process, incorrect verification of the data

Sensitivity check 
(calibration 
check)

Change of the physical conditions from the initial calibration, incorrect scanning  
parameters, misjudging data inconsistency

Table 3: Failure modes associated with the subtasks in data evaluation (UT, rVT, ET, RT)

Task Sub-task Failure modes 

UT  rVT ET RT

Data 
evaluation

Preparation of 
the software for 
the evaluation

Incorrect selection 
of the data file, in-
spection technique 
or evaluation area, 
incorrect settings 

Missing image quality 
check, incorrect star-
ting point, missing 
initial scanning run

Missing or incomplete 
data validity check

Incorrect image ad-
justment, inappropri-
ate image quality and 
scale calibration

Identification of 
indications

Missing indications, false alarms

Characterisation 
of indications

Incorrect defect type, misjudgement of the defect's origin  
(geometrical indication vs. actual defect)

Sizing & 
localisation

Incorrect size measurement, incorrect location of the indication

Decision making False recommendation (acceptance/rejection of the component)

The information about potential failures and their assumed causes was taken a step further by classifying the active failures and 
possible latent conditions that might have led to those failures according to the classifications presented in Table 1. The results 
of this analysis, presented in Table 4 show that the typical errors in NDT include both omissions and commissions (selection and 
qualitative errors). With regard to the possible latent conditions that might pave the way to failure, the most frequently suggested 
conditions include error-enforcing conditions (they include both individual and the environment), design, hardware, training, and 
the procedure. 
The consequences of the listed failures were categorised into two levels: direct, which can be directly observed, e.g. invalid calibra-
tion, incorrect sensitivity, poor data quality, non-inspected areas, missing defects, false alarms, incorrect sizing of positioning of 
indications, etc. and indirect consequences, which can occur if the failures leading to direct consequences are not recovered, e.g. 
repeated inspection, false recommendation or false acceptance or rejection of the component. 
Errors in data acquisition could be detected through consecutive steps, equipment malfunctioning or through data check. Errors 
in the evaluation of the calibration data are not always easily detected. In data evaluation, errors could be detected through cros-
schecking of the results or through complimentary methods, if available. However, there is a high probability that some errors—
e.g. missing inspection areas—may not be detected, thereby increasing the risk of missing defects. Considering the possibility of 
undetected errors, one has to evaluate the existing preventive measures and generate new ones, if needed.
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Table 4: Assignment of incorrect human outputs and general failure types 
to the failure modes at different steps of the execution of the NDT task
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Preparation of 
the component

✓   ✓   ✓ ✓  ✓  ✓  

Preparation of 
the equipment

✓ ✓ ✓ ✓  ✓ ✓ ✓ ✓   ✓  

Sensitivity 
settings 

✓ ✓ ✓ ✓  ✓ ✓ ✓  ✓   ✓

Component 
scanning 

✓ ✓ ✓ ✓  ✓ ✓ ✓     ✓

Sensitivity check ✓ ✓ ✓ ✓  ✓ ✓ ✓  ✓ ✓ ✓ ✓

Da
ta

 e
va

lu
at

io
n

U
T,

 R
T,

 E
T,

 rV
T

Preparation ✓ ✓ ✓ ✓  ✓ ✓ ✓  ✓ ✓  ✓

Identification ✓ ✓ ✓ ✓  ✓ ✓  ✓ ✓ ✓ 

Characterisation ✓ ✓ ✓ ✓ ✓  ✓ ✓ ✓ 

Sizing and  
localisation

✓ ✓ ✓ ✓  ✓ ✓  ✓ ✓ 

Decision  
making

✓ ✓  ✓  ✓ ✓ ✓

At the time of the analysis, the installed preventive measures, i.e. barriers to prevent the errors in data acquisition included relying 
on operator skill, training, inspection procedures, and, if available, a checklist with steps that needed to be signed off during the 
task. In addition, having complimentary methods served as a barrier in the evaluation of data. The consideration of potential bar-
riers (Table 5) suggested a potential for building new ones. 

Table 5 The suggested barriers in the data acquisition and evaluation

Data acquisition (UT) Data evaluation (UT, RT, ET, rVT),

Automation of the component identification and of the choice of pro-
per tools (e.g. probes and cables) using a bar code reader; automatic 
refill of the coupling when it reaches a certain level, synchronisation of 
the movement between the UT system and the manipulator, and so on.

Hardware and software solutions, e.g. redesign of the probe fixture; 
alarms for inconsistencies, insufficient amount of couplant, or to indi-
cate the incorrect orientation of the component; automatic data archi-
ving; and so on.

Improvement of the inspection procedures and instructions in terms 
of quality and information they contain.

Organisation, e.g. maintenance of the equipment, instructing and trai-
ning the personnel; providing a disturbance-free environment; ensu-
ring that the process is performed according to the appropriate up-to-
date procedure and that all of the correct tools are used; motivation; 
clear responsibilities of the personnel; and so on.

Human redundancy in the evaluation of the sensitivity settings (i.e. 
calibration) and in deciding whether or not to accept the inspection.

Automation, i.e. automated detection and sizing of indications (with 
confirmation by an inspector).
Software solutions, e.g. software alarms for areas not being in-
spected, changing the colour scale (e.g. red denotes a high magnitude 
of the signal (alarm), and green a low one (safe)), defining screen view 
parameters (resolution, size, distance from the screen, and so on), 
plausibility checks in reporting.
Improvement of the inspection procedures and instructions in terms 
of their content and usability.
Organisation, e.g. disturbance-free environment; better time ma-
nagement; organisational learning (learning from previous events 
through event analyses).
Human redundancy, i.e. evaluation performed by two independent 
inspectors, e.g. in cases of uncertainty, after a critical defect had been 
found, or randomly by the supervisors (the frequency of which would 
depend on the frequency of error occurrence).
Training, i.e. in terms of introducing human factors training, by e.g. 
increasing awareness of possible cognitive biases, group effects, 
mistakes, etc.
Detection and decision aids, i.e. visual representations of possible 
known defects (defect catalogue) and further development of detec-
tion and sizing aids.
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Discussion
The aim of this study was to identify potential risks during mechanised NDT for the spent nuclear fuel management and find me-
thods that can counteract their effects. 
The presented results confirmed the assumptions made before the study. First, they showed that there is a chance for failure in me-
chanised NDT during both the acquisition and the evaluation of data. This was illustrated by a number of identified potential failure 
modes and their effects. Second, the consideration of the potential error causes showed that next to the technical factors, human 
and organisational factors play an important role throughout the entire process and could give rise to failure. It also indicated that 
for sources of error one should look beyond the person carrying out the inspection task—in line with the current safety practices. 
Third, the list of preventive measures, relying up to the point of the analysis on experience, training, qualification, and inspection 
procedures, has been expanded following the results of the analysis. 
The analysis has shown that NDT is most frequently associated with errors of omission (e.g. missing defects) and commission (er-
rors in selection and errors during the preparation for the inspection and the inspection process itself). Even though the errors of 
commission might be more prevalent during the single subtasks, a failure to detect a defect (omission) is of major concern. Omis-
sions are frequently associated with failures in maintenance, which NDT is a part of. According to Rasumussen’s [24] analysis of 
200 event reports, 33% of all omissions in maintenance happen during testing and calibration, i.e. NDT. Positive effects in reducing 
omissions were shown by providing with cognitive aids such as check-lists and by improvements in the training [11], [25]. 
The most prevalent identified latent conditions present almost at all stages of the NDT task include error-enforcing conditions, 
hardware, design, procedures, and training. The focus on technology (hardware, design) and on training is consistent with the 
stage of development of the NDT methods. The participants, i.e. the developers of the NDT methods and techniques, are expected-
ly interested in the improvement of the technology and are aware of its current shortcomings. This is, also, where the most im-
provements are expected, since continuous effort is being invested in developing the procedures and the equipment, as well as 
considering necessary requirements for the future training. Since failures are difficult to be detected and understood in isolation 
from their context, some now not so salient latent conditions, i.e. those related to the organisation, may have a greater role when 
the operation of the fuel management starts. Considering that most errors have their origins in managerial and organisational 
actions or inactions [26], it is reasonable to assume that organisation, incompatible goals, communication, or housekeeping will 
merit more attention once the operation starts. Inadequate tools, unworkable procedures, design deficiencies, poor communica-
tion, and housekeeping are cited as some of the most influencing local-error provoking factors [25]. Holstein et al. [27] proposed 
that the reliability of NDT can be affected by not only the internal organisational context (i.e. the business, information, and the 
delivery processes), but also by the external organisational context (i.e. regulatory practices, technical rules, social/technical rules, 
safety culture, and the market itself). 
The discussion on possible preventive measures yielded a number of ways some of the identified risks could be prevented. Some 
of the most salient preventive measures include the improvement of the inspection procedure and instructions, implementation 
of human redundancy, and hardware and software improvements, including further automation of the process. 

Critical reflection on the preventive measures 
Failures are contained and prevented not only by installing defences, but also by identifying gaps in the defences [25]. As discussed 
during the FMEA, the existing barriers might be insufficient to prevent the potential failures: For example, the task is to a high extent 
aided by automation, but errors do occur; inspection procedures and instructions do exist, but are flawed and need optimising, 
and so on. This indicates that the existing barriers might need improving and that having barriers alone does not necessarily pre-
vent from failure. Considering the potential paradoxes associated with protective barriers [2], [8], [11], three suggested measures 
will be further discussed: improvement of the inspection procedures and instructions, human redundancy, and automation.

Procedures: Inspection procedures and instructions are some of the most important tools in the everyday working life of an NDT 
inspector. They are typically written by certified personnel in accordance with standards, codes, or specifications. During the FMEA, 
the procedures and instructions were identified as a potential error cause, and their optimisation as a potential barrier. Failure was 
generally assigned to insufficient content or to the inspectors not following the procedure, and the suggestions made for its impro-
vement were focused mainly on its content. Operating experience and research over the years have shown that procedures and 
instructions are not always used properly and, thus, might need to be optimised. In his analysis of scrams (emergency shutdowns 
of the nuclear reactor) and LERs (Licensee Event Reports) in Swedish nuclear power plants in the period 1995–1999, Bento [28] 
reported that 15% of all scrams and 31% of MTO-related scrams as well as 10% of all LERs and 25% of MTO-related LERs occurred 
due to procedural deficiencies. Of all LERs, 23% were related to testing activities. Deficient procedure content was assigned to 70% 
of the procedure-related LERs and 85% of the procedure-related scrams, followed by missing procedure and missing updates. Lack 
of adherence to the procedure was the most important contributing cause of LERs. Procedure-related events were more related 
to maintenance, testing, and modification tasks (74%) than to operational tasks (20%). In Gaal et al.’s [29] study on human factors 
influences on manual UT inspection performance, a procedure that was written by a highly experienced and qualified writer, was 
not entirely understood by the users. After improvements have been made together with the participants, they reported higher 
satisfaction. The research initiative Programme for the Assessment of NDT in Industry - PANI, revealed that each inspector applies 
the procedure differently and that the inspectors do not necessarily read the full procedure or apply the procedure as intended by 
the procedure writers [30]. In the PANI 3 study [31], a review of the procedure from a human factors perspective was completed 
to identify improvements that may encourage the full use of procedures during inspections. Issues such as length and structure, 



Fachbeiträge

ZfP-Zeitung 161   •    Oktober  2018       59

content and presentation of information, procedural steps, procedure format, and record keeping were addressed in detail. The 
author suggested that the inspection procedure is central to a reliable inspection, and as such needs to be written in a way that not 
only contains all the relevant information but also supports their systematic application. For that purpose, the procedures need to 
be developed together with the user. With this in mind, it becomes clear that attention should not be given only to the procedure 
content, but also towards its usability. Hence, the suggested approach to further development of the inspection procedure is to 
direct focus on understandability of the procedures and on the format in which they are presented to the inspectors, in hope that 
procedures will be used and will be used appropriately. Adding more procedures has been a frequent engineering approach to 
deal with human variability. The risk associated with over-specification is that it tends to lead to routine violations. The tendency 
to violate increases the possibility of an adverse event, especially in the case of breaching safe operating procedures [17]. Hence, 
NDT community should weigh the advantages of the extent of the procedures and of investing effort in a better training of the per-
sonnel. Furthermore, as the procedure is written by any inspector with sufficient qualification, it may be useful to develop a unified 
approach to its writing and guidelines that would improve its usability 2.

Human redundancy: One of the suggested methods to detect possible errors during data evaluation was to introduce human re-
dundancy. The suggestions include random checks by the supervisors and a repeated inspection/evaluation by another inspector 
once a critical defect had been found. Although human redundancy is generally used to increase reliability, its implementation 
can also carry risks, especially when the principles of technical redundancy (i.e. two independent systems that perform the same 
function) are applied to social systems. One of these risks is social loafing, i.e. the phenomenon of investing less effort when 
working on tasks collectively than when working alone [32]. Whereas technical systems are assumed to function independently 
of each other, this scenario is often not the case with regard to social systems ([33], [34]. Swain and Guttmann [14] indicate the 
checker’s familiarity with the inspector, who had already conducted the task, and his or her knowledge of the other inspector’s 
technical level as some of the factors influencing human redundancy. Clarke [34] added that a checker might fail to perceive an 
error because of a belief in the colleague’s competence. In the case of the management of spent nuclear fuel, in which the demand 
for the inspecting personnel will be low (at least in the first years of operation), independence might be difficult to achieve. In small 
companies, such as the two investigated in the scope of this study, but also in other inspection companies active in other domains, 
inspectors are highly likely to know each other and be aware of each other during the inspection. This raises concern with respect 
to independence. The latest studies have indicated that due to social loafing effects human redundancy might not necessarily be 
an effective safety measure in working with automated systems [35], [36]. Taking this into consideration, the implementation of 
human redundancy in NDT requires further consideration with respect to potential negative effects that can outweigh the benefits 
expected from redundancy 3.

Automation: Further automation of parts of the data acquisition and evaluation tasks was frequently suggested during the FMEA. 
The benefits of automation in form of a bar-code reader were especially seen in data acquisition, as a result of which mistyping 
errors or opening of the wrong setup file could be avoided. In data evaluation, automation was identified as a potential aid in 
identification and characterisation of indications. An example of existing automated aid is the software used for the evaluation 
of data with ET. This software aids in the evaluation by automatically detecting and sizing the indications, whereas the role of the 
inspector remains to control the results. The major goal of introducing automation into the working environment is to reduce hu-
man error [37]. The advantages and disadvantages of automation have been widely investigated in various industrial applications 
(e.g. [38]–[40]). Despite its many benefits regarding processing speed and accuracy, and reduction of human error to some extent, 
automation has shown to lead to new error sources and new risks in ways that are unintended and unanticipated by the designers 
[2], [5], [41]. This is because automation does not necessarily replace human operators; rather, it changes what they do. Note that 
automation mentioned here is not meant to replace the human operator completely, but rather aid the operator in carrying out 
selected tasks. For example, instead of manual control, inspectors now need to cope with the complexity of constantly developing 
technology and multitasking, by relying on what the equipment tells them. This can occasionally result in overlooking errors with 
regard to the functioning of the automated system, thereby leading to errors that may compromise safety. An uncritical reliance 
on the proper functioning of an automated system without recognising its limitations and the possibilities for failures often occurs 
when the task demands are too high and when the automated system is perceived to be reliable and is trusted [4], [5]. Considering 
the perceived superiority of automated systems in NDT, i.e. higher perceived reliability of mechanised over manual NDT, uncritical 
reliance could be one of the automation ironies associated with NDT. Nevertheless, automation offers many advantages, regarding 
reducing human error. When functioning properly, automation saves time, decreases workload, and generally reduces human 
error. The key for NDT is to be aware of the potential errors that arise from this interaction and to find means of avoiding them 4.

2 A study into the usability and understandability of the inspection procedure has been conducted following up this risk assessment and can be 
found in [48]
3 The study into the effects of social loafing on UT data evaluation has been conducted following up this risk assessment and can be found in [47]
4 The study on the use of automation in the evaluation of NDT data has been conducted following up this risk assessment and can be found in 
[47]
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Limitations of the study
The primary limitation of the study is that the analysed NDT methods are under ongoing development, thus lacking field applica-
tion and experienced participants. The FMEA has shown to be a valuable tool for identifying and evaluating potential failures in 
NDT. Still, there are restrictions to this method that need to be mentioned. For example, the FMEA is suitable for identifying single 
failure modes, but lacks the combinations of different failure modes and could be difficult to conduct for multi-layered systems 
([21]. Hollnagel [42] points out that explanation for risks cannot always be found in single components of the socio-technical sys-
tem, such as the operator or the technology, but can also stem from their interaction or normal variability in human performance 
combined in unexpected ways. Thus, future attempts to assess risk in NDT should also include interactions between different 
systems. Benefits of the FMEA are seen in the multidisciplinary approach and in its ability to identify failures early in the design. In 
addition, it is easy to understand, highlights safety critical tasks that require attention, provides with countermeasures to prevent 
failure in the future, etc. [43]. Numerous alternatives to FMEA exist. It remains to be seen which of those methods is the most sui-
table for the purposes of identifying risks in mechanised NDT in the management of spent nuclear fuel. The process might differ 
greatly from the process today and new risks can and probably will arise. Other or new prospective and retrospective approaches 
can be used, and their suitability should be decided based on the relevant criteria at the time of the analysis. Risk and error ma-
nagement work best if both proactive and retroactive methods are combined [44], [45]. 

In conclusion, implementing preventive measures is a process that requires detailed consideration. Risk assessment and risk treat-
ment are cyclical in nature. To ensure the highest profit, the FMEA should be repeatedly applied to identify new risks that can arise 
over time resulting from, e.g. implementing barriers or from the changes in the way NDT inspections are carried out. Risk manage-
ment is dynamic, iterative, and responsive to change [46]. For it to be successful, the need for risk management has to be recogni-
sed, the risks need to be identified, the underlying mechanisms of their effects understood and, finally, measures have to be taken 
for the risks to be successfully treated. This is most frequently achieved by preventing something unwanted from happening or by 
protecting the organisation from its consequences [45]. This study raised questions regarding the suggested protective measures, 
which is why a deeper consideration of the potential implications of their implementation is needed. 

Concluding remark
This manuscript is an excerpt from the doctoral dissertation: Bertovic, M. (2016). Human Factors in Non-Destructive Testing (NDT): 
Risks and Challenges of Mechanised NDT. Doctoral dissertation. Technische Universität Berlin. Berlin: BAM Bundesanstalt für 
Materialforschung und –prüfung. For the purposes of this publication, the chapter has been shortened, some paragraphs omitted 
and some slightly edited to provide context. 
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Als Dipl. Ing. Göran Vogt im Frühjahr 1983 
das MPV Ingenieurbüro VOGT gründe-
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und einer Vision der zerstörungsfreien 
Materialprüfung. Was als kompetenter 
Dienstleister und unabhängiges Prüfla-
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Entwicklung, Herstellung und Vertrieb 
innovativer Prüfgeräte und -systeme im 
In- und Ausland. Nach intensiver Markt-
beobachtung brachte VOGT Ultrasonics 
2009 mit der PROlineUSB Ultraschal-
leinheit die erste eigene Ultraschallprüf-
systemlinie auf den Markt.
Heute sind weltweit, praktisch überall 
wo die Automobilindustrie fertigt, Ultra-
schall-Prüfsysteme aus Burgwedel im 
Einsatz. Mit zunehmender Kundenzahl  
wurde die PROline Produktreihe vom 
kleinen Laborprüfsystem bis zu großen, 
vernetzten Inline-Industrie 4.0 bereiten 
Prüfsystem erweitert und weiterent-
wickelt. 2016 ging VOGT Ultrasonics mit 
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duktlinie PHAsis Schweißpunktprüfsy-
steme. 
Durch den Auf- und Ausbau des eigenen 
Prüfzentrums wuchsen auch die Dienst-
leistungseinsätze enorm. Als unabhängi-
ges Prüflabor nach DIN EN ISO/IEC 17025, 
nach ISO 9001 EN 9100 sowie nach spe-
ziellen Kundenzertifizierungen qualifi-
ziert, gehen immer mehr Anfragen aus 
dem europäischen Ausland ein. Auch das 

breite Angebot zerstörungsfreier Prüf-
methoden förderte das Wachstum. Ins-
besondere trug dazu die automatische 
Einzel- und Serien-Ultraschallprüfung in 
Tauchtechnik bei.  
VOGT Ultrasonics sieht sich für die Zu-
kunft gut gerüstet. Göran Vogt  ist sich 
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tolles 60-köpfiges Team zusammen mit 
einer verantwortungsvollen, über Kurz-
zeiterfolge hinaus denkenden Führungs-
ebene, welche die Geschäftsführung  
unterstützt. Engagierte, kompetente Mit-
arbeiter sowie innovative Prüfsysteme 
und zuverlässige Prüfdienstleistungen 
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Entwicklung und weiterhin kontinuier-
liches Wachstum sorgen”.  
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