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Abstract

The creation of adequate simulation models for complex assemblies is an extensive process
that requires a lot of experience, and on the other hand involves a multitude of manual,
tedious tasks. These are significant obstacles for improving the process performance
and capabilities. The objective of this research is to develop methods which digitally
imitate the way of thoughts of the engineer in the design process towards a digital system
understanding and which support the automation of the involved manual workflow.

This thesis presents a strategy to translate engineering reasoning and actions to an
equivalent in the computer domain. A cardinal step is to gain understanding of system
arrangements, boundary conditions and its components. Based on this evaluation, the
identification of assembly parts is forming the foundation for optimized process chains
for the transfer to the analysis environment. Model complexity relates to computational
effort, which in turn affects model capabilities and manageability. To achieve a satisfactory
compromise of model quality and complexity, this transfer process is strongly dependent
on the visual analysis, reasoning and manual implementation of skilled engineers.

The principle of translating engineering logics is pursued from the assembly system to
its smallest parts. Component segmentation methods allow subdividing regions of interest
into substructures which are assigned with a feature vector. This vector comprises metrics
describing the substructures with regard to specific aspects and is the key decision point
for subsequent steps as idealization, suitable Finite-Element modeling and ultimately
building an analysis model. The created system database is continuously maintained and
supports these process chains as well as the final setup of the assembly simulation model.

An automated workflow like this implies advantages for efficiency, but also creates
opportunities for further use cases. This workflow has been exploited for generating
a training data set from the different simulation variants as a basis to a knowledge
representation imitating engineering experience. An algorithm from the graph neural
network field is applied to this data set as a conceptual approach. The intention pursued in
this concept is to model the learning progress about estimating the influence of modeling
decisions on simulation results and quality.

This research proposes a holistic strategy and describes methods to achieve the objectives
of decreasing manual effort, introducing an automated and geometry-based process and
digitally replicating engineering experience by introducing a knowledge database.
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1. Introduction

1.1. Motivation

Data is a precious thing and will last longer than the systems themselves.

Tim Berners-Lee

The process associated with the term product development typically refers to all stages
which are involved in introducing a new product to an existing market field, redesigning
a current product or introducing the existing product in a new market. The initiative for
this process is often a market need or a problem which the designated product is intended
to address. In many cases, new emerging technologies, customer requirements, boundary
conditions as environmental targets or simply competitive reasons are raising these needs
or problems.

The major objectives which commonly accompany and direct the product development
process are often generalized to the strongly dependent values: quality, time and cost. A
common way to describe or symbolize their relation is by using a triangle, or iron triangle
as described in [1]. In analogy to this representation, optimizing one objective, so moving
to one corner, affects the other values, or increases the distance to them respectively.
Technological progress as well as the mentioned boundary conditions are likely to result in
a continuously increasing system or product complexity [2, pp. 47 sqq.]. This complexity
influences the optimization space in such a way that it often results in narrow margins
for improvement. On the other hand, the increasing competition is also pushing the
boundaries in this context and makes an economical balance between the values difficult
to maintain.

For generating a challenge-meeting product under these circumstances, the introduction
of new ideas and concepts or the integration of new efficient and solution-oriented
methods is often inevitable, and so these opportunities have to be evaluated regarding
benefits for the development cycle. Automation plays an important part in fields like
Industry 4.0 [3] and represents a method which can help to overcome existing limitations.
Automating processes can on the one hand reduce the required development time, and
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on the other hand decrease manual work resources, thus depict potential cost savings.
Process automation also implies advantages for consistency by reducing the probability
for manual errors, which represents a considerable profit for future developments. Besides
this objective-related perspective, further reaching benefits gained by automation can
be identified in for example enabling a faster response to design suggestions or changes.
High-volume design exploration steps are skipped due to restricting conditions as for cost
and time reasons in many cases. Despite this, the design exploration is an important
aspect for product development and optimization which can be significantly supported by
automated methods. Also with regard to technologies which are likely to play a decisive
part in the industry of the future like Artificial Intelligence (AI), automation is part of
the principal set of tools. Data generation, data stream setup and connecting various
data silos are aspects which are strongly reliant on such automated processes.

In the engineering domain, the product development cycle often refers to a physical
product which shall meet the imposed challenges. Many engineering disciplines make use
of state-of-the-art computer technologies as Computer-Aided Design (CAD) for geometry
design and various types of CAx methods for analysis within this product development
process. In most of the cases, the geometry created with the CAD methods serves as
starting point for the downstream analysis and validation steps. The Finite Element
Method (FEM) technique has proven itself for the simulation aspect, especially in the
field of structural mechanics, therefore is a commonly utilized approach in the product
development cycle [4, pp. 242 sqq.]. The generated FEM simulation model is then to be
enriched by appropriate boundary conditions and simulation properties to reconstruct
the real system environment and behavior. Suitable and validated virtual simulation
models are then supporting the development process with their ability to reproduce the
real behavior and by this are sufficiently accurate to virtually elaborate different design
iterations and modifications.

However, depending on the complexity of the system, the modeling and simulation
setup can take up a large amount of the overall design iteration, more precisely up to an
estimated percentage of 50% of the process as described by Klein in [5, pp. 7 sqq.]. With
respect to the fundamental development objectives, reducing the time spent in the design
process can significantly create room for process, hence product, optimization [6].

Computational resources as well as time required for conducting the simulation can
represent other limiting factors for more complicated models. Especially in early design
phases, in which the presented work is situated, these aspects are in contrast to desired
capabilities as quick design responses and design explorations. For this purpose, simulation
models are often modified, idealized and simplified to reduce their complexity while aiming
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for a model that is accurate enough for the intended requirements [7, pp. 16 sqq.]. These
simplified representations, however, require considerable additional effort for the setup
and generation which can take two weeks for a simplified shell model [8], several months
for some aero engine components [9] or even more than one year for a full jet engine
[10]. Besides the manual effort, many modification steps and assumptions require skilled
analysts with a well-founded engineering judgment, knowledge and high expertise to
achieve a satisfactory model quality [4, 9–11].

The need for simplified models and the disadvantages coming along with their prepara-
tion emphasize the demand for automation in this context, and, furthermore, automation
can also be useful for rebuilding the required expertise within a data-driven strategy.

These described circumstances and problems have led to the definition of this research
which focuses on the development of strategies and methods which shall help to overcome
existing limitations and improve efficiency in the product development process and help
to shift the focus from tedious manual work to more innovative and solution-oriented
work.

1.2. Objectives and scope

The efficient development of appropriate simulation models is a crucial part of the
design process, especially in preliminary development phases. As previously described,
automation is a powerful tool set which is able to overcome existing obstacles and
limitations in the development process, thus significantly boost process suitability and
efficiency and facilitate design iterations and explorations.

Considering a CAD geometry as starting point, the guiding objective of this work is to
develop strategies, methods and techniques to automate the transfer of geometry models
to adequate simulation models for structural analyses. With this research being funded
by a cooperation project with an aero engine manufacturer, its scope is aligned to aero
engine structures. These aero engines typically represent complex systems. Consequently,
the associated simulations definitely benefit from simplified representations when used
in suitable scenarios to promote the improvements and possibilities mentioned in the
previous chapter 1.1. In lights of these aspects, additional focus of this research work is
on automated solutions for introducing simplification assumptions in appropriate context
and conditions.

Another important building block of system simulation models are boundary conditions.
One type of boundary conditions serve the purpose of rebuilding load paths, assembling
and maintaining a connection between different components, or constraining the system
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with regards to an environment. These simulation entities are also often approximated as
simplified version of more detailed component connections. Another type is the category
of boundary conditions which introduce different types of external influence factors to a
simulation model, as for example temperature or pressure fields. In the scope of this work,
the focus is set on the first type of boundary condition, and their automated integration
respectively, in order to build a consistent simulation model which can in turn depict the
starting point for various downstream applications.

With the FEM approach being state-of-the-art in structural aerospace design develop-
ment, this method is also representing the basis for the generation of the simulation model.
Detailed analyses of various Finite-Element (FE) types and meshing algorithms are,
however, beyond the scope of this work since the emphasis is set on the geometric model
analysis and preparation. So, the FE entities and algorithms integrated in commercial
software packages are considered as state-of-the-art and serve as basis for the FEM model
generation.

1.3. Thesis structure

The path of pursuing these goals within this research work has been organized in five
major chapters.

The present domain, current state-of-the-art technologies as well as related research
work are described in chapter 2. A short introduction to the aero engine basics is done to
provide an overview of common principles and architectures, which play a role later in
the work. The fundamentals of CAD and FEM technologies which represent the basis for
the developed processes are presented afterwards. Common development strategies for
system development and simulations are described which guide the main approach concept
within this work. Researches which refer to model simplification, automation of model
preparation and simulation generation as well as possibilities to integrate engineering
knowledge are representing the reference state-of-the-art for the objectives described
previously.

Chapter 3 describes the major strategy that has been developed for achieving the
imposed challenges. As described by Hamri et al. in [12], an automated direct conversion
of a geometric system to a reasonable simulation model can be either very complicated or
even not possible in general. For this reason, a cognitive aspect is introduced because
it is playing a crucial role within the general development cycle, thus as well for the
automation of this process.

This recognition aspect and its modeling and integration into an automated process
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is presented in the following chapter 4. Similar to an engineer who analyses a present
assembly regarding boundary conditions, component types and regions which could be
suitable for simplification, a smart recognition framework is digitally replicating these
steps and producing information for the next tasks in the development process.

The geometry which is enriched by this information depicts the input to the next
segment in the process chain, which is dedicated to model simplification approaches
for suitable domains and the transfer of geometries to their corresponding simulation
representations. Chapter 5 focuses on methods and approaches to automate this design
tasks, the subsequent assembly from the transferred geometries and presents applications
of the developed techniques.

Automated processes depict advantages for process efficiency, but open up also paths
to other types of analyses. The last chapter, chapter 6, describes a conceptual and
data-driven approach to use the developed transfer strategy to digitally replicate and
mimic the engineering expertise which is playing a decisive part in the manual model
transfer and idealization process.

Finally, a conclusion is drawn about the achieved objectives, developed strategies and
approaches and also potential next steps are outlined.
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2.1. Aero engines

The aero engine context is defining a guiding context for the objectives and scope of this
work. The emphasis of the objectives is set on the principal development process in the
structural mechanics domain. For this reason, a detailed introduction to for example aero
engine related turbomachinery topics is neglected in the scope of this work. Nevertheless,
a set of the developed methods and logics are based on the fundamental aero engine
architecture understanding, analogously to the aero engine development engineer who is
building upon his theoretical and practical background. In this regard, this section serves
the purpose to provide an overview of basic aero engine principles and resulting systems.

Aero engines use the fundamental principle of increasing the velocity of the air flow from
inlet to outlet to produce the desired propulsion. The main contributors to the generated
impulse are the mass and the velocity. By generating a positive impulse difference between
the intake and the exhaust, the aero engine is producing thrust [13]. In the present case,
the mass at the inlet and the exhaust are approximately identical, so the impulse difference
has to be created by accelerating the air flow. For this purpose, aero engines make use
of the working principle called Brayton cycle, which is depicted in figure 2.1. Each of
the major aero engine components is fulfilling its task in this scheme. First, the airflow
is guided through the intake to the compressor which is increasing the pressure of the
airflow stage by stage using the laws of turbomachinery. This increase in pressure and
also enthalpy is represented by the curve from point 1 to 2. The compressed air is then
mixed with fuel and ignited, what in turn increases its temperature, and therefore its
energy, so the current status moves on to point 3. This energy is extracted by the turbine
afterwards, resulting in a momentum to the shaft and a working fluid with high kinetic
energy. The nozzle serves the purpose to convert the remaining energy into velocity or
impulse in order to generate thrust and to maintain the pressure level. The momentum at
the shaft is received by the compressor, which is requiring energy input to perform [13].

A further development of the basic aero engine concept is the turbofan aero engine,
which uses two or three concentric shafts, each rotating with another speed. Aero
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Figure 2.1.: Scheme of the Brayton cycle [13, p. 36]

engines in this form can be subdivided into high- and low-pressure areas, and in case of
a three-spool engine, also into a third intermediate pressure section. In these engines,
the High-Pressure Turbine (HPT) delivers the power for the High-Pressure Compressor
(HPC) via the high-pressure shaft and the Low-Pressure Turbine (LPT) in turn drives the
Low-Pressure Compressor (LPC). The company Rolls-Royce for example also introduces
a third shaft for the mentioned intermediate-pressure category. In this approach, the
fan is driven exclusively by LPT, which serves as a pure work turbine. The introduction
of multiple shafts separates the engine into systems which can have different rotational
speeds, which in turn implies improved capabilities to adapt to the respective optimum
efficiency regions of the components.

These rotary parts are connected via interfaces to the opposing structural system which
guides and contains the gas path. Due to fundamental turbomachinery working principles,
a majority of the opposing components shares nearly axisymmetric nature and often
resembles casing structures which enclose this gas path. These structural parts comprise
for example sockets and joints for stationary vanes and auxiliary installations and also
the interfaces to mounting systems which connect the core engine to the surrounding
airplane structures.

2.2. Design process

Aero engines represent a highly complex systems with transient and non-linear interactions
of a multitude of engineering disciplines. This leads to the fundamental question of an
adequate approach to design, development and optimization of such assemblies. Many
researchers over the years tackled similar problems and suggested various approaches
where some of them are defined standards nowadays. A good overview on the evolution of
design methodologies is given in [14, pp. 20 sqq.]. With the rise of computational power
and abilities, new extended design possibilities emerge and lead to new forms of product
development [4, pp. 13 sqq.]. However, this can be seen as a race between possibilities
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and methodologies for enabling technology and the demand created by the strive for
continuous innovation of products and processes which become more and more complex
over time. This in turn also leads to the world community growing more competitive
implying to be able to deal with larger and more complex systems while keeping the design
process as efficient as possible [2, pp. 47 sqq.]. For this reason, an adequate development
approach to cope with multi-disciplinary systems and interactions is a mandatory aspect.

Specifications build the basis and guidance for the development of for example aero
engine systems. These are commonly derived from aircraft manufacturers stating their
requirements and from a market research to guarantee competitiveness. Preliminary
structural, thermodynamic and aerodynamic design studies are often the next steps to
lay out the basic aero engine process. The developed system is then included within the
mechanical design framework, which is depicting the main interface for aero engine related
load case simulations as well as interfaces to the aircraft manufacturer. However, this
process contains a multitude of iterative steps and cycles to cope with multi-disciplinary
effects [15, 16].

The desire to gain a fundamental engineering understanding of the system is imminent
and also often more important in early design phases than aiming directly for increasing
the simulation complexity. Despite rising accessible computational power, the effort for
high-fidelity multi-disciplinary studies still depicts a substantial obstacle for these early
system analyses and adequate response and iteration times. For this reason, a common
approach in the field of multi-disciplinary optimization is the hierarchical decomposition
into subsystems [17]. The definition of interfaces between subsystems is playing a
significant role in this process. Properly defined interfaces allow system-wise individual
simulations. Consequently, these subsystems can be investigated by domain experts with
higher-fidelity models and the gained information can be redirected to the whole system
iteration loop [2, 18].

This train of thoughts is also commonly pursued in aero engine development. Transient
and complex maneuvers and load cases, like for example fan-blade off, limit and restrict
the use of high-fidelity models for simulation purposes and thus, necessitate simplified
systems. As previously mentioned, the focus is set on lower complexity system models
with adequate interfaces for system-wise detail analyses.

Starting from this strategic point, the next topic is the setup of these simulation models.
Computer-Aided Everything (CAx) applications became more and more powerful and
suitable for an extending field in engineering throughout the years. Especially CAD
models have strengthened their position as global basis for various analyses in the product
development cycle.
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2.3. CAD

CAD systems are situated in the wider field of CAx tools which have been part of research
and development works since 1940 [4, p. 6]. An historical overview of the development and
more information about CAx systems for further reference is given in literature as [4, 19].
A significant driver for CAx systems has been the use of computers for the development
of products in the field of Numeric control (NC), Computer-Aided Planning (CAP) and
Computer-Aided Manufacturing (CAM). Apart from that, CAD systems allowed also a
more robust and reasonable setup for simulations in the field Computer-Aided Engineering
(CAE), especially for the FEM domain. However, today’s core competence as tool for
product design has first emerged afterwards [4, p. 9]. All these steps positioned CAD
as a major port for engineering disciplines of various kinds like design, manufacturing,
simulations and even for economic evaluations.

Especially 3D modeling has evolved in the course of the years and is the state-of-the-art
for the majority of design processes today. The developed 3D model serves as consistent
basis for all work steps in the development cycle. Encarnacao et al. [20] and Vajna et al.
[4] summarize the main approaches for 3D modeling to wireframe, surface, volume and
voxel modeling. Due to their similarity to the real geometry, volume models have the most
wide-spread range of applications. The VDI 2209 guideline [21] describes volume models
as topological closed combination of surfaces which contain apart from information about
the object hull or skin also information about the volume.

Over the last years, several methods and kernels have been developed to build these 3D
models. The most common ones are the Constructive Solid Geometry (CSG), see figure
2.2b, and the Boundary Representation (B-Rep), see figure 2.2c, techniques which have
lead to further hybrid approaches.

The CSG makes use of simple and mathematically defined geometric shapes, often
referred to as primitives, and combines them using boolean operators to build 3D models
[19, pp. 85 sqq.]. Exemplary shapes are cuboids, cylinders, prisms, pyramids, spheres and
cones. Modern kernels also allow for more complicated primitives like free-form shapes
and thus increase possible complexity. The final CSG tree, see figure 2.2b, contains all
logical and chronological operations and connections while the leafs depict used primitives
[4, pp. 179 sqq.]. Besides advantages like mathematically correctness, this technique
entails also disadvantages, especially for product development and design. Due to the
method-related restrictions, the introduction of small changes especially in incremental
design iterations can become too unhandy for industrial use [22, p. 5].

The majority of commercial CAD software today is based on a kernel using the boundary
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Figure 2.2.: Modeling approaches (after [22])

representation technique. This has been introduced and studied for CAD purposes by
Braid in [22, p. 11, 23]. The volume model is constructed in this case by combining
topological components like a set of surfaces which describe the model boundaries, see
figure 2.2c. By means of conglomerating the surfaces, the entities are then bounded by
trimming curves, which in turn result in objects as edges and vertices. On the basis
of present surface information, the kernel is able to distinguish between the inside and
the outside of the 3D model. Along with this comes information about the relation
and adjacency of the topological entities, which can be used for further purposes. For
building and modifying the model, specific Euler operators come into place to preserve
the consistency of the topology of the solid [22, p. 11].

However, a major disadvantage is that in traditional B-Rep modeling the information
is limited to the final state and shape. Thus, a morphological description of the volume
model is not available [24, pp.11 sqq.]. The approach of storing the history of the B-Rep
operations in a chronological tree within the CAD software has paved the way for more
opportunities. In this regard, the B-Rep method involves a more flexible and also richer set
of potential operations, so becoming a more sophisticated design and development toolkit.
Compared to the CSG, each geometric entity is associated with geometric information
which can be useful for later analyses and modifications. For a more detailed overview of
basic modeling techniques refer to [19, 22, 23, 25, 26].

The idea of the history tree has led to the basic concept of so-called features. The concept
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of feature-based has originated from manufacturing planning and NC programming [4,
p. 194]. In the course of the years, a lot of different definitions for the term feature have
been established. Shahin et al. [27] present a survey of these along with an overview of the
history, the methodology and a collection of research articles of feature-based modeling in
his work. The definition that fits the scope of this thesis is that “features encapsulate
the engineering significance of portions of the geometry of a part or assembly, and, as
such, are important in product design, product definition, and reasoning, for a variety
of applications” [28]. With regard to CAD software, features are methods to ease the
construction process, thus reduce design lead-time, by a predefined collection of CAD
operations. Exemplary most-common features are extrusions, revolves, blends, chamfers
and holes. The history of the applied features is stored afterwards in the internal feature
tree and allows access and modification also later on via the software interface.

Another technique that has come along with the rise of CAD tools and applications is
the parametric modeling [21]. In parametric systems, data structures can be controlled by
parameters in order to change for example geometric dimensions or relations. This new
principle brings along several additional benefits for time savings regarding modifications,
reduce time for model creation, especially in case of design series development and thus
also for parametric design studies [4, pp. 184 sqq.]. However, the topic of parametrization
can become arbitrarily complex especially in larger assemblies due to increasing number
of parameter relations and interactions. This emphasizes the requirement of a structured
and methodological approach for an adequate parameterized model.

With a focus on strategies to build 3D models, Shah et al. [29] divides them into
two major categories. On the one hand, a destructive approach with features involves
volume subtracting operations from a base model in order to introduce further details and
features. The other technique implies starting without the necessity of a base model and
uses synthetic or constructive operations to build the model thereof [27]. The synthetic
approach has proven to be more suitable for feature-based and parametric modeling for
design studies.

The designed 3D models serve then as starting point for subsequent studies like
structural mechanic FEM simulations. To transfer the model to the FEM system, the
VDI guideline 2209 [21] distinguishes between two different variants. Either the FEM
system is integrated in the CAD system or in case of different software being used, a
neutral file format has to be used. For the second case, however, design and simulation
problems due to lacking robustness and quality of the interfaces are quite common [4,
pp. 263 sqq.].
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2.4. FEM

2.4.1. Overview

In engineering fields, the task of analyzing a system behavior or predict the influence
of loads on products is one of the most basic ones. Technical progress leads to rising
complexity in systems and thus, the portion of problems which can be solved analytically
has decreased [7, p. 3]. For this reason, numerical methods have made their way into this
field and became standard for a multitude of applications. Especially FEM procedures
have proven their benefits for engineering analysis [30, p. 1, 4, pp. 242 sqq.].

The name-giving objective of this methodology is to discretize complicated problems
or problem domains into small and manageable units, the so-called finite elements
[7, pp. 11 sqq.]. Depending on element and solution type, different functions and
solver schemes are associated with these elements, which shall represent their properties.
Afterwards, the discrete units are assembled under consideration of specific boundary
conditions to approximate the complete system solution.

The governing equations for the element itself are derived from their physical relation.
In structural mechanics, for example, the principle of virtual displacement is an approach
to approximate the differential equations with equivalent discrete equations in order to
develop a numeric solution [4, pp. 243 sqq.]. With different types of physical problems
come different types of governing equations and conditions and thus, also different types
of elements. Bathe [30, pp. 199 sqq.] summarizes the most common to truss, beam,
plane stress, plane strain, axisymmetric, plate bending, thin and thick shell and general
three-dimensional problems. Most of the structural problems could be defined as three-
dimensional in this regard. However, the associated equations come along with a higher
degree of complexity than in lower dimensional scenarios, thus leading to a more expensive
solution regarding computer resources and computational time [30, p. 4].

2.4.2. Element types

Especially if computational complexity is a driving factor, the different categories of
elements have their advantages and disadvantages of their own for specific problems.

One-dimensional elements like beam or truss elements depict the most fundamental
element type, see figure 2.3a. The most common underlying theory for this type is
based on the Euler-Bernoulli or Timoshenko approach as described further in [31] or [5,
pp. 57 sqq., pp. 122 sqq.]. On the basis of these theories, the element shape functions
can be directly derived from the analytical solution and thus provide high-quality results
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(a) 1D beam or truss element

(b) 2D elements

(c) 3D elements

Figure 2.3.: Common continuum elements (after [30])

[4, pp. 273 sqq.]. Beam elements can consequently imply both accurate and low-cost
implementations for suitable problems.

Increasing the dimensionality to the two-dimensional domain leads to plane and shell
elements, see figure 2.3b. The fundamentals providing the approaches for these element
types are based on the Kirchhoff or Reissner-Mindlin theories [5, pp. 140-168]. Its
basic proposition is that the structure itself is thin in one dimension [30, p. 200], so
recommend them mainly for likewise domains. With their lower dimensionality, they
offer notable benefits in terms of lower complexity and demand of resources compared to
three-dimensional volume elements.

Volume elements, figure 2.3c, are more complex units due to a higher number of degrees
of freedom, the associated assumptions and shape functions. On the other hand, their 3D
nature implies a certain degree of genericness which allows a wide-spread use in structural
analyses. Discretizing a volume model by for example tetrahedral finite volume elements
is comparably straightforward and does not necessitate further preparation effort in most
of the cases. Along with this advantage comes the disadvantage that the use of 3D finite
elements can lead quickly to undesirably computationally expensive models [4, p. 273].
Hexahedral volume elements allow in specific scenarios to discretize a given shape in
a more efficient way, thus can be used as a means to mitigate this issue of extensive
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computational demand. The more complex the given geometry is, however, the more
effort is required to prepare this model for a hexahedral meshing operation. This often
leads to the decision on the tetrahedral option.

Especially for thin structures, it is recommended to use more than one volume element
through thickness to obtain reasonable simulation results [32, 33] which is why the
commercial software Siemens NX comes with a setting for its meshing algorithm which
ensures at least two elements over the thickness [34]. This in turn raises also the overall
number of elements, thus degrees of freedom. In such cases, shell elements can profit
from their advantage of producing adequate results while maintaining a lower simulation
complexity. Nevertheless, the disadvantage of shell element application is that prior model
preparation and idealization is required. A CAD surface domain for the 2D discretization
has to be derived from the original 3D geometry first in case an integrated CAD-CAE
path is pursued. A similar situation is present for 1D beam modeling, which on the one
hand provides both quality and performance for suitable models, and on the other hand
requires a prior extraction and definition of cross-section properties for beam units.

Apart from the fundamental element categories, two additional FE settings can have
a significant effect on simulation results, thus quality. On the one hand, the element
size, thus related to the number of elements in a mesh, is an important property to
build accurate CAE models. More elements imply a better adaption to the fundamental
geometry and so a more discretized and detailed result. On the other hand, increasing the
degree of shape functions basis for the element formulation can support the reproduction
of more complex phenomena. Both factors are often referred to as p and h method which
are used for proving convergence in engineering simulations [4, pp. 275 sqq.].

The most common element formulations have been adapted and implemented in
commercial FEM software. Klein presents an overview and comparison of the different FE
solver kernels and software packages in [5, p. 15]. These tools are using CAD geometry as
a starting point for the mesh creation. The process is structured as follows: the software
receives input from a manual selection of appropriate geometric entities for suitable FE
element types, e.g. solid bodies for a 3D volume element mesh. Afterwards, various
internal algorithms guide the automated generation of FE meshes while considering
specified mesh parameter and FE properties.

After having set up suitable FE models and meshes, the connection or interpolation of
nodes and elements is another substantial step. For this reason, FE software provides
a variety of options to rebuild connections or links and load extraction or application
interfaces. One of those is the so-called Multi-Point Constraint (MPC) which allows
the interpolation of arbitrary nodes, so Degrees-Of-Freedom (DOF), with a specified
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formula. Rigid Body Element (RBE) is a subtype of those MPC elements which is often
used for these interpolation tasks. Another type of connection which is often used in
the NASTRAN domain is the CBUSH element ,which represents a simple spring-damper
element with specified parameter. A combination of both RBE and CBUSH types is often
found in simplified and abstracted representations of bolt connections, for example. Apart
from these, a more recent and modern approach for connections is the gluing technique of
the NASTRAN kernel, which depicts a simple and effective method for joining dissimilar
meshes [35, ch. 20]. Its principle bases on contact calculation including multiple iterations
to optimize the connection simulation result. More information about gluing techniques
can be found in [36, pp. 379-385].

However, the concrete FE theory is not central to this work and its implementation
in current commercial software is considered as state-of-the-art. Nevertheless, a basic
overview of exemplary FEM elements has been given as basis for subsequent logics and
processes. For more information about the detailed FE history, theory and implementation
reference is given to literature as [5, 30, 37–40].

In summary, each element category and type has its advantages and disadvantages.
In case of suitable situations, the most significant disadvantage of elements of lower
dimensionality is the required model preparation effort. According to Bathe [30], the aim
is to achieve an effective model, either mathematical or physical, which yields the required
response with a sufficient accuracy at the least possible cost. Also Michael et al. [7, p. 16]
recommend to aim for a compromise of model accuracy and complexity, so for a model
just accurate enough for its needs. Gasch further states in [37, p. 545] that the disk space
increases with the square and the calculation time for an exemplary eigenvalue analysis
rises with the fourth power of the number of degrees of freedom and thus emphasizes the
advantages of optimized models. Consequently, especially complex and large assemblies
necessitate effective simulation models for the related analyses. In early design phases, the
ability to respond quickly to design changes and to create predictions with a reasonable
pace is an important factor for understanding assembly behavior and optimizing the
system.

2.4.3. Modal analyses

After having built a FE model, its suitability and quality regarding given objectives in
the present environment has to be evaluated to allow reasonable conclusions. This step
is commonly associated with the field of model validation or verification. The aim is to
compare the digital model to the real model behavior to confirm the correctness of the
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prediction capabilities of the model within given simulation paths. This field of model
validation is of importance especially in times of increasing computational technologies
and also for application cases as virtual testing, and consequently is comprising a vast
amount of different techniques, strategies and approaches. A common guideline pursued
in the validation and verification field has been published by the American Society of
Mechanical Engineering (ASME) in [41]. This field in general is quite extensive and
not part of the main objectives of this work, but basic methodologies thereof have been
utilized for general model evaluations.

A simple and straight-forward approach to model validation is for example to apply a
similar load on two models that are to be compared and compare the resulting model
displacements at distinct locations to investigate the quality of the model matching.
Another application for model validation would be for example the comparison of a virtual
to a real physical model. However, this approach in general is likely to target too specific
model or load path related properties and thus does not depict a reasonable validation
foundation for general conclusions in more complicated scenarios.

In this context, an approach which is often referred to as modal validation can depict a
more suitable approach to produce more general statements about the model matching
capabilities. As described by Ewin in [42], modal analysis or testing can play a significant
role in the correlation process of experimental and theoretical results and help to identify
the causes for discrepancies. One of further applications is the so-called substructure
modeling which aims for the development of a mathematical surrogate for a component to
be embedded in a structural assembly which in turn requires all component characteristics,
so modes, to be considered as described by Ewin [42]. A similar idea is pursued in a third
application which uses modal properties to predict the effects of modifications to the
component, so influence of substructures [42]. The evaluation of model quality, correlation,
and influence of components and substructures represent aspects of interest within this
work, which is why this modal approach has been utilized for the mentioned purposes.
Modal testing can be expensive and depicting an obstacle on the path to improved design
efficiency. Apart from comparing real physical to computational models, a lot of research
work also deals with a validation approach using highly detailed FE models as reference.

One of the major advantages of this modal strategy is that it is targeting basic
characteristics and dynamic properties of a model or system. The starting point from
a theoretical point of view is the equation of motion of the system in which the matrix
M contains mass properties assigned to specific DOF of the structure, D is related to
damping properties and K relates to stiffness attributes:
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Mẍ+Dẋ+Kx = f (2.1)

With regard to generalization, assuming neither external constraints nor forces results
in a so-called free-free modal analysis which is often used in aerospace engineering [43,
44]. Moreover, especially in structural mechanics using FE methods, the damping term is
neglected which leads together with the free-free conditions to equation 2.2 [30, p. 786].
Assuming a harmonic solution allows transforming this equation to an eigenvalue problem,
equation 2.3, which yields two types of results: natural or eigenfrequencies and eigenvectors
or modes. The eigenfrequencies describe the frequencies at which the system is witnessing
natural resonances and the eigenmodes are describing the displacements of the DOF
when vibrating at the respective frequencies. These two outputs are providing general
statements about the component behavior and depict the basis for modal analyses.

Mẍ+Kx = 0 (2.2)

(K− λM)ϕ = 0 (2.3)

For the correlation purpose mentioned before, the Modal Assurance Criterion (MAC)
which has been introduced by Allemang et al. [45–47] has proven to be suitable and thus
state-of-the-art criteria to compare the derived mode shapes afterwards. The MAC is
defined as follows with ϕ being the mode vector for either analysis A or reference model
R, or for either analysis mode i and reference mode j respectively:

MAC (i, j) =
|ϕA

i ϕ
R
j |(

ϕA
i
T
ϕA
i

)(
ϕR
j
T
ϕR
j

) (2.4)

Due to the normalization, the resulting MAC value for two modes is within [0, 1] with
a high value indicating a better mode matching. Matched modes allow more reasonable
comparisons of the associated eigenfrequencies, so a more reasonable conclusion about
the effect of for example model modifications.

After having set an investigation basis for comparing different variants of models or
systems and integrating the MAC to allow a more sophisticated evaluation of the results
thereof, the last point is to define an evaluation scope for the analysis. The scope in
this context refers to the number of modes, or eigenfrequencies respectively, to consider
in order to be able to draw a sufficiently well-founded conclusion about model quality.
This train of thoughts leads to techniques as the evaluation of modal masses or modal
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Figure 2.4.: Related fields

participation factors [48–51] to distinguish modes with a high significance for rebuilding
the model behavior [52, 53]. However, most of these approaches are not leading to suitable
results in free-free conditions, what in turn directed to research works as [43, 44, 50]. As
stated in [44, 53], a modal mass of more than ≈90% is sufficient in most of the cases to
approximate the original component behavior. Most of the studies conducted in works
like [50, 52] for constrained systems and [44] for free-free systems show that especially the
lower modes are contributing to the mentioned ≈90% in the majority of the cases. With
reference to these state-of-the-art conclusions, this work is not extending its objectives by
going further into detail and considers a focus on the first 50 eigenmodes in the modal
analyses as sufficient to investigate model quality to a reasonable extent.

2.5. CAE model generation

Model preparation and simplifications can have an advantageous effect on simulation
complexity, thus model responsiveness and usability for various processes. On a different
note, these tasks require manual effort and can become tedious quickly, so overshadow the
advantages. For this reason, a lot of research has been conducted in multiple fields which
are interconnected to a certain degree. Figure 2.4 shows the main clusters of research
associated with this topic.

In the following, this thesis is setting up a central theme which guides through these
topics and research fields. The fundamental objective of those is to support component
analysis, preparation and simplification, build interfaces for automation and to develop
the automated process itself.

2.5.1. Simplification

The first step towards increasing model efficiency is the direct CAD model simplification.
Often details in the CAD model increase the complexity of either creating a simulation
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model thereof or of the simulation itself but do not exert a significant influence on basic
component characteristics, so simulation results. This can result in unnecessary high
design cycle times. In general, the basic idea has not only been part of engineering research
but is also present in other fields like computer graphics. The approaches developed to
cope with this can be divided into three major categories: methods that are based on
mesh, so either facet or surface mesh, or B-Rep methods which focus on the geometric
CAD entities, see figure 2.5. Combining the information gathered from mesh or B-Rep
objects leads to the formulation of higher-level features which can also be considered for
analysis [54]. Regarding this, Thakur et al. [55] conducted a state-of-the-art research and
presented an overview in their work.

(a) B-Rep model (b) Mesh model (c) Facet model

Figure 2.5.: Different model representations

Mesh-based methods consider an assembly of various mesh elements, mostly surface
elements, as a starting point. Different algorithms have been developed which focus on
decimation of element count by merging elements. Hoppe et al. [56] for example present an
approach for mesh optimization including simplification using an energy function to reduce
the number of vertices in a dense mesh. In a later work [57], the term Level-Of-Detail
(LOD) is introduced within this scope in association to defined simplification, compression
and refinement steps. Schroeder et al. [58] pursue a similar approach along with an
exemplary application on an engineering related model, an aero engine blade. Soucy
et al. [59] make use of a hierarchical triangulation approach to compress mesh surface
information while preserving topology. Garland et al. [60] use quadric error metric for
surface simplifications approximations with respect to geometric errors.

In the engineering field, to be more detailed in Finite Element Analysis (FEA), element
size is an important parameter that exerts a significant influence on simulation quality.
As a consequence, mesh decimation can lead to undesired mesh distortions. Additionally,
mesh distortion negatively affects the similarity of the mesh and underlying exact CAD
geometry, which can be the reason for different simulation results.

FEM Software or in general meshing algorithms nowadays often include parameter and
settings to induce similar mesh simplification methods internally. An exemplary parameter
is the small feature tolerance of Siemens NX which allows an integrated automatic mesh
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simplification [34].
However, the exclusive focus on mesh elements without taking context into account

has its limitations. For this reason, further research generated methods that involve
region building and analysis. After having identified target regions, methods like element
decimation or removal can be applied to achieve simplification effects. Starting from a
CAD mesh, Gao et al. [61] describe a process which uses a watershed approach to identify
and segment regions. This information is used in form of a Region Adjacency Graph
(RAG) for feature recognition on behalf of a user defined feature facility and thus allows
a straightforward feature suppression for simplification purposes. A similar objective is
pursued in [62] and [63] which present different methods for CAD mesh segmentation and
deriving meaningful features. Quadros et al. [64] show up approaches to suppress features
after their identification.

Since the fundamental idea of dividing an object into meaningful parts is not only
interesting for engineering, but also represents a basic psychological aspect, a lot of
research has been conducted in other fields. Mesh information with context has been
used as basis for self-learning algorithms in order to recognize shapes on their own as well
as subdivide it into recognizable parts. Overviews of conducted research and development
in this regard is given in [65] and [66]. While works like [67–72] focus on basic 3D objects,
researches as [73–76] put CAD models into their focus.

Other approaches are pursuing a similar target but on a different path. Instead of
mesh elements and their connectivity, their starting point is the B-Rep model including
its association information and so share a closer similarity to the CAD world. Earlier
approaches, as in [77], combine both B-Rep and FE mesh information since a direct
connection between CAD and CAE has not been common. On behalf of element and
surface data, simplification operations have been introduced. Features like blends, holes
and fillets introduced for manufacturing and detail reasons are often a problem for meshing
algorithms, thus increase complexity to an unnecessary extent. For this reason, their
automated suppression or removal has been the topic of several works as [78] and [79].
Nevertheless, this procedure is not achieving the desired lower level of detail in many
cases.

Similar to mesh-based approaches, the next logical step is to consider entity context for
more information, so a more sophisticated feature-based simplification. To achieve this,
the features have to be identified first. Shah et al. [29] gives a discourse of various methods
for geometric feature recognition in the CAD field and categorizes them to topological,
heuristic, symbolic, volumetric, process-centric and hybrid techniques. Another review
of state-of-the-art techniques in this context is given in [80]. For the objectives of this
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thesis, topological and volumetric approaches depict the points of major interest.
In the topological approach, graph-based methods make up a large section. These

graph-based methods are similar to the approaches described in previous section except
for that instead of mesh elements B-Rep surface entities are representing the graph
components, see figure 2.6. In addition to face and edge relations, attributes describing
the components themselves are introduced to the graph to extend its degree of information
in the so-called Attributed Adjacency Graph (AAG) [29]. The edges connecting face
nodes are attributed with e.g. integer values to denote their concavity properties and
thus support reasonable graph structure browsing. This idea has been pursued further
and lead to the development of a multitude of various graph representations [81], as
for example the Multi-Attributed Adjacency Graph (MAAG) [82] and Multi-Attributed
Adjacency Matrix (MAAG) [83]. To overcome remaining drawbacks like recognizing
interacting features [84], further research has been conducted in [81, 83, 85–87]. Based
on the resulting B-Rep graphs, a technique called graph isomorphism is used to identify
and recognize sub-graphs associated with specified features. Mao et al. [88] evaluate
the use of Apriori-based Graph Mining (AGM) for the problem of frequent subgraph
discovery while projecting the AAG to a two-dimensional plane which describes specific
face shape characteristics. However, Ma et al. [88] concludes that AAG comparison is not
flexible enough to account for small differences in identified structures and furthermore,
potentially important aspects like dimensions of structures and their relative ratios are
not part of the shape comparison formulation. To improve the flexibility of graph-based
recognition, Di Stefano et al. [89] introduce semantics as additional information to their
approach. In this scope, semantemes describe the minimal element of meaning that the
system can identify given a geometry model, which build interfaces to graph relations
and information.
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Figure 2.6.: AAG process
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Due to still remaining limitations of graph-based approaches, Cao et al. [90] published
research on an interactive feature recognition which utilizes user-interaction to identify,
analyze and extract more complex features.

In general, most of the presented graph-based research is dedicated to recognizing
machining features for Computer-Aided Process Planning (CAPP) purposes. Compared
to machining features, which share a similar topology due to their nature in most of the
cases, the aspect of interest of feature recognition in this thesis is to identify substructures
suitable for simplification effort and methods to remove negligible structures. These
in turn can be of arbitrary shape and topology and thus make a recognition rather
complicated.

For this reason, other Feature Recognition (FR) methods set a decomposition of a given
3D model in first place and so depict an attractive interface for component simplification
and understanding.

Convex hull or cell-based decomposition focus on segmenting an input model into
intermediate volumes which are manipulated afterwards to produce form features [80] and
for that reason are defined as volumetric methods. As the name suggests, the convex hull
method utilizes the smallest polyhedron convex hull that is circumscribing the present
3D model. By building the set difference between hull and model, the so-called convex
deficiency is obtained [29]. This step is repeated recursively until an empty deficiency
is achieved, see figure 2.7. The basic idea of this methodology has been initiated by
Kyprianou [91], further pursued by Woo [92] and later extended by Kim [93] as described
by Han et al. [94]. Additional extensions, modifications and proposals to this process
have been developed and evaluated in [95–98]. Han et al. [94] describe the major steps
of the hull based decomposition as follows: decomposition using the alternating sum of
volumes with partitioning (ASVP), recognition/generation of form features, generation of
primitive machining features and machining feature aggregation.

The fundamental research on cell-based approaches has been done by Sakurai et al.
in [100, 101]. In the course of the years, many more researchers dealt with this topic
and extended methods to overcome existing limitations. Similar to the convex hull
decomposition, the cell-based approach consists also of multiple steps: retrieving delta
volumes, decomposing delta volumes into minimal cells, cell composition and final feature
classification [94]. Its core principle is based on traces created by machining features
and extending surfaces of the delta volumes based on local criteria, e.g. edge concavity,
to create the cells [102]. However, this can lead to numerous cells in some cases which
facilitate their composition to meaningful features. Works like [103] and [104] introduced
the method to combine resulting cells to so-called maximal volume features for a more
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Figure 2.7.: Convex hull decomposition (after [99])

systematic approach. In [105], Woo describes the application of the maximal volume
methodology for the model decomposition by localized face extension. Woo et al. in [102]
further pursue this idea and present a divide-and-conquer approach to improve process
scalability and mitigate the problem of multiple feature interpretations.

Regli [106] presents research on a trace-based feature recognition in the machining
environment. In the associated context, traces are related to geometric and topological
properties embed in the solid model and combined with a hint-based approach for feature
identification, as for example the conical ending surface of a hole supports drilling feature
recognition.

Nevertheless, methods focusing on machining features limit the potential application
spectrum. More general approaches for CAD preparation, simplification or decomposition
open up a wider application spectrum. White et al. [107] have been one of the first to use
the virtual term for geometry decomposition. Via pseudo or virtual geometry, complex
topology is decomposed to mappable sub-volumes suited for more optimal meshing
primitives. The presented approach aims for a reduction of required manual interactions
and is based on mesh entities and uses a node and face traversal process to identify virtual
cutting planes. Sheffer and Blacker et al. [108–110] introduce the virtual topology in the
B-Rep framework, which is a way of separating topological information and geometry
while maintaining their association. An advantage of this is that topological operations can
be executed on the decoupled virtual topology in a more efficient way because geometric
changes are typically expensive and complex [108]. This virtual construct is built from
basic B-Rep entities, as faces, edges and vertices, and contains their adjacency information.
Basic operations as merge, split, collapse and connect are described to apply modifications
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to the topology in order to prepare and simplify geometry for the meshing process. The
merging for example focuses on the combination of geometry of similar topology in order
to eliminate boundaries and small details, so obstacles and unnecessary boundaries for
meshing algorithms. Similar to this, split operations are designed to separate domains
for a clean mesh boundaries. On top of the virtual topology, Sheffer et al. use a local
analysis to cluster faces to regions which are target for the topology operations afterwards
in [111] and [112]. The idea of virtual topology is still pursued in later works. Tierney
et al. [113] employ virtual topology to link boundary conditions defined on the original
model to simplified and decomposed analysis models. In [114] Tierney et al. go into detail
regarding virtual topology for model simplifications and describe both virtual volume
partitioning and splitting operations. They present a flowchart for the process of topology
extraction, virtual decomposition and meshing using the software Siemens NX and ICEM
CFD.

The term cellular modeling has also emerged in this scope in order to provide another
approach to model preparation and feature analysis. Bidarra et al. [115] describe the use
of a cellular representation to solve various feature modeling problems and operations
to prepare a geometry based on this methodology. This cellular model depicts the basis
for defining and maintaining feature semantics, especially during and after modeling
operations in [116]. Armstrong et al. present in [117] a framework using this cellular
modeling strategy to overcome different structures of different CAE software and modeling
paradigms. Later research as [118] utilizes this for the preparation of B-Rep models for
analysis including small feature suppression possibilities. The principle of combinatorial
topology is used for the cell complexes to develop transformations and operator pairs as
collapse and explode which implies adding a dimensional increase or decrease like e.g. a
face to edge conversion. Other operators provide splitting, joining, inserting and removing
functions for further cell transformation and conversion. The authors of [118] use this as
a starting point for feature suppression but point out that many features require more
than one operator. Another path is taken in [119] which combines the cellular topology
idea with feature-based model sequence concept to build progressive solid models for
providing different LOD. In this regard, a model is decomposed into various cells, which
are evaluated based on their delta volume and composition type: positive or negative.
This cellular modeling framework has proven another use for transferring or maintaining
boundary conditions and semantics between models of different detail level in [120–122].

Other than described in the previous two sections, Belaziz et al. [123] utilize a mor-
phological analysis of the component for model simplification and idealization. In this
approach, topological modifications of entities, as faces, contours, edges and vertices, are
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investigated to identify morphological changes from one state to the next one. Based on
this changes, features can be derived which shall finally support the construction of a
tree similar to the CSG. This tree can then be used to apply idealizations to the product
model using external information from an analyst.

Based on a similar idea, other decomposing methods focus on edge loops and local
concavity in order to identify potential splitting planes, thus decomposable structures. Lu
et al. [124] identify and analyze edge loops of a B-Rep model. Based on the edge loop type,
different methods for constructing and selecting the cutting surfaces are developed and
presented. Concavity information is also used in the approach in [125] where adjacent faces
are extended in order to build similar cutting surfaces. The resulting segmented structures
can then be matched with predefined features for recognition purposes. Concavity of edges,
islands, depressions and joints are also making up the key aspects for solid decomposing
in the research of Chong et al. [126]. This approach first splits islands formed by closed
concave edge loops and afterwards identifies the closest edge pairs and collapses them to
medians. The type of medians guides the selection of appropriate splitting procedures.
Also Koo et al. [127] put concave and convex loops in their focus in their wrap-around
operation. In this, inner convex loops are traced to derive and delete interior faces, so
create a topological change which exposes potential features. On part and assembly level,
the authors utilize the previously mentioned Face Adjacency Graph (FAG) methodology
to identify starting faces for the operations and present two case study examples. Later
work by Kim et al. [54] presents a method which combines and extends state-of-the-art
methods. Prior chamfer, fillet and round decomposition build a better accessible starting
point for wrap-around, volume split and cell-based decomposition. As already described,
the wrap-around is focusing on inner convex loops. Contrary, the subsequent volume
split step targets inner concave loops and copies resulting entities for the volume splitting
operations, see figure 2.8. By this, the effort for the final cell-based decomposition is
reduced, thus positively contributing to the overall performance. In this last step, the
principle of maximal volume decomposition is implemented, which is also putting the
focus on concave edges and the extension of the adjacent faces. Afterwards, Kim et al.
visualize the decomposition steps in a CSG tree-like representation which is basis for
LOD considerations. Feature analysis yields feature importance measures to determine
LOD reduction steps.

Boundary edge loops are also key to simplified regions in [128] which provide model
knowledge for simplification steps. In this method, different entities as co-surface loop,
loop chords or loop bridges are introduced as tools to determine these regions, which
can be simplified by repair or patching operations. The selection of which region to be
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Figure 2.8.: Volume decomposition using concavity information (after [54])

simplified is either done automatically by defining a threshold value, by manual user input
or a hybrid variant. Zhu et al. [129] concentrate on the decomposition and recognition of
rib-like features for additional preparation purposes. In this scope, concave and parallel
edges and neighboring face properties help to identify rib features which are segmented
and regarded as separate structures in the ongoing process.

Boussuge et al. [24, 130, 131] developed a methodology to extract generative processes
from B-Rep shapes which shares the topology and entity analysis of previously mentioned
methods but puts its focus on other face and edge relations. Starting with a principle
based on maximal faces [132] and edges, its objective is to identify and remove primitives
iteratively to reverse the construction history to the root primitives. So-called lateral
edges and faces have to be retrieved in relation to the maximal face, which in turn guide
the extrusion and define the extrusion distance. After this primitive shape has been
evaluated, it is removed from the model state and the iterative process starts anew.

Other approaches make use of information besides local properties which is embedded
in the CAD model during the design step. Robinson et al. [133] utilize sketch data
which is basis for a majority of primitive CAD features to gain insight into substructures,
thickness distributions and possible feature types. The derived information is used to
identify slender regions for subsequent model partitioning and simplification purposes.
In [134], Chentao et al. present a method which makes use of integrated and accessible
feature information. The feature tree which is built in the modeling procedure is accessed
to suppress features, so to simplify the geometry.

Besides local properties or features, symmetry is a popular aspect to be exploited for
simplification assumptions in the simulation stage. Tate et al. for example state in [135]
that symmetry of solids has been interesting for research for a long time but methods
for detecting symmetric in B-Rep models are still hard to find. For this reason, they
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evaluate state-of-the-art methods and present a method for symmetry detection using
face loop analysis to derive candidate axes and planes of symmetry. Furthermore, they
provide an outlook for isolating symmetric and asymmetric elements. This aspect in
particular has been center to other researches as well. In [136] for example, Boussuge et
al. analyze B-Rep CAD models to identify axisymmetric and cyclic repeated sectors in
order to decompose the model to produce volume meshes of appropriate resolution and
quality. To achieve this, face properties and especially topological aspects as associated
edge loop types help to derive potential axisymmetric segments first. Cyclic entities
are then detected based on similar and patterned shapes along the center axis. This
knowledge is central for the subsequent isolation and segmentation of axisymmetric and
cyclic structures using cutting planes in Siemens NX [34]. Tierney et al. [137] continue
to pursue this idea and extend it by interface information on assembly level in order to
propagate symmetry information. This is done to guarantee appropriate mesh transition
conditions, thus simulation model quality. Another form of data for CAD analysis is used
in [138]. Casero et al. start from a faceted 3D model and identify silhouette edges after
projecting facets to a 2D representation. Algorithms from the field of computer vision
offer techniques to convert the rasterized representation back to 2D contours for CAD
purposes afterwards.

2.5.2. Dimensional Reduction

Shell or beam elements can bring a lot of advantages in appropriate cases compared to a
full 3D volume meshing approach as described in section 2.4. Especially in order to derive
fast simulation responses, a lot of research has been conducted to reduce dimensionality
of models, therefore involved FE elements. Two major methods have emerged and proven
as most suitable in this scope: the medial axis or object and the face-pairing technique.

Medial Axis

The origin of the term medial axis can be traced back to the works [139, 140] by Blum H.
who invented the principle of medial axis for shape description in biology. The motivation
for this idea has been to overcome the difference between the present biological problem
and the physical problem which is to solve and to provide methods to assess which purpose
a geometry is trying to accomplish. In the course of the years, a lot of research has been
dedicated to this methodology and its tuning, extension and application. [141–164] are
selected exemplary works for further reference. Medial axis methods or algorithms related
to the medial axis are also often referred to as skeletonization algorithms. In computer
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graphics, for example, a medial axis related method called Shape Diameter Function
(SDF) emerged for this skeletonization purpose and for movement and shape description
[71, 165–167].

A common technique to derive the medial axis is to use the so-called Delaunay tri-
angulation and Voronoi graphs. These are state-of-the-art methods in various fields of
science and implemented in a multitude of open-source software packages. In this regard,
only the fundamentals are described in the course of this thesis. Voronoi graphs describe
regions in a Rn space which are defined by a center and contain a subset of points which
are closer to their respective region center than to every other center, see equation 2.5.
The Delaunay triangulation is built around the optimization objective to maximize the
minimum inner angle of triangles in R2 or tetrahedrons in R3. As a consequence, the
condition has to be fulfilled that the circumcircle of a triangle may not contain any further
point of the given set of discrete points. Delaunay [168] has proven the duality of the
Delaunay triangulation and the Voronoi diagram, see figure 2.9.

Rk = {p ∈ R2|dist(p,Dk) ≤ dist(p,Di)∀j ̸= k} (2.5)

Delaunay graph

Voronoi graph

Figure 2.9.: Duality of Voronoi diagram and Delaunay triangulation

In the 2D space, filtering external Voronoi edges and connecting internal Voronoi
vertices leads to the desired skeleton line, or medial axis, and the combination with the
triangulation yields local circumcircle diameters. Analogously, the 3D dimensional process
leads to medial surfaces, often referred to as medial object, with its associated inscribed
spheres, see figure 2.10.

Face Pairing

Another technique that has emerged especially in the CAD field is the technique of face
pairing has been introduced by Rezayat in [169]. In this research, Rezayat presents a
novel method to abstract geometry models for the simulation-driven design process via
detail removal and dimension reduction by mid-surfacing. This approach consists of steps
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Figure 2.10.: Medial axis/object

as B-Rep surface pairing, setup of adjacency graphs based on topology and geometry, see
section 2.5.1, generating the midsurface patches and finally sewing and connecting the
patches based on the adjacency information. An exemplary application is shown in figure
2.11

Midsurface

Figure 2.11.: Midsurface by face-pairs

On account of the B-Rep CAD information, potential face pairs are filtered by a
maximum thickness, thus distance, parameter. The proximity to the root geometry on the
one hand allows an efficient approach, and on the other hand can generate appropriate and
clean midsurface patches which seamlessly fit into the model. This is a potential advantage
compared to methods based on medial axis. Ramanathan et al. [170] combine both medial
axis and face-pair mechanisms to extend face pairing capabilities. Another approach to
face pairing is pursued by Chong et al. [126] who investigate edge relations, concavity
properties and conditions, collapse edges to medians and then use this information to build
face-pairs for midsurface creation. Lee et al. [171] propose an extended face-pairing method
which casts rays to identify face-pairs and then sets up different graph representation
for the pairing as well as the midsurface patch generation and joining process. Edge
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information is stored in these graph representations to allow information mapping and
provide more detail for joining operations. More detail about evaluation metrics of face
pairs is given in [172]. Here, Sheen et al. describe different conditions which have to
be fulfilled for pairing to generate a more robust and suitable starting point for the
simplification as for example face normal properties and overlapping states. In a later
work, Sheen et al. [173] present a different approach called solid deflation, which aims for a
more general applicability of mid-surfacing methods. After face pairs have been detected,
a medial surface is calculated for each pair which then replaces the original face entities
in the topology and by this a deflation effect is achieved. Instead of deflating a model,
Lee et al. [174] describe an offsetting technique for non-manifold topological models. By
geometry analysis and Euler operations, a similar effect to deflating is introduced in their
work which can be used for both positive and negative offsetting.

Applications

The described methods have found applications in various processes and approaches for
component preparation and simplification. In general, the major fields of implementations
are component analysis and creation of simplified models of lower dimensionality, for
example midsurface shell structures. Both ideas are naturally strongly connected and
often rely on each other.

Stanley [175] presents a holistic approach for model simplifications and dimensional
reduction using the medial axis on aero engine components. In this case, a 2D section
oriented application of the medial axis using Matlab [176] is presented as a tool to build
shell models. These are evaluated regarding suitability and validity. An extension of
this approach to a 3D domain is presented afterwards including an application to a
sector model of an aero engine component which is validated against a reference 3D
simulation model. However, the performance and robustness of the approach have led
to further research as in [177] which focuses on accelerating the process. In this regard,
faces leading to unnecessary medial branches or flaps are neglected in the process what
decreases complexity, thus improves method performance. The identification of these
faces is achieved by a tagging and geometry preparation step prior to the main process.
Subsequent research [178, 179] uses this work as starting point for implementations and
evaluations in an extended whole engine environment.

A direct approach, however, is not leading to desired results or not possible in many
cases. Consequently, another cluster of researches in this field set a geometry analysis
prior to geometry modification tasks. Two major paths have emerged for this geometry
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analysis. One emphasizes the identification of thin-sheet regions while the other one
pursues a more hierarchical approach based on decomposition techniques, see section
2.5.1.

In order to identify thin regions, which could be approximated by beam elements,
Donaghy et al. [180, 181] pursue a medial axis approach. Similarly, Armstrong et al. [182]
investigate the use of the medial axis for detail suppression and dimensional reduction
of 2D faces to a set of skeleton curves. Furthermore, the extension to the 3D domain
with the help of axisymmetry and the associated 2D section is described. A similar idea
is pursued by Robinson et al. in [133] where they concentrate on CAD feature sketches
which represent 2D domains. These are then analyzed using medial axis tools to identify
thin regions. The skeleton line related to thin regions is afterwards used for CAD face
creation and for rebuilding the geometry using reduced representations.

In [183], Robinson et al. extend the applications and identify thin 3D domains based on
lateral dimensions and ratios, pursuing the target of separating thin from chunky regions.
Based on commercial medial axis or object implementations, midsurfaces are created and
those related to thin regions are filtered by the associated inscribed circles or spheres. As
subsequent clean-up operations, a 2D MAT is applied to the face pairs of thin-regions
which then serves as another input for cellular modeling. The resulting projection is then
used to build cells for shell and volume representations, thus mixed dimensional models.
More similar applications are described in detail in [8, 9].

Another extension is introduced by Nolan et al. in [121] which adds long and slender
domains to the list of regions to be identified. The authors present a FE beam modeling
method for those regions and describe approaches for combining and reconnecting the
interfaces between domains of different dimensionality by for example MPC constructs.
Makem et al. [184] present an ellipsoid-based fitting algorithm which helps to additional
subdivide and categorize these domains for a more structured meshing approach.

While the mentioned approaches put emphasis on the isolation of thin regions, another
cluster of research deals with the decomposition of geometry first. An overview of different
decomposition methods has been given in section 2.5.1. One major advantage of this
approach is that structures which would imply difficulties for face-pairing or medial axis
methods are separated into better accessible and potentially cleaner structures.

In this context, Woo et al. [185] make use of these methodologies to build more robust
and comprehensive midsurface models. The solid model is decomposed into simpler
volumes, which are then abstracted using face-pairing methods. The resulting midsurfaces
are extended, trimmed and merged according to the original geometry. A similar idea is
pursued by Boussuge [24] who first investigates the geometry derived from the previous
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decomposition process. The related maximal faces are investigated using medial axis
methods in order to identify a maximum thickness. Based on that and the extrusion
distance, the domains get classified into solid, thin and long and slender regions automat-
ically. Afterwards, the segmentation information and thus geometry interface relations
guide the assembly of the converted geometry representations to the final simplified
model. Zhu et al. [129] also follow a hierarchical idea for the midsurface abstraction of
thin-walled models and present a rib-focused decomposition and simplification process.
Edge properties guide the geometry splitting and setup of a hierarchical structure, which
is then used for building midsurface entities by an extension of the chordal axis method.

2.5.3. Information integration

Besides the amount of research in the field of component preparation and simplification,
other aspects have to be taken into consideration for the creation of assembly simulation
models. In this regard, boundary conditions, interfaces, connections as well as simulation
objectives play a crucial role for the setup of simulation models, thus for the resulting
model quality and suitability. Setting up these can become a quite tedious and repetitive
process coupled with disadvantageous amount of manual effort. This in turn affects
process efficiency, and therefore depicts an attractive target for automation research
and development. To manage the driving factors for automation, the manual process
has to be investigated first and broken down into major steps. Knowledge about for
example interface locations or faces which are used for boundary condition application
is mandatory for automating the process. Additionally, strategies of applying and
implementing simulation conditions and decisions have to be developed and defined
for the process. In general, the most common strategies can be described as name
or tag-related, user input, automated identification and feature or software-embedded
information.

Modern CAE packages often come with a direct interface for CAD geometries, which
enables a straightforward simulation setup. In this regard, meshing algorithms, boundary
conditions or properties are often directly applied to geometric entities as volumes, faces,
edges, curves or vertices. For the automation of a full simulation setup, researchers
have proposed a strategy which uses CAD tags in order to guide an automated process
[186–188]. In this context, tags refer to names which are assigned to geometric entities and
inherited from the CAD in the CAE model. These tags are used as targets for instructions
within the CAE process, thus allow an automated workflow. The input to this workflow
is an external database file which contains both CAE instructions and associated tags.
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On the one hand, this depicts a straightforward and also robust approach, but on the
other hand comes with difficulties, especially in larger assemblies. The introduction of
tags can become undesirably tedious. Furthermore, geometry modifications can affect
the integrity of the tagging strategy, thus require a re-tagging, especially if interface
entities are altered. Another way of utilizing tags is achieved by Benaouali et al. [6] who
associate exported geometry with a nomenclature for the subsequent FE meshing and
load application process.

A similar goal is pursued by Nolan et al. who developed a strategy to capture simulation
decisions so that they can be used to link different representations and to set up assembly
analysis models [120–122]. They introduce and present this idea named simulation intent
in [122]. Based on the three technologies cellular modeling, equivalencing and virtual
topology, the link between root and modified models can be maintained and global
information for other modeling and simulation steps is embedded and accessible for
downstream processes. The simulation intent database includes modeling and idealization
decisions and settings for boundary conditions, mesh and solution types [122]. Lecallard
et al. [189] describes this database as an external common data structure which is stored
in SQL format and provides attributes associated with the created cells. Works like [10,
136, 190] demonstrate advances in this methodology, the user interface for the input of
objectives and variables and showcase additional applications.

Both of the described techniques are basically based upon a similar principle: integrating
information for subsequent steps and decisions within the model. This leads to another
group of researches situated in the field of CAD-CAE integration. In this scope, the aim
is to embed different types of information and knowledge in a geometry or data model,
which then provides the input for downstream automated processes. Different ways have
emerged in the researches which focus on external databases, CAD software integrated
data or feature-based information.

Lee et al. [191] propose a feature-based modeling system to overcome the problem
of CAD and CAE being not well integrated. The authors exploit feature modeling
capabilities to provide multi-resolution models which serve as starting point for CAE
models with a different level of abstraction. At the current state, the presented process is
limited to a number of simpler features as bosses, ribs or holes and user interaction is
recommended for more difficult features. The information required for CAE or analysis is
merged into feature modeling operations in the master part, thus is directly integrated
in the modeling or feature tree. Hamri et al. [12, 192] aim for a CAD-CAE integration
at software environment level and enrich a CAD model with additional mechanical
information, e.g. boundary conditions. Based on their mixed shaped representation and
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the High Level Topology (HLT) technique, model simplification and adaption is executed
while considering the integrated boundary conditions. Another approach to integrating
information is to use a common data model (CDM) [193]. Both CAD modeling and CAE
analysis information is stored in a parametric form in the CDM and associates CAD
and CAE entities while maintaining dependencies throughout the process. Additionally,
knowledge-based tools and software which include for example engineering calculations
using provided model parameter. The advantages of a common data model, however,
imply the disadvantages of additional effort for setting-up the models, especially for
frequently changing and non-standardized parts. Similarly, Xia et al. [194, 195] propose a
unified data model which supports the analysis attribute setup for material and boundary
conditions.

2.5.4. Assembly analysis

Integrated models usually imply a high suitability for specified problems, especially in
standardized cases within relatively constant environments. However, disadvantages can
emerge besides advantages in more frequently changing or non-standardized cases. Setting
up integrated CAD-CAE models demands significant effort, which increases exponentially
when moving to larger and more complex systems. More components and interfaces
results in more parameter which can be interfering, thus restricting design space. In other
cases, component modifications by e.g. parametric changes can distort the integrated
relations or information, which in turn necessitates updating the integrated model. For
this reason, a major aim is to decrease effort for steps as geometry tagging or database
construction.

Interfaces between components are an important part of assembly simulation models.
For this reason, an automated recognition of interfaces and their type brings benefits for
setting up simulations or reducing effort for integrated models. Different paths to cope
with this have emerged in various research works.

Commonly, assemblies are constructed by components and so-called assembly features
which denote relations and DOF between components [34, 196–198]. On the one hand,
these assembly features guarantee a consistent geometry, and on the other hand provide
information for interdisciplinary tasks like process planning or also for the objectives of
this work. In many cases, however, these assembly features cannot be taken as consistent
or granted. For this reason, research has been conducted to automatically instantiate
those for tasks as rebuilding an assembly structure for legacy models or reverse engineering.
Similarly to the AAG methodology presented in section 2.5.1, the AAG can be extended
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to an assembly scope and enriched with contact face information, which is a starting
point for feature or shape matching. In [199], this contact information is either gathered
by manual user input or by an automated contact identification process, which is followed
by an interactive user verification.

This identification of contact face pairs or areas is, in general, a substantial part of the
assembly analysis. One approach to cope with this is to work with B-Rep entities and the
related face information. Based on the topological face type, i.e. planar and cylindrical,
functional faces can be filtered and matched according to the inherited properties and a
specified distance tolerance [200–202]. A more abstracted path is proposed by Joudes et
al. [203] who use a point cloud and GPU ray-casting methods to identify and imprint
interfaces and retrieve concrete contact areas.

The identified interfaces and contacts are key points for various downstream applications.
Besides the assembly feature re-instantiation, the set of contact arrangements, either
derived by contact evaluation or assembly features, can offer additional information about
mechanical and kinematic constraints and connections between interfering components.
Similar to the cognitive process in the engineering domain, this aspect significantly
supports the derivation of semantics in an assembly.

In for example [204], assembly features are analyzed in detail to build an assembly
design semantic model. Based on mating or joining conditions between two parts, the
related position, dimension and fit properties help to specify the present situation to
either welding, riveting or screwing feature. Another application case is described in [200,
202] where joints and connections are used for component mobility investigations, thus
part DOF, or for automated disassembly methods.

Extending the perspective leads to the role of interface arrangements for parts in an
assembly. Part relations not only inherit joining or mating face pairs but also information
about the parts and their functionality. Assembly search and retrieval methods as
described in for example [205–207] enrich adjacency graphs with interface information
and utilize graph mining and pattern matching approaches for assembly or part search
operations in a database, which shall promote model and knowledge re-use. A similar
objective is set in [208–210]. Here, Lupinetti et al. introduce the concept of enriched
assembly model, which adds different layers to the attributed graph structure. Statistic
information about for example model area or surface coverage types, structural data about
components or patterns and shape details of parts are put into relation with interface
information which is retrieved by the SolidWorks Application Programming Interface
(API). Based on this as input, multi-criteria similarity assessments of CAD assembly can
be conducted and similar sub-assemblies and components can be retrieved from a query
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base. More component focused shape retrieval or part analysis and query methods are
described in [211–216].

Apart from pattern matching and shape search, the function of components is also often
directly or indirectly associated to its relations within an assembly. Fittings, contacts or
interferences are common design intents often related to a specific function. Shahwan et
al. [201, 217] focused on this idea and investigated component interfaces in detail and
proposed an approach based on qualitative reasoning to identify design arrangements of
importance for later FE analyses. In this scope, a set of interfaces is analyzed in order to
elaborate the equilibrium state of participating components which in next turn describes
associated functions. An application case of this process is given on a screw connection
example by the authors.

Vilmart et al. [218] also took up on the problem of non-consistent CAD assembly
models and missing assembly information. The authors extend the scope and propose
an intrinsic knowledge-based assembly model. Their approach combines many of the
already mentioned methodologies and strategies and connects them with a knowledge-
based system. To achieve this, the process utilizes a set of open-source available software
packages for CAD or general geometry analysis which provides the required API interfaces
for the developed methods. Geometric interfaces, component shapes and symmetry data
as well as repeated sets or patterns are extracted by an automated process from a present
assembly and the derived data is forwarded to populate the knowledge base. At the current
state of this work, only generic geometric properties are stored while functional dependent
information is left for future work according to the authors. This stored data is fed into
an engine for inference mechanisms, which uses ontology and symbolic-based operators to
derive higher-level functional information. The built knowledge base then incorporates
the user or program interface for querying the assembly content using assembly ontology.

2.6. Knowledge representation

2.6.1. Knowledge base

The term Knowledge Base (KB) directs to the next fundamental building block in the
engineering design and simulation process. A lot of tasks are executed according to engi-
neering judgment, knowledge and experience from physical relations, past investigations
and design iterations. This represents an essential aspect for decision-making in the design
process, which is at the same time complicated to cope with and integrate with regard to
a full automation.
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Knowledge base is a general term which is present in various domains and an extension
to the basic database principle. They commonly inherit more structured, hierarchical or
relational information compared to tabular storage of databases [219, pp. 6 sqq.]. This
knowledge base is used by a Knowledge-Based System (KBS) in order to solve more
complex problems, for example guide process tasks as an Expert System (ES) [220].
Inference mechanisms or specified rules deduce decisions, data or general information
from the knowledge being embedded in the KB on behalf of the posed input query and
by this, help to improve processes in various domains. An example of a powerful and
omnipresent knowledge base is the internet [221]. Works like [219, 220, 222, 223] provide
further insight and information about general KB, ES and KBS strategies.

The described KBSs have found their way to the engineering domain, where they often
appear as Knowledge-Based Engineering (KBE) or Knowledge-Based Engineering System
(KBES) [224–226]. The fundamental principle of extracting information from various
data types and sources and deducing a requested result remains the same. Chapman et al.
[224] portray the engineering knowledge base as processed expertise derived of computer
software, regulations, design guides, handbooks, existing designs and analysis results.
More specifically, common information sources in KBE are spreadsheets, documents, rules
of thumb based on engineering intent, engineering formulas or drawings [227]. The stored
knowledge captured from engineers is then assisting designers in product creation or
development or related business processes. A majority of KBES is heavily connected
with CAx software to enable a simultaneous and straightforward information transfer.
Exemplary use-cases of deduced KBE information are automated processes to generate
product information, 3D models or drawings [228].

In order to derive an answer to an imposed problem, a reasoning or so-called inference
mechanism is elaborating available information. Common symbolic representations for
structuring and formalizing the knowledge, and thus shape it for the mechanisms, are based
on rules and frames [229, 230]. Rules in this context are defined by if-then schemes and are
the most straightforward approach to deduce information. Frame-based approaches share
their working principle with object-oriented programming. Similar to the programming
domain, frames are objects which store information in a structured way as attributes
and can be used to instantiate different occurrences. This method allows a concise and
efficient storage of information and also hierarchical relations which can be processed by
rules afterwards.

Due to the proximity of KBES to the design process, commercial CAx systems often
provide a knowledge base package as a supplement. Knowledge Fusion (KF) for example
is a KBS framework embedded in the Siemens NX platform [34, 231] which shall support
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the design and analysis process in the CAD domain. Along with Graphical User Interface
(GUI) integration comes the ability to directly associate knowledge frames and rules with
CAD entities, which allows process streamlining.

Exemplary applications and descriptions of KBE approaches are proposed in [225,
227, 228, 230, 232–237]. While Zhan et al. investigate KBES for assemblies including
axles, supports and interfaces in the CAD domain in [234], Zeng et al. [233] evaluate
their use for FEA modeling and multi-body coupling problems. On the FE side, more
precisely meshing, Dolšak et al. [235] populate their knowledge base with attributes and
topological relations of edges and associated meshing conditions in order to produce
adequate meshes based on the stored knowledge. A more extensive KB related research is
done by Katona et al. [236, 237] who deal with the subject of deviations between real and
simulation model characteristics and results. For this purpose, different types of process-
and product-specific knowledge are integrated in the knowledge base which supports the
decision-making process and recommends model preparation if required.

2.6.2. Machine learning

However, the more complex the problems, the more complicated the reasoning process.
Crafting effective rules or even data structures to cope with highly complicated relation-
ships is depicting a major challenge and obstacle for adequate knowledge mechanisms in
knowledge base constructs. The field of Artificial Intelligence (AI), which shares strong
relations to the KBS field, offers a plethora of methodologies and strategies to deduce
information from given data, so knowledge. Machine Learning (ML) is a subfield of
the AI domain which is currently on a prominent rise due to increasing computational
power, amount of data and data resources and better and more sophisticated models
and methods [238, pp. 2 sqq.]. An advantage of most of ML algorithms is the paradigm
change that is entailed by their introduction. Contrary to conventional programming, no
explicit detailed design is required. Conventional algorithms traditionally combine expert
rules with data in order to derive answers to a posed question, while machine learning
makes use of data to retrieve the rules behind a problem [239, pp. 5 sqq.].

The focus of this work is on developing a conceptual approach towards a reasoning
mechanism tackling complicated scenarios associated with engineering judgment or knowl-
edge in engineering design and development process. For this reason, the emphasis is set
on method and process development for creating a database and a pipeline for building
a knowledge representation using state-of-the-art methods. As a consequence, only an
overview of these methods within this field is given and a common thread is built towards
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the selected strategy within this thesis. The subsequent evaluation of these methods is
mandatory to allow adequate conclusions, so common evaluation approaches are described
in a later part of this section.

The basic principle defining ML methods is to develop machines or models that can
learn to perform specific tasks. These can be subdivided to tasks related to supervised, un-
supervised, semi-supervised or reinforcement learning objectives. Thereof, the supervised
learning field is closest to the problems described in this work. The aim is to digitally
rebuild the engineering judgment and knowledge by learning from decisions which led
to either desired or undesired results, thus learning from a labeled set of data. The
prediction or model output in this case can be either discrete scalars, so a classification,
or a continuous number as in a regression problem.

For the basic overview, some fundamental terms are explained next. The input data
which is used to build supervised models is often denoted as X of dimension Rm×n with
m being the number of training samples and n representing the feature count of the
samples. In this context, the term feature describes important pieces of information of
the input data and depict the input variables which shall be used to learn the correlation
[238, pp. 26 sqq.]. The model M is now to evaluate and learn the relation between X

and the output y which is of the dimensionality Nm×1 in raw classification problems. For
evaluation purposes, it is common to split X in a separate training and test set. The
training set is used to train the model, while the test set contains hitherto unseen data
to evaluate the quality of the model predictions. A third set called validation set can
be additionally introduced to cope with overfitting issues. Overfitting, or variance, and
its counterpart underfitting, respectively bias, are two phenomena to describe the result
quality of predictions.

The end-to-end process can be summarized to the major steps of data collection and
preparation, model setup and training, the evaluation of the model and final tuning.
Regarding the model itself, literature and research provide a plethora of methods. A
well-known and straightforward approach is for example the decision tree or random
forest technique. Based on training data, thus features, a tree which resembles rule and
frame-based decision-making in expert systems, as described in section 2.6.1, is built and
optimized [238, pp. 77 sqq.]. In more complicated and complex situations, these tree
structures, however, either become too impractical or are not able to capture the present
relations.

This is where (artificial) Neural Networks (NNs) come into play and convince with
their potential. They provide enormous capabilities and extensions which make them
suitable for a wide spread of applications, but often at the expense of interpretability.
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Large neural networks with several (hidden) layers, being the center of focus of the deep
learning field, are state-of-the-art methods for image, language and speech recognition,
self-driving cars and a lot more applications. The basic scheme of NN is aligned to the
working principle of the human brain: a construct of neurons and connections between
them assigned with weighting factors, see figure 2.12.
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Figure 2.12.: Neural network scheme

The fundamental building blocks of a NN process are forward and backward propagation,
neuron activation and model optimization with regard to a labeled dataset. The working
principle and underlying math is considered as state-of-the-art which is beyond the scope
of this work, and therefore reference to literature as [239–244] for further interest is given.

Besides model type, architecture, optimization methods or activation functions, other
variables exert a noticeable influence on model quality. So called hyper-parameters are
defined previous to the actual learning or optimization process and influence the model
in form of the number of neurons in hidden layers, learning rates or specific layer-related
parameters [244]. To ultimately evaluate the quality of the trained model, different metrics
have emerged over the course of the years. An available performance metric is the loss
function or value which is also used for the minimization objective in model optimization.
For classification problems, accuracy is often related to the number of correctly predicted
labels in relation to the number of samples, see equation 2.6.

Accuracy =
Number of correct predictions
Total number of predictions

(2.6)

Going into more detail leads to terms as True Positive (TP), False Positive (FP), True
Negative (TN) and False Negative (FN). These are derived from binary classification
schemes but are also used for multi-class problems to evaluate the prediction quality and
assess its reliability and robustness. A so-called confusion matrix can be filled with these
values to provide a clear visualization of the prediction results [245]. Metrics like precision
and recall are built upon these values, see equations 2.7 and 2.8. The F1 score is another
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widely used metric which can be derived and depicts the harmonic mean of the precision
and recall [246, 247].

Precision =
True Positives

True Positives + False Positives
(2.7)

Recall =
True Positives

True Positives + False Negatives
(2.8)

F1 =
2 ∗ (Precision ∗ Recall)
(Precision + Recall)

(2.9)

In multi-class (N classes) problems, the F1 score is extended to a macro, micro or
weighted averaging score [248, 249], see equations 2.10-2.11.

F1,macro =
1

N

N∑
i=0

F1(i) (2.10)

F1,micro = 2 ∗

(∑N
i=0TP i + FP i∑N

i=0TP i

+

∑N
i=0TP i + FN i∑N

i=0TP i

)−1

(2.11)

with N = Number of Classes

Another important aspect in evaluating model quality is to assess model capacities and
complexities, which are related to the already mentioned terms under- and overfitting.
The figures 2.13 and 2.14 shall help to understand these phenomena by visualization. To
overcome issues implied by high bias or high variance, different approaches have been
developed to achieve a more optimal solution. Besides the described validation dataset in
combination with an early stopping mechanism, methods like regularization or additional
dropout layers in the model can help to improve model capacities. More information
about these techniques can be found in [241].

(a) Underfit (b) Optimal fit (c) Overfit

Figure 2.13.: Model capacity

Several subbranches have emerged from the field of neural networks for specific ap-
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Figure 2.14.: Model complexity

plications as convolutional networks for image or shape recognition or recurrent neural
networks for speech or language analysis. Due to their capabilities, methods from the
machine learning field have also already found their way to the engineering domain.

General shape recognition and shape segmentation methods, which have already been
described in short in section 2.5.1, are based on neural networks and specifically convolu-
tional neural networks. Exemplary applications thereof have been described in [62, 74–76,
250]. Other authors describe the use of deep learning to build a surrogate model for a
fast prediction of FE stress distributions on a bio-mechanical engineering example [251].
Also Roewer-Despres et al. [252] conduct research on a finite-element simulation using
methods derived from the deep learning field. More focus on the elements themselves is
set in works like [253, 254] who investigate smart finite elements which utilize machine
learning logics. The application of elements is conducted in the meshing process which is
analyzed with respect to ML techniques in [255].

In another context, Danglade et al. [256] utilize a machine learning approach to evaluate
geometry defeaturing and simplifications for simulation purposes. The simplification scope
there is mainly including manufacturing features as for example pockets, holes, blends
and chamfers. In a later work [257], these fundamentals are used to build an approach for
a priori estimating the impact of model simplifications as minor feature removals, face
decimation or part filtering on analysis results using neural networks and decision trees.
Kestel et al. [258, 259] developed an approach towards a knowledge-based FEA assistance
system which shall support CAE engineering by machine learning algorithms. Data and
text mining algorithms are processing expert interviews and validated models and shall
support model setup and plausibility checks. For this purpose, CAE features have been
developed to connect CAD and CAE environment and a user interface is embedded to
manually acquire knowledge and to store it in the internal data structures.
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Many of the mentioned methods rely on a consistent input data format and shape. The
3D model segmentation model described in [67] for example starts from models with ideally
the same number of edges, general image recognition models recommend images being
prepared to have an identical resolution and shape or decision trees relying on a uniform
input format. However, unifying the data of complex systems is not practicable nor easy
to achieve without leaving important relations behind. For this reason, another type of
data structure is considered. Graph structures of form G = {V, E} with V representing
vertices or nodes and E depicting connecting edges are representing the input for Graph
Neural Network (GNN) which are another subbranch in the field of deep learning. More
detailed algorithms can also work with structures as G = {V, E ,X} with X containing
additional node features. Starting from this point, the adjacency matrix A is built which
is a symmetric matrix containing node connections in undirected graphs and depicts a
second important input structure besides X.

A lot of recent work is conducted in the GNN field, which is gaining more and more
popularity. The methodology covers applications for various purposes as text or image
analysis as well as science related topics like physics, proteins or molecular fingerprints
analysis [260]. The field of GNN is quite extensive and their working principles significantly
exceed the scope of this thesis. However, GNN have been used for a conceptual application
case in this work and thus, a short introduction as given. For this purpose, reference to
the work of Zhou et al. [260] is given, who provide a review of methods and applications of
GNN. A comparison of several GNN methods is given by Errica et al. in [261]. Jandaghi
et al. [262] additionally provide information on graph learning with neural networks.

Exemplary applications of GNN in the physics domain which also emphasize the use
cases of computer science methods in engineering are described in [263, 264]. In [263],
Battaglia et al. from the Google DeepMind team propose interaction networks which
shall learn about objects, relations and also physics. Park et al. [264] describe a more
practical-oriented use case for wind-farms in order to improve their efficiency as a whole
system using GNN.

In this thesis, a specific focus is set on the work of Zhang et al. [265] who developed a
GNN including hierarchical graph pooling and structure learning mechanisms. According
to the authors, the methods embedded in the architecture help to aggregate node infor-
mation in a hierarchical way, contrary to other GNN approaches. By this, nodes which
play a different role in the system shall contribute to the graph level representation in a
different way. The authors provide the example of protein-protein interactions graphs,
in which specific substructures represent functionalities which are of greater importance
to the whole system characteristics than other substructures. This aspect alone implies
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an interesting analogy to engineering problems and consequently, promises an attractive
potential for this domain. Finally, they present a benchmark with six widely used datasets,
which result in an accuracy of 68% to 85%. Ultimately, they provided the source code of
their algorithms in [265].
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3.1. Scientific gap

Simulation models based on CAD geometry are a crucial building block in the design
and development process of products. Especially in early design phases, the ability to
quickly adapt to design changes, to gather knowledge and understanding about system
and model characteristics and achieve manageable models and data is decisive. In this
regard, automation is a key aspect to build simulation models for the imposed needs
while improving the efficiency.

As it can be seen in chapter 2, a lot of research and work emphasizes the weight of
this objective or partial aspects thereof. Different approaches towards automated model
transfer and simplifications to reduce simulation complexity, thus supporting design
responsiveness, have been developed and analyzed.

In the aero engine context, especially the field of dimensional reduction is attracting
attention. However, a straightforward 3D Medial Object approach to transfer a com-
ponent to a sheet has shown to be not efficient or robust enough or not leading to the
desired results. Forcing regions into a shell representation which are not reasonable
targets for simplifications can lead to undesirable drawbacks in model quality. Moreover,
geometric entities derived from the 3D Medial object process are likely to have a coarse
topology, which in turn can result in an unnecessary number of elements or an undesirable
mesh resolution. This proves counterproductive for the objective of reducing simulation
complexity. Furthermore, 3D Medial object calculation can become quite extensive as
described in [145, 163, 173].

The face-pairing approach is able to overcome some limitations and produces cleaner
topology due to the proximity to the B-Rep ontology. The fundamental methodology has
been adapted and integrated in commercial CAx software like Siemens NX for this reason.
Nevertheless, retrieving suitable pairs in complex geometries is hard to achieve, neither
easy is the adequate combination of separated midsurfaces in complicated geometries
afterwards. A lot of surface matching and merging in the manual process is dependent
on visual identification and visual validation of midsurfaces which is an aspect hard to
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automate. This and other limitations are further mentioned in [172, 185].
Model decomposition methods, see section 2.5.1, pursue the goal to decompose the

target geometry into better process-able structures and apply simplification techniques to
them. Decompositioning and its implied complexity, however, depends on model topology
and due to this can entail several limitations as well. Convex-hull oriented methods are
not guaranteed to converge especially in complex curved or quasi-axisymmetric cases
and consequently, to achieve a satisfactory result. Another approach to identify regions
for splitting geometry is using concavity information in the form of islands and loops
of concave edges. On the one hand, these are not expected to be given in every case,
and, on the other hand, splitting based on complicated loops or subsequent closing of
existing holes is either hard or not even possible to automate [127, 182]. Similarly, if
graph or topology-based approaches are able to gain information about substructures,
creating appropriate splitting procedures also represents a problem. Another issue is
that decompositioning in complex cases, if possible, can lead to a high number of minor
disconnected substructures which are, nonetheless, contextually dependent. Consequently,
a too detailed process will result in losing this context, which can in turn be mandatory
for the identification or downstream design process. An exemplary application would be
to decide for and implement a suitable strategy out of different types of simplification
approaches and the following combination and setup within the model scope.

Moreover, not every substructure or component is suitable for dimensional reduction
or general simplification. Forcing those into simplified representations requires tedious
manual effort and tuning and validation steps, which depict an obstacle for automation.
Setting this effort into contrast to its advantages leads to the conclusion that dimensional
reduction is suitable and recommended in appropriate scenarios and a more standardized
3D approach without extra tuning and validation effort is more reasonable in non-feasible
cases, especially in times of rising computational power.

Moving from component to assembly level reveals also boundary conditions as impor-
tant building block of simulation models, thus targets for constructs and simplifying
assumptions for the final simulation model. The decision for boundary condition inte-
gration is relying on their type, the simulation objective, the desired level of detail, the
required interfaces and local company best-practices. In the scope of this work, so for
automation, retrieval and identification of geometric entities for these boundary conditions
are cardinal points of interest. Exploiting integrated information in the form of databases,
Product Lifecycle Management (PLM) systems, assembly features or CAD internal tags
outlines a straight strategy but requires effort and knowledge prior to the process itself.
Updating the required information after geometric or assembly modifications can become
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undesirably tedious what depicts another potential disadvantage of this approach.

3.2. Strategy

These investigations uncover gaps for the goal to automate the setup of simulation
models for desired needs and requirements. In this regard, this thesis is aiming for the
development of methods to overcome existing limitations and further exploit model data
for automation purposes and use cases.

For finding a holistic approach for the automation of the setup and simulation process,
the idea of this work is to take one step back and to elaborate the manual process in
order to understand key interfaces and points within the workflow.

The task of building a suitable simulation model depends on various aspects. The first
step is often to visually analyze an assembly model. On account of existing knowledge
about the engineering discipline, thus for the present system, conclusions can be drawn
about assembly and component relations which guide subsequent cognitive actions. The
recognized entities are analyzed and then to be transferred to adequate CAE represen-
tations with a, if applicable, simplification intention. Decisions for these simplification
or conversion steps are made based upon a combination of visual analysis, physical
understanding and experience gathered from last design iterations or previous system
evaluations and validations. After the orchestrating framework has been defined, the
processes are to be executed manually and the final model has to be assembled using
the identified relations and transferred models. From a general point of view, the major
blocks can be summarized to visual analysis, knowledge and manual execution as depicted
in figure 3.1. In analogy to these findings, Ullman describes major aspects in the design
process as sensors, for example visual sensors, short-term and long-term memory in [2,
pp. 47 sqq.]. When transferring this to the present context, the short-term memory corre-
sponds to the knowledge about for example the context of a standalone component within
the previously analyzed assembly while long-term memory refers to basic engineering and
physical judgment, understanding and reasoning and gained experience.

Visual analysis Manual tasks Knowledge

Figure 3.1.: Main elements of the design process
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These considerations sparked the idea for the strategy developed within this thesis
and guide the process development. The research in this paper is dedicated to methods
which digitally imitate the steps and logics in this process with respect to the automation
intention.

A recognition framework is developed to build the fundamental assembly, component and
boundary condition knowledge and provide it as a form of short-term memory throughout
the process. The subsequent step of component transfer is depending on component
potential and suitability for simplifications. For this reason, component categories are
introduced in order to provide specifically optimized, adapted and automated process
pipelines for each category. The process used for the transfer of the casing category for
example is also utilizing an adapted method for component segmentation which shall, on
the one hand, imitate the visual analysis, and on the other hand extract information which
can be used for mimicking engineering analysis and logics. Modifications of geometric
structures and boundary conditions can be associated to the built short-term memory,
and so can be tracked for further use in downstream processes as assembly model setup
or post-processing.

The third aspect, long-term memory, is related to experience and knowledge. Automa-
tion can prove its necessity and advantages in this regard as well. This work outlines an
approach to utilize the presented automated framework in order to automatically build
uniform and centralized training data which can be used for data science applications
afterwards. A learning algorithm from the field of Deep Learning (DL) is used to construct
an artificial knowledge representation thereof which shall help to make design decisions in
the process, similar to the manual process conducted by an expert engineer.
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The recognition of systems and subsystems, structures and components is a cardinal
information basis information for the process, thus as well for automation. This as an
objective is pursued by aligning with the human manual process, which is elaborated and
broken down into small and manageable steps and logics.

In multiple sub-fields in section 2.5, methods associated with the term recognition
have been discussed. The concrete recognition, as in for example model re-use tasks, is
not building a suitable basis for the objective of this work. Aero engines depict highly
optimized systems where a majority of designs is often adapted to present circumstances,
thus non-standard, and by this affect the use case for model re-use applications. Methods
from the field of computer vision deal with the recognition aspect, like in 2D image
or 3D shape recognition topics. Besides the problem of recognition of 3D entities in a
two-dimensional space and returning the 2D information to the 3D CAD environment,
changes and modifications of a known geometry can imply that this geometry is either
falsely labeled or not recognized at all, so have a negative influence on process robustness.
For this reason, a purely shape and topology-based approach is either not robust or not
meeting the posed challenges.

The goal and strategy of this work does not set the focus on a concrete recognition of
every single entity in the first place. The fundamental of this approach is to mimic the
process of an engineer’s way of thoughts during the development of a structural whole
engine model from a geometry. So, the aim is to understand how information access is
working in this context and in which way this information is processed as such to derive
conclusions from the present geometry. This reveals that, additionally to shape properties,
semantic-driven and hierarchical conclusions are expedient for the geometry investigation
task.

A recognition framework has been developed which is built upon three different funda-
mentals to cover the aspects of recognition, see figure 4.1: shape, function and contextual
or positional knowledge. For each area, specific methods have been developed to access,
analyze and connect information.

Similar to the human process, some tasks rely more on one aspect than on another but
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Form Function Context / Position

Figure 4.1.: Framework fundamentals

this framework allows a flexible utilization and combination of methods. Components
which are mainly assigned to a specific function can be identified even if their shape and
geometry is altered by targeting the functional semantics. Other entities which depict
standardized objects can be analyzed with a focus on shape and topological properties.
Nevertheless, functional or form-related information is not sufficient for recognition in
some specific cases. Here, positional or contextual information, as knowledge about
basic aero engine architecture, is accessed and combined with present data. For the
implementation, the software Siemens NX and its API NX Open has been used to build
this framework as an holistic approach within a lean process landscape.

4.1. Interfaces

A fundamental part of functions and context is associated to, thus embedded in, interfaces.
The interfaces can occur in different types and arrangements: either a contact, an
interference or a clearance. In the field of structural analyses, and with regard to related
boundary conditions, contacts depict a cardinal part for the automation of model setup
process.

Identification of interfaces has been a topic to research as described in the previous
chapter. Besides performance considerations, a lean process landscape shall ease the use
and increase usability of the developed methods. Modern commercial software packages
like Siemens NX often provide methods and functions to retrieve contacts. Unfortunately,
the information which can be accessed by these is not completely meeting the requirements
of the application in this work. Geometric tolerances, discrepancies and different strategies
in modeling do not guarantee a consistent setup, so a uniform model access. This is
depicting an obstacle for predefined functions. For this purpose, existing capabilities have
been extended and additional procedures have been developed.
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The contact condition can be further subdivided into three subtypes: point, line or
surface contact. Especially surface contacts are key for boundary conditions in the
simulation model, therefore depict the target for the extended capabilities. The contact
identification process starts with a component analysis of the involved parts based on
their topology, more precisely their geometric faces. Contact evaluation can become
a performance-demanding process, and this is why the developed process makes use
of several filter layers. To first avoid model complexity, the geometry is abstracted to
bounding boxes. Three different types of bounding boxes have been implemented in
internal classes, which are also provided in a framework library for further applications in
this work. The first, Basic Bounding Box (BBox) figure 4.2a, is the most basic one using
maximum dimensions according to the global coordinate system and is integrated and
optimized with the NX Open API. The second figure 4.2b shows an Oriented Bounding
Box (OBox) which is similar to the BBox except for a coordinate system oriented along the
elaborated principal axes of the target body. Due to the fundamental architecture of aero
engines, another construct is introduced exploiting the dominant geometry orientation in
the form of a Cylindrical Bounding Box (CBox), see figure 4.2c. To build this, geometry
entities are discretized to point clouds which are then transformed to the CBox using a
cylindrical reference system, most commonly aligned to the component or engine axis.

(a) Basic bounding box (b) Oriented bounding box (c) Cylindrical bounding box

Figure 4.2.: Bounding box types

Starting with a set of bodies in an assembly, the first step is to evaluate potential pairs
of bodies PB which share interfaces. To improve performance and neglect unnecessary
evaluations, the pairs are filtered based on proximity analyses first, see algorithm A.1.
The parameter ϵ has been introduced as distance tolerance for the search algorithm.
The bounding boxes depict an efficient approach for a first estimation, yielding a set of
potential body pairs in contact. The next step is to investigate the contact conditions of
these in detail which is based upon face arrangements, thus face pairs.

For the analysis of contacts, the objective is to retrieve face contacts of importance for
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the structural analysis purposes. Especially planar and cylindrical interfaces play a crucial
role in major boundary conditions, which is why emphasis is set on these arrangements.
For each member in the derived set of body pairs PB a detailed face pair evaluation is
conducted, see figure 4.3 and 4.4.

N1

N2

P1

P2
F1

F2

(a) Planar interface

C1 C2

P2

P1

F1

F2

(b) Cylindrical interface

Figure 4.3.: Interfaces

After confirming a consistent surface type, a distance filtering similar to algorithm A.1
is done which yields the points defining the shortest distance between the two entities
P1 and P2. Different face properties are considered next depending on the face type. In
planar cases, the face normal vectors are evaluated while cylinder axes and cylinder center
points C1, C2 are important for the cylindrical case. Comparing face vectors with the
vector of shortest distance reveals first information about overlapping properties. After
these basic evaluations, the topology, so internal boundaries as edges, are mapped to
further assess a potential touching condition. By this approach, also boundary conditions
which come along with modeling discrepancies can be taken into account. Methods similar
to the described ones have been implemented for other types of interfaces.

As a consequence, each contact body pair construct PB = (Bi, Bj) in PB contains
a further set of contact face pairs PF . Each face pair is connected to further interface
properties, which can be accessed via this construct afterwards. This layout leads to a
graph resembling layout G = {V, E} where G describing the graph with vertices V and
edges E . In this context, the vertices are CAD body nodes while the connecting edges
are representing one or more interface constructs. Setting up this graph representations
results in the interface network, see figure 4.5.
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PB

for ((Fk, Fl) | ∀Fk ∈ Bi, ∀Fl ∈ Bj)

Type(Fk) =̂ Type(Fl)

Distance Filtering P1, P2

Face Property Analysis

Ni || Nj

Ni ||
−−−→
P1P2

Axis(Fk) || Axis(Fl)

Axis(Fk) ||
−−−→
CkCl

Axis(Fk) ⊥
−−−→
P1P2

Topology mapping

PF,ij

(Bi, Bj)

planar cylindrical

(Fi, Bj)

if false, continue

Figure 4.4.: Contact face process

4.2. Recognition

The interface network is representing a key aspect in the recognition framework. The next
step is to set the objectives for the recognition process itself. The focus is set on entities
and conditions which are either requisites for process automation, for model preparation or
for a more sophisticated and solution-oriented post-processing. Investigating the manual
process of setting up a structural analysis model reveals boundary conditions as important
part for assembling the simulation model, implementing adequate constructs and access
point for post-processing and model evaluation. Flanges are for example depicting such
boundary conditions which are key elements in aero engine systems. The load on flanges
is a critical aspect for the design or essential for subsystem modeling. Similarly, bearings
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B1

B2

B3
PF

,1
2

PF,23

Figure 4.5.: Schematic interface network

also provide necessary information about the interface between rotating and stationary
subsystems. In the common case, the rotating part is considered in a different simulation
path which accounts for rotordynamic effects while the resulting loads are applied via
the bearing interfaces in the static domain. The identification and subsequent specific
consideration of static and rotating groups is consequently another major way point in
the process.

Although computational power is increasing, the complexity of models is still often
a driver for the necessity for the simplification of models. This simplification benefits
model responsiveness, analysis effectiveness and model or data manageability. Besides
simplification of boundary conditions, also other types of model preparation, as already
mentioned in previous chapter 2, are points of interest. However, not every component is
suitable for simplifications in this regard. Forcing a simplification can result in unrea-
sonable model modifications which lead to undesirable simulation deviations on the one
hand, and, on the other hand, the modifications themselves can require disproportionate
amount of effort which in turn questions the simplification purpose and depicts hurdles
for automation.

In lights of these considerations and the fact of increasing computational power, this
thesis paves the way towards a process which decides itself if a component implies an
attractive potential for simplification, or if a simplification is worth the effort respectively,
and, if this is the case, proceeds in analyzing and preparing the component. Similar
to the manual process, this first estimate is done based on recognition and component
categorization. Different categories are introduced to streamline the process and set up
specific processes for each category. This allows more specifically optimized workflows and
mitigates the problems of robustness or limited capabilities in forced generic approaches.

Furthermore, categorization bypasses the discussed problem of recognition. This
workflow is depicted schematically in figure 4.6. After boundary conditions have been
investigated, the component categorization is taking place. The categorized parts are then
directed to adapted workflows which process the components. Afterwards, the processed
models are assembled using the identified boundary conditions. An important aspect that
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has to be taken into account is that, for example, boundary conditions can change due to
model modifications. For this reason, a database continuously keeps track of all changes
and adapts entries accordingly throughout the process.

Boundary condition
recognition

Component
categorization

Category 1

Category 2

...

Category n

Assembly

Figure 4.6.: Process workflow

4.2.1. Bolts

The first entity of interest in this work is a comparably straightforward object: bolts.
Bolt connections play an important role for introducing adequate boundary conditions
and an interface for extracting information in the post-processing. Interface loads are
often critical values for the design as well as for subsystem modeling.

The major hint for recognition is contained in the aspect of norm and standardization
of these objects. In analogy to the user logic, the identification points have been identified
in a combination of dimensional aspects, screw thread and tool interfaces. From a CAD
perspective, threads are often reduced to symbolic threads to keep complexity low, making
the thread a less conclusive aspect. The tool interfaces, however, remain per definition
and assembly logic, thus represent a consistent target for the algorithm. To evaluate this
arrangement of faces, a conversion to a topology-based graph (FAG) is done, see figure
4.7. In the scope of this thesis, double-hex bolts and nuts are selected as demonstration
example, but extending the capabilities to other head types can be achieved accordingly.

The patterned faces are retrieved from this graph by adjacency information and face
properties, so the angles and concavity data between neighboring faces. Taking all this
information into account and subsequent processing leads to an efficient identification of
the bolt head, or the tool face pattern in general. Starting from this first access point, other
properties of the screw or bolt can be retrieved by investigating other face constellations,
as the bolt axis, length or diameter. Similarly, the double-hex nut counterpart possesses
a similar pattern. After retrieving the axis, a ray tracing algorithm along this axis is
examining the presence of a hollow structure condition and combined with dimensional
properties, a distinction between bolt and nut can be achieved. The ray tracing process
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Target faces

Figure 4.7.: Bolt topology and graph

uses an origin and a direction and is an efficient way to calculate hit points of the created
ray and specified targets.

4.2.2. Flanges

Closely related to the bolt connection category is a specific type of interface which implies
key objects for design automation. As already discussed previously, flanges are important
in aero engine design. Besides being target for different modeling strategies, they inherit
major boundary conditions and are depicting the access points to extract simulation
results and loads for both design evaluation and downstream applications as subsystem
modeling. Due to this, the identification of flanges brings advantages for streamlining
and automating the procedure.

For the identification, major aspects and functions of flanges are put into focus. Con-
sidering the three recognition fundamentals, the function takes a meaningful role besides
topology. A geometry segment containing a planar topology with holes must not necessar-
ily represent a flange and often requires additional contextual knowledge. Furthermore,
without a present flange counterpart, so no flange connection, the downstream use case of
identifying a standalone flange is comparably less solution-oriented. The function argument
introduces additional reliability, thus robustness, to the shape aspect for recognition.

One function is incorporating the interface for bolt connections, thus for the connection
of components. The second prevalent function is the containment of fluids at these
interfaces. Examples are the major flanges in aero engine systems, which connect casings
and other structural components while surrounding an inner gas path. Besides, minor
flanges can be found at piping and utilities installations. Due to assembly reasons,
casings are often split in two halves, what in turn leads to separated flanges. This split
also necessitates additional flanges in the component cardinal direction to ensure fluid
containment. In conclusion, three different types of flanges have been identified in this

56



4. Recognition framework

research. The standard flange, figure 4.8a, is a flange which is surrounding an inner path
for, for example, fluids. The split flange, figure 4.8b, is the result of splitting a standard
flange into two or more sections which together form a path surrounding standard flange.
Other flanges which do not give a hint on any enclosing function are specified as general
flanges, see figure 4.8c for example.

(a) Standard (b) Standard split (c) General

Figure 4.8.: Flange types

The entry point is provided by the interface function and thus, the interface network.
Planar interfaces and associated face pairs are retrieved thereof and are subject to
furthermore detailed analyses. Another hint on flanges is embedded in the bolt connection
and the associated holes. For this purpose, a topological analysis of the interface faces
is done. In general, faces can be bounded by outer and inner edges. Outer edges are
colored black and inner boundaries are visualized in blue in figure 4.8. These edge loops
are stored as objects associated with attributes E(TT , TL, C,D) with TT describing the
topological edge type, TL the type of the edge or the loop, as e.g. single circular edge, C
being the center and D representing the minimum hole size or radius in case of a simple
circle.

As it can be seen in figure 4.8b, the characteristic path surrounding inner loop is
connected to the outer topological entity, forming a surrounding outer edge loop. This
in turn prevents information about an internal fluid or gas path. The interface network
provides more information for this purpose with its contained face pair data. If this split
flange is in contact with for example a standard flange, it can be concluded that this
standard flange is in contact with two split flanges. By this, the counterpart to the split
flange can be accessed. Both face topologies can be virtually merged, leading to an overall
outer edge loop, an inner loop and connecting edges, see figure 4.9.

The set of inner loops is then analyzed with respect to potential inner paths to
distinguish general loops from holes for bolts. Flange center points and loop properties
guide the selection of the inner load path and so yield potential connection holes. If there
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Outer loop
Connecting edges

Inner loop

Figure 4.9.: Split flange merging

is no suitable inner path, the process categorizes the flange as general flange. The next
step in the flange analysis process is to focus on their fundamental function of describing
a connection by bolts. Based on the virtual and digital representations of the flanges, the
internal holes of related flanges can be mapped towards their counterpart, which results
in a set of coincident hole pairs. Based on hole type TL and hole size D, the hole pairs
are grouped which allows subsequent pattern and hole type analysis, as for example to
separate from centering bores which are less of importance for the analyses in this scope.

All these 2D analyses are extended to a 3D space to account for additional flange
properties. Flange thickness and height are distinctive features for their visual recognition.
For the retrieval of the flange thickness, an algorithm which crawls through body faces
and properties has been developed. Analogously to the Point-In-Polygon (PIP) problem
[266], the rear flange faces are evaluated by using a ray-tracing algorithm, see algorithm
A.2. After some guard clauses similar to those already described, a ray tracing algorithm
retrieves and counts the hit points H with body B to elaborate if the rear face is
representing a potential counterpart to the flange face. From this set of rear faces FR, an
approximated flange thickness can be calculated.

Both inner and outer boundaries of the front and rear face are discretized to separated
point sets, which are used to calculate the shortest distances thereof for the approximation
of flange height. The resulting distances are then averaged to build a representative
virtual flange height.

The potential set of holes derived from the 2D topology analysis is now transferred to
the 3D environment. On the basis of the knowledge about front and potential rear faces
and the hole edge entity, an algorithm unveils the chain of hole inner faces until a rear
face is reached in case of through-holes or until there is no further path in the topological
graph which identifies them as blind holes. Ultimately, all surfaces and interfaces required
for automatically setting up bolt connection constructs are collected and stored internally.

The described methods result in a set of flange objects and flange connections, which
contain all gathered information as attributes for potential use in downstream applications.

Apart from the mentioned scenarios, another arrangement can occur in assemblies. In
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Interface 1

Interface 2

Interface 3

Figure 4.10.: 2D schematic flange chain

some cases, multiple components are assembled via a single flange connection consisting
of multiple flanges as shown in schematic form in 4.10. This case shows three different
interfaces which lead to three flange connections at the current state. The rear face of
one flange depicts the interface face to another connection. Based on that, identifying
the flange rear faces allows mapping the single flange connections towards each other.
A crawling algorithm then detects the chain of flanges and creates a top-level construct
named flange chain, which contains the single flanges and flange connections as children.
Besides generating a better model understanding, this also helps to extend the standalone
hole pairs to a hole chain through all flanges, required for setting up suitable bolt construct
interfaces. The internal objects allow for example a sorting according to a cylindrical
coordinate system for a consistent setup and post-processing throughout the process and
models.

This recognition process builds a database containing information about required and
optional entities for setting up boundary conditions in the simulation model. The internal
objects provide information about contact faces or face chains and also hole related data
as hole faces and edges, diameters, centers which can be accessed in subsequent processes.

4.2.3. Bearings

Another crucial interface for simulations is attached to bearings. A basic bearing fulfills
per definition the purpose of providing a kinematic connection between two systems,
which can have different rotational speeds, and provide a theoretically free rotation around
a fixed axis. Different rotational speeds, where one system can also be static without any
rotational movement, means different simulation paths, and therefore this interface has
to be considered in the analysis. In the common case in preliminary structural analysis,
the bearing is modeled with a surrogate construct of different FE objects which allows
transferring loads and motions between the participating systems. As a consequence, the
identification of bearings within a system is mandatory for properly setting up this type
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of interface in an automated way.
The process of visually identifying a bearing is based a lot on context investigation and

logic. Due to the fact that a bearing consists of multiple bodies, with some of them being
adapted to a present environment, purely shape-driven and component-focused approaches
do not imply a sufficient degree of robustness. An example for this aspect is depicted
using a bearing as shown in figure 4.11b. Compared to figure 4.11a, identifying the given
model as a bearing is not straightforward without additional context or for people without
engineering knowledge. The next logical step is to elaborate the interconnected system
by taking a closer look at all participating components and interfaces, as it is done in the
manual process by stepwise isolating bodies or switching to a wireframe view like shown
in figure 4.11c.

(a) Ball bearing (b) Roller bearing (c) Roller bearing wireframe

Figure 4.11.: Exemplary bearing layouts

The process for the automated identification is developed aligned to the logics identified
in this way of thoughts. The analysis of the interfaces and components lead to the funda-
mental bearing graph structure as depicted in figure 4.12. The combination, arrangement
and type of interfaces within this basic graph setup provides additional information which
is considered to be representative for the main bearing functions. The function of a
bearing will remain similar in different situations, regardless of individual component
designs or optimizations. Due to this, the graph structure depicts an appropriate target
for the automated identification process.

Another identification key point is the shape aspect of bearing bodies which are
standardized, thus incorporate a consistent anchor for the graph and pattern matching
process. In the scope of this work, the focus is set on spherical, so ball, and cylindrical roller
bearing body types for identification. With these shapes being comparably straightforward
and well accessible, a shape matching algorithm based on the FAG principle is able to
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Bearing body
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Figure 4.12.: Bearing graph

filter all potential bearing bodies from the set of bodies within the interface network. The
access to the connected interfaces and relations supports an adjacency-based grouping of
all bearing bodies. The interfaces are investigated group-wise in more detail regarding
contact conditions. Afterwards, this information is compared and matched to the bearing
graph scheme.

In case of matched sub-graphs, the process continues to extend the retrieved information.
The bearing center and axis is calculated based on the bearing body arrangement.
Furthermore, part neighbors reveal a potential existence of a bearing cage. The contacts
and interfaces between bearing bodies, outer, inner and bearing cage are analyzed to
distinguish between the different parts. The contact locations and types, e.g. point or
linear contact, are used to send and trace rays in reference to the bearing center. The type
and order of hit points on selected components is providing information to distinguish
between inner and outer ring or a potential bearing cage. Kinematic assumptions based
on the bearing contact conditions also allow conclusions about fixed or floating bearing
variants.

The identification of the bearing rings provides access to the integration interfaces
within the assembly, which are mandatory for setting up adequate simulation boundary
conditions. In some cases, bearings are integrated into minor structures for assembly
reasons, which exclusively fulfill the function of building a bearing structure. A cylindrical
bounding box analysis is evaluating the dimensions of these adjacent components and if
they can be approximated to be a part of the bearing itself, thus reduce complexity in
the system. All the derived information as bearing parts, axis and system interfaces is
stored internally in structured classes for direct access later in the process.

4.2.4. Rotary Groups

The identification of bearings allows drawing logical conclusions by exploiting the gathered
information for the systems connected by the interface. In analogy to the procedure
of analyzing a general arrangement drawing, the next step includes the separation of
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the connected systems on account of the bearing information. This provides substantial
aspects to re-engineer the knowledge which is embedded in the system architecture or the
geometry assembly. The network which is the basis for these investigations is shown in a
schematic view in figure 4.13 which includes the bearing sub-graphs as collapsed single
entities connected to representative neighbors.

Component

Bearing

Figure 4.13.: Rotary groups scheme

Path-finding algorithms crawl through the nodes and edges in the interface network,
retrieving sub-graphs where boundaries are set up by the bearings. The derived sub-
systems are stored in containers and related to the inward and outward bearing objects,
meeting the demand for system separation, including the retrieval of adequate interfaces.

From a semantic perspective, this opens the path to a multitude of further identification
possibilities. Contextual knowledge can elevate the level of cognitive capabilities. With
this thesis being situated in the field of aero engines, contextual knowledge about basic
aero engine architecture is integrated in the presented recognition framework. The
assembly consists of structural parts enclosing the gas path and rotating systems including
rotors and shafts in general. In multi-shaft systems, different rotating systems are often
associated with the related pressure field, as mentioned in 2.1. Within this frame of
context, the low-pressure system is associated with the front section of the compressor,
or fan, while the rear section is related to the rear turbine segment. This leads to the
conclusion that the low-pressure system represents the inner system with the maximum
axial dimension.

The retrieved rotary groups are analyzed regarding these aspects by abstracted bounding
box strategies. Center axis alignment, bounding box dimensions as well as the containment
within other rotary groups are criteria for the low-pressure system. Another example for
semantic and contextual retrieval could be the drive shaft for the external gearbox, which
represents another rotary group type. This system is similarly bounded by bearings and
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related to a bounding box structure of slender type but an axis which is not aligned to
the engine center axis.

From the low-pressure system as starting point, the bearings can be recursively traced
to the next rotating system up to the static structural subsystem including mounting
systems.

Conceptually separating the systems allows also streamlining the simulation paths,
which is aligned with the manual procedure. The objectives of this work are set within
the structural system, and therefore the next methods are working with the identified
structural groups and the related systems.

4.2.5. Beam structures

The recognition aspect in the exclusive structural domain now puts a major emphasis on
simplification opportunities. As mentioned in previous sections, dimensional reduction
of FE entities is an effective method to reduce model and simulation complexity, and
nonetheless achieves satisfactory result quality in suitable scenarios. Moreover, 1D
FE elements imply a simple solution and tool for trimming and tuning properties in
order to match real component behavior or conduct preliminary design studies. An
inferred potential for these scenarios are geometries which resemble a beam-like structure,
commonly long and slender structures, or respectively having two dimensions substantially
smaller than the third. Consequently, the first step is to filter components based on
this shape aspect with respect to the resulting potential in order to transfer them in an
appropriate process pipeline to simplified structures.

The recognition or estimation of their potential is straightforward, utilizing the methods
already presented. By calculating the principal axes of a given 3D object via methods
provided by the API, a new virtual coordinate system can be instantiated. This coordinate
system is taken as reference for setting up an oriented bounding box, see figure 4.14.
Based on the derived dimensions, a first statement about the shape can be concluded.

Figure 4.14.: Beam structure analysis
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4.2.6. Casings

The simplification aspect is also central for the casing component category. Due to given
circumstances in aero engine development as weight aspects, thin-walled and lightweight
components are prerequisites for the design of competitive products. The fundamental
working principle concludes casing structures to enclose the inner paths, contain pressures
and provide interfaces for air systems and auxiliaries. These commonly thin-walled
designed structures consequently make up a large proportion of the structural system.
The thin-walled circumstance fits the assumptions of model simplification using 2D shell
elements in this context. However, the general transfer of general geometries to suitable
models of reduced dimensionality is often coupled to a lot of effort which in turn can
result in the automated process being not efficient, not leading to the desired quality or
even not being applicable.

In lights of these considerations, the strategy here is to put emphasis on those com-
ponents which imply advantageous potential. With casing structures coming with such
a potential, the framework aims for a recognition of components of this category type
in order to introduce specifically optimized transfer processes for increasing procedure
capabilities and precision but also robustness.

The basic points for the component categorization are the aspects of casing structures
which have already been described. First of all, these structures are part of the structural
static rotary group. The enclosing and surrounding aspect is elaborated by calculating the
CBox and evaluating both axial, radial and angular dimensions. This aspect concludes
that the basis topology is axisymmetric or at least close to axisymmetry. The topological
characteristics of the bodies provide information about this and their orientation. Based
on the characteristics of individual surfaces, their cardinal orientation is elaborated using
the face axis or face normal in the planar case, which are then compared to the component
axis. The surface area of the matched cases is summed up and put into relation to the
overall body surface area. If this ratio is meeting a specified criterion γ, the component is
added to the category set of casings BC .

Otherwise, if the ratio is below the tolerance but the component technically resembling
a casing structure, the algorithm concludes that the level of axisymmetry is comparably
low due to attached structures affecting this ratio. This implies additional complexity,
which is in turn opposed to the simplification objective and suitability. Since the objective
is to put more emphasis on parts with potential for a reasonable transfer process, the
deselection of such parts is in line with the strategy.

The resulting set of casings is stored in the database and prepared for a more detailed
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investigation and CAE transfer in subsequent pipelines.

4.3. Application

After describing the recognition framework, its embedded logics and methods, this section
describes their implementation, inputs and outputs, and applications. The algorithms
are developed on top of the API provided by the commercial software Siemens NX.
The framework itself has been designed towards a modular architecture, allowing later
application and business cases for recognition to be seamlessly integrated. Each recognition
category comes with internal classes, factories and dedicated methods incorporating the
modular structure and making subsequent access and use straightforward.

All information collected in the individual recognition activities is stored in a local
database, which is provided to later process chains. In order to be easily accessible
and modifiable or readable in general, the widely used Extensible Markup Language
(XML) format has been selected. Binary databases have their advantages but depict
unnecessary overload for the given case. The content of the XML database is separated
to containers regarding boundary conditions and specific component categorization and
descriptions. The boundary condition section contains every information about interfaces
and also higher-level data as flanges and bearings. For example, each flange content
contains information about participating components, related faces and also sub-elements
which describe eventual hole chains including geometric entities and basic properties as
radius and center. Bearings are added in a similar way, collecting all participating bodies
and interfaces to neighboring systems. The basic idea is to store all data that could be
potentially for use in other processes to allow a purely data-driven process and by this,
digitally imitate the aspect of short-term knowledge.

The next set contains data about categorization and rotary groups. Part properties,
part file location and data about occurrences in the assembly associated with offsets and
rotation are stored within the respective element.

In the following, the developed methods are demonstrated on general example cases.
After discussing the models and results, an evaluation of selected metrics of the process is
conducted.

Demonstration case 1, or M1 in the following, represents a simplistic general combination
of a rotary and static system with reference to aero engines. The starting point is depicted
on the left in figure 4.15a as a raw geometry assembly without any additional information.
The recognition framework is then taking over and analyzing the geometry. After having
initialized all interfaces, the interface network, see figure 4.15b is set up and recognition
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tasks are set next in the pipeline. The results of the framework are visualized in figure
4.15c. This figure shows the identified rotary groups, bolts, bearings and the flange
connections which are illustrated using a flattened bounding box skeleton. Regarding
flange modeling in the CAE environment, the bolt connection is coupled to the flange
connection, thus both data streams can be utilized to elaborate a FE construct. In this
scenario, only the center component has been categorized as casing with the other being
theoretically thin-walled but too complex in terms of radial dimensions, bearing interfaces
and structures to depict a low effort and high simplification potential casing type. As a
consequence, these are selected for 3D transferal.

(a) M1 Model (b) C1 graph

(c) M1 Application

Figure 4.15.: M1 demo case

The next case M2 shows another simple assembly aligned to aero engines with extended
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complexity and a second rotary system. The application and its results are shown in figure
4.16. Aside bearing, flange and rotary group recognition, this assembly also contains
beam-like structures in the rear section. Similar to the M1 model, the bearing support
structures are considered as general components, while the connecting casing line is
recognized as expected.

Beam structures

Figure 4.16.: M2 application

Demonstration cases M3 and M4, see figures 4.17 and 4.18, imply a higher level of detail
and are designed for preliminary basic aero engine architecture studies. M3 represents a
two shaft aero engine which is commonly used in civil small and medium engines. The
model M4 in contrast contains three shafts which implies an architecture being more
common in larger civil engines. The interface network generated for M4 is shown in
addition in figure 4.18b. A detailed look is revealing the bearing patterns which have
been described in previous sections.

Finally, different metrics and the performance of the application are put into focus in
the last part of this section. The body count and number of body and face interferences
are selected as measures for model complexity and size for this purpose. However, the
demonstration case components themselves are designed comparably simple. Highly
complex components can contain a lot more B-Rep entities, increasing their topological
complexity which can affect application performance. The required computational time
is averaged from a set of test runs and selected for evaluating the performance of the
algorithms and the process itself. To assess the automation factor, the number of lines in
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Figure 4.17.: M3 application

the resulting database is investigated as its content would have been also cardinal for the
manual procedure. The results of these studies are shown in figure 4.19 and table 4.1.

Table 4.1.: Application metrics

Bodies Interferences Database size

M1 62 160 185
M2 171 426 911
M3 136 250 5630
M4 276 500 3823

The application of the recognition framework has been conducted using an AMD 3900X
CPU and a NVIDIA Geforce 1060 3GB GPU. Despite the achieved performance reaching
satisfactory levels and meeting the objectives, the maximum potential of modern CPUs
including multi-core architectures is not completely exploited due to single-core limitations
of common CAD kernels. From this perspective, a remarkable gain could be unlocked if
newer technologies would allow to overcome this limitation.

The advantages of the automation are clearly visible in the database sizes. Especially in
larger assemblies, the selection and derivation of all geometric objects required for the setup
of different structures including the comprehensive knowledge about the present conditions
can quickly become extensive. Moreover, since the models M2-M4 do not contain full-
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(a) M4 result

(b) M4 graph

Figure 4.18.: M4 application
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0 50 100 150 200 250 300 350

M1

M2

M3

M4

Performance [s]

Interfaces Flanges Casings Beams Miscellaneous

14± 2

24± 3

250± 22

261± 28

Figure 4.19.: Performance evaluation

featured flanges for example, the database size can be assumed to be significantly larger
for more detailed scenarios.

In conclusion, the developed logics, algorithms and methods and the framework com-
prising these have proven their suitability for the objectives of this work. By categorizing
components, specifically adapted process pipelines are introduced and assigned for the
transfer to the simulation environment and adequate simulation models. Moreover, the
presented approach also shows up a plethora of future applications for objectives beyond
the scope of this thesis. The next logical step is to develop the transfer pipelines for the
identified categories.
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The transfer of components from the CAD environment to suitable simulation models is
the subsequent step in the development cycle. FE components, connection and coupling
of models, boundary conditions, loads as well as simulation type and settings make up
the largest parts of this transfer and setup process. The first two aspects depict the
fundamentals of a basic model setup, and so for the objectives of this work.

CAD components often serve as basis for building a FEM mesh model, especially in
CAD-CAE integrated systems. CAE software therefore have interfaces for the exchange
with the CAD environment and provide methods to apply meshing algorithms to given
B-Rep body or entity in general. In this context, each type of object, so 3D body or 2D
surface or 1D curve, can be selected for internal meshing algorithms with their related
class of elements.

With regard to simplification, there are two major paths which can decrease the model
and simulation complexity, as described in section 2.5.1. First, there is the option to
coarsen or adapt the mesh in order to reduce the number of elements. Secondly, the
geometry to be meshed can be modified, prepared and idealized to simplify the geometry
or allow elements of lower dimensionality.

Many of the state-of-the-art methods have already been adapted and integrated into
available meshing algorithms. Siemens NX, for example, provides the option small feature
tolerance which identifies and accounts for small geometric features and sets up an
approximating mesh rather than a fine exact one within these areas [34]. A similar idea
is embedded in a parameter called geometry tolerance which allows mesh vertices to be
slightly off original geometry boundaries, introducing more flexibility to the algorithms,
so less unnecessary mesh agglomerations.

The section 2.5.1 has presented several approaches to geometry simplification. Model
preparation in terms of midsurface creation is a topic of a majority of them and different
approaches to meet the challenges have been presented. A divide-and-conquer idea to split
the geometry to access more handy sub-parts has proven its advantages in this regard.
However, these geometry segmentation algorithms can imply drawbacks or restrictions as
discussed in section 3.1.
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This is where the benefits of component categories come into play. By focusing on
specific types of components, the methods can be specifically adapted, and therefore
extended in their capabilities and applicability. This allows also reducing and focusing the
effort on components which are potentially worth a closer investigation. As mentioned
before, casings make up a large percentage of aero engine assemblies while revealing
this simplification potential what makes them a reasonable target for the development
of simplification methods. Moreover, simplifying suitable beam structures requires
comparably small effort while holding important model reduction profits.

5.1. Casings

The aspects which have been decisive for the recognition of casings, as quasi-axisymmetry,
are also guiding the component analysis and method development. In order to understand
the objectives and associated way of thoughts, the manual process of deriving a simplified
model from this point of view is elaborated first. Similar to the recognition process,
the first task includes a visual analysis and a first assessment of the major structures.
Afterwards, general characteristics as axisymmetry are exploited to manually construct a
midsurface model for the major structures – if applicable. Minor structures are analyzed
regarding influence on model quality and suitable representations for the FE model are
selected and manually introduced.

This concludes that the separated analysis of component substructures is a crucial step
for subsequent purposes. The automated process which is presented in this thesis digitally
mimics the logics in this path, and therefore sets segmentation as first cardinal building
block for the transfer. Two different approaches tackling this aspect have been developed
for this purpose.

5.1.1. Feature-based analysis

The first approach is focusing on the CAD structure itself. Modern CAD environments
often imply history and feature-based modeling environments for model creation and
further PLM interfaces. Especially for preliminary design development and studies,
parametric designs in combination with a synthesis modeling strategy imply noticeable
benefits. The opposing path to this is the destructive modeling technique, which is more
popular in manufacturing domains [267, pp. 132 sqq.].

The structure of the aero engine casings is often designed as such that there is one or
more major unconnected parts which are modified and equipped by minor or auxiliary
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structures. Combined with the knowledge of axisymmetry, this concludes that commonly
the main axisymmetric structures are created as starting point in synthetic modeling by,
for example, revolving features.

This information is exploited in the feature-based segmentation approach. The strategy
is to target these root bodies and track their changes throughout the model history. For
this purpose, a structure has been set up which is different than the CAD internal feature
history in providing more data required for the tasks.

The term feature state F is introduced and denoted with Fi,j with i representing the
state of structure i and j depicting the associated time stamp. This feature state contains
information about associated features, the topology of the current state of the body and
basic properties describing volume and dimensions. The collection of all feature states is
stored in a feature tree as depicted in figure 5.1 which resembles the structure of a CSG
tree.

F1,4

F1,3

F1,2

F1,1

F1,0 F2,0

F6,0F5,0F4,0F3,0 F7,1

F7,0 F8,0

−

+

+

−

Figure 5.1.: Feature tree scheme

A change Ci,j in the solid i is taking place from state Fi,j to Fi,j+1 due to interaction
with features. In general, these features are of boolean type, so additive (+) or subtractive
(−). This results in a connection between the branch of solid i and another solid k. The
resulting change Ci,j is built as an internal construct which holds information about the
interfaces between body i and k. This also implies changes in topology and so provides
access to both state branches and information about a change in volume and dimension,
which allows conclusions about the boolean type.

Detailed substructures can result in a higher number of separated bodies, thus states.
This aspect introduces complexity which is in contradiction to the simplification objective
and can blur the interpretability of the various data streams. The manual and visual
investigation process hence often makes use of a logical abstraction process, especially if
a simplification goal is pursued.
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The developed methods offer opportunities to overcome this obstacle. By accessing
information about dimensions, interfaces and also volume relations, groups of substructures
can be united to a single substructure which is easier to deal with in the process. As a
result, several feature states can be summarized, decreasing complexity of the feature
tree. A similar effect is achieved by analyzing patterns, either by given pattern feature
information or by analyzing the body properties and distributions.

These programming constructs offer straight access to all necessary interfaces for the
later evaluation of substructures and the relation and connection between the single
bodies, see figure 5.2. These relations offer a concrete and detailed access to the structure
connection itself, and so also to the real cutting faces required for segmenting the structures,
which would be more complicated to extract using state-of-the-art segmentation algorithms.
This approach reveals suitable and reasonable splitting faces and relations even in more
complicated scenarios. Moreover, by focusing on the change in topology and volume, a
more detailed information about the feature used to instantiate or create the geometry is
not mandatory.

Figure 5.2.: Segmentation interface scheme

5.1.2. Silhouette-based analysis

An appropriate feature-based approach entails advantages as robustness, performance,
model precision but also extended use cases like parametric design studies and also the
possibility to integrate information in the model for later purposes. The feature setup
strategy of CAD models, however, can vary depending on the individual designer, design
objectives and design domain. These aspects and the implied effort to build such adequate
models are representing contrasting arguments to the advantages. This leads to the
conclusion that suitable feature-based models cannot be considered as guaranteed in more
general situations.

In this regard, a second approach has been developed for suitable substructure seg-
mentation and analysis, which utilizes a more general working principle. This technique
exploits the given circumstances of quasi-axisymmetry and flat hierarchy of the model
setup. Flat hierarchy in this context means that the major structure is expected to be a
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more or less axisymmetric casing part with eventual non-axisymmetric minor structures
in the form of feature additions or removals.

In analogy to the manual and visual-based process, the target is to derive a kind of
least common multiple structure excluding subtractive features as holes. Methods to
automatically remove and close holes provided by CAD software can become inefficient
or are not achieving the desired result in more complicated models. Consequently, this
aspect of geometry abstraction is embedded in the developed way of approximating the
structure.

5.1.2.1. Data extraction

The target is to derive a common least multiple cross-section for the axisymmetric main
structure or structures on account of the symmetry fundamentals. The guiding idea for
the derivation of these sections is to extract silhouette information from the 3D B-Rep
model. Silhouettes in this context mean projected curves of surfaces of the model which
are of basic axisymmetric type, see algorithm A.4. After having identified potential
silhouette faces, the projection into the 2D domain is taking place which is a logical step
due to the identified symmetry. Silhouettes which can be uniquely described by two points
as for example the projection of cylinders, cones or planar faces are transferred using
surface boundaries and projecting these to a cylindrical coordinate system and setting
the angular dimension to zero. More complex surfaces are transferred to 2D silhouettes
by approximating the projection with an evenly distributed point set and linear spline
fitting.

In addition to the silhouette information, another type of data is participating in this
approach. A projected set of 2D silhouettes does not imply information about the inside
and outside conditions of the body. The face information of the 3D B-Rep surfaces is
therefore used. A point cloud is sampled along the retrieved silhouettes and a respective
point is calculated using the local face normal vector scaled to a small distance for each
point on the curve. All resulting normal points PN are projected to the 2D domain
afterwards. By the fact that face normal vectors are always pointing outwards in the
solid B-Rep case, this transfers a basis information about inner and outer structures to
the 2D projections.

Both information, the contours C and PN are stored in an external database for
subsequent procedures. In this, the curves are separated into annotated categories for
more details about the silhouette types: lines and splines with the splines being stored in
a subset S.
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5.1.2.2. Section retrieval

The next part of the process is making use of this information to extract and rebuild
potential cross-sections. Algorithms combined with open-source methods as available
in the Python library Shapely [268] are utilized to clean the data. Surface gaps and
transitions in the geometry model can lead to multiple sub-faces, so in multiple similar
silhouette curves. Due to geometric tolerances, the resulting lines can show up slight
deviations. Approximately parallel and coincident segments and nearby points are
merged using tolerance criteria and nearest-neighbor algorithms as the KD-Tree [269–271]
included in the Scipy package [272]. After the silhouettes have been simplified, merged and
adapted, information about silhouette end points are packed to a graph-like representation
G = {V, E} with G representing the graph, V containing the vertices and E describing
the edges, so adapted silhouettes, as shown in 5.3. This structure provides additional
information as closed loops, free ends, branching points and connected segments.

Figure 5.3.: Silhouette graph

The normal information from the database PN is also stored in a KD-Tree representation
for efficient access later in the process. Based on the graph information, this normal data
is pruned by points within proximity to branching points to avoid ambiguous associations
in overlapping areas.

Analyzing the graph in more detail can reveal closed loops. These closed loops of
silhouettes in turn mean boundaries for polygons, and by this also boundaries for the
quasi-axisymmetric section of the root CAD geometry. In simple cases, a single polygon
implies sufficient information about every region, so the detection of an axisymmetric
cross-section is comparably straightforward and efficient. However, complex components
yield silhouettes which either imply ambiguous sections, free ends or no closed loop at
all due to missing concrete and axisymmetric information in some regions. For example
complex substructures which interfere with the basis cross-section can lead to unclear or
non-existing information in this area. In such cases, the objective is to investigate these
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areas and evaluate methods to approximate an adequate section. Exemplary non-closed
loops and sections are shown in figure 5.4.

(a) Silhouette A (b) Silhouette B

Figure 5.4.: Non-closed silhouettes

The method to close such potential unknown areas which has been developed in the
course of this work is aligned to the logics in the manual process. The fundamental
objective is to approximate a common least multiple oriented cross-section which is
responsible for bearing the major load path of the casing component.

To close these gaps, either new paths have to be introduced or existing ones have
to be extended. Both variants require the identification of start points and directions.
Without any additional information, simple standalone line objects as in C depict the
only data source the process can work with. This makes it difficult for the process to
approximate any geometry. Consequently, more data streams have to be combined to
take more information into account.

The graph representation as shown in 5.3 gives access to the leaf points of the structure.
To introduce an approximation of load path related information, the Medial Axis (MA)
method is used, which is implemented using the duality of Delaunay triangulation and
Voronoi graph as described in section 2.5.2. The package Scipy [272] provides implemented
versions for those techniques and is used in the following.

After discretizing the silhouettes by sets of points, the Delaunay triangulation is
applied and used for the setup of Voronoi vertices including each respective minimum
circumscribed circle radius. To filter Voronoi vertices belonging to a potential inner load
path, the Delaunay triangles TD are evaluated regarding their proximity to the previously
mentioned set of normal points PN :

TDinternal
= {t ∈ TD|∄p ∈ t ∀p ∈ PN} (5.1)

The filtered Delaunay triangles TDinternal
then yield inner Voronoi vertices, therefore

indicate an inner path. The resulting set PV represents the basis for the medial axis. This
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is considered as additional information to rebuild unclear regions using the medial axis as
approximation for the structure load path. Consequently, PV serves as an indicator for
the direction and basis of a contour closing procedure.

The graph G also depicts the starting point for identifying unknown regions by providing
leaf nodes which indicate open contours. The process of finding a suitable point and
direction for extending contours is illustrated in figure 5.5 and described in algorithm
A.5. Starting from a leaf point (1), the relation to the closest point on the inner load
path, so PV is retrieved (2). An iterative search for suitable neighbors from the graph
G is conducted until a convergence is reached (3,4,5,6). In the given context, splines
are often resembling blends or more complicated topologies. In these cases, a generally
applicable and reasonable extension and extension vector cannot be guaranteed, which is
why the algorithm purposely skips these blend sections. The convergence point and the
next neighbor which is not within Pvisited is then the basis for the vector for the contour
extension.

Line
Spline
Normal point
Medial axis point

1

2

3

4,6

5

Figure 5.5.: Contour extension process

The algorithm is creating a set of potential contour extensions Lext which are to process
next. By intersection analysis and finding the closest counterparts within Lext and C,
these extensions are paired and trimmed to the corresponding segments. To increase
robustness, a small buffer parameter is applied to these rays, which is built analogously
to dilation operations in the Shapely package. If a contour extension neither leads to an
intersection nor approaches the proximity of another extension, an iterative process is
conducted, which is assuming the current ray origin as starting point and repeating the
algorithm A.5 accordingly. The resulting combinations of extension variants are then
re-investigated in the process.

From a graph perspective, this approach creates additional nodes and lines in G which
support the contour and loop closing by additional geometric information and reasoning.
Closing contours in turn means building a final polygon, or final polygons respectively.
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5.1.2.3. Polygon analysis

Especially in case of multiple polygons, the set of polygon objects OP does not allow a
direct conclusion about a potential cross-section yet. An investigation on the contribution
of each polygon to the major cross-section has to be conducted first. Major cross-section
in this regard refers to the main quasi-axisymmetric section which is bearing the load
path. This means that polygons created by silhouettes of for example holes or subtractive
features which are interfering with this main section are abstracted and considered as
axisymmetric in the first instance. General geometric holes, as flange holes, do not project
any silhouette but more complicated geometric shapes in turn can. Other polygons being
a result of features which are not participating in the major load path are also neglected
in the polygon pairing and combination step. This does not imply that these features are
neglected in general. With reference to the fundamental strategy, the goal is to reproduce
a 2D section for the major axisymmetric part and analyze non-axisymmetric features in
the 3D CAD domain afterwards.

The next step includes the identification of the described major polygons. The medial
axis is also considered as a metric or identification logic in this context to similarly
estimate potential load paths. From all polygons in OP , neighboring pairs are identified
by dilating the polygons with a negligible value and assessing their mutual intersection.
For each polygon pair, their associated cleaned Medial Axis System (MAS) is investigated
next. More information about the developed medial axis methods is given later in a more
comprehensive form in the dedicated section 5.1.4.1.

The first aspect copes with the principle of smooth load path continuation. This is
captured by so-called medial axis flaps as shown in figure 5.6a and the properties of the
cleaned MAS of each polygon. The flaps in this scope are identified by an inscribed circle
radius trend limx→length r(x) = 0 and a proximity of their respective branching points.
This algorithm first filters potential smooth transitions between polygons, thus potential
consistent load paths, leading to a subset of polygon combinations Oc ⊂ OP , see figure
5.6a. An iterative algorithm then is combining pairs, rebuilding their MAS, retrieving
new polygon combinations thereof and repeating this process until the major path is
assembled.

The second logic is targeting the aspect of main path participation. A separation of
two neighboring polygons means that there is a non-axisymmetric object affecting and
splitting the region. To deal with this aspect, the MAS of each structure is assessed
towards a decision of either actively being part of the major path or representing a
minor additional structure. If the MAS of the minor structure is rather representing an
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additional branch than a part of the existing major path, see P2 as example in figure 5.6b,
the detailed investigation is left for the later 3D analysis and the polygon is neglected in
this procedure.

P1
P2

FlapsP1 FlapsP2

(a) Transition evaluation

P1 MAP1

P2
MAP2

(b) Main path evaluation

Figure 5.6.: Polygon investigation

After all polygons are evaluated and combined, it is important to clean its contours
in order to find adequate CAD sketch entities for the subsequent rebuilding process. To
achieve this, the polygon boundary curves and vertices are mapped to the original contours
C, so pseudo 3D face representations, including their line information as straight lines
and splines. This is achieved using the basis silhouette graph G and KD-Tree methods to
map the polygon points to the graph nodes and finding adequate paths from C to connect
these nodes. Evaluation of the resulting path reveals the line and spline information, see
figure 5.7, which is stored accordingly in the process.

Line | 2 points

B-Spline | n points

Figure 5.7.: Line / Spline mapping

The resulting section is then saved in a XML database in the form of line coordinates,
adjacency and line type information. Based on the cross-section, a first volume estimation
is done and compared to the 3D solid volume for assessing the degree of axisymmetry on
the one hand, and the suitability of the cross-section on the other hand.

5.1.2.4. Component analysis

The stored cross-section information is now accessed from within the 3D CAD software,
where the process is automatically constructing a sketch entity containing the lines. If
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a contour is annotated with a spline type, a B-Spline method is fitting a curve based
on the database points, otherwise a simple line object is created. The resulting sketch,
or sketches respectively, is referred in a revolve command which is set according to the
calculated angular dimensions of the original component body B.

Based on the purely axisymmetric revolve body BR, the investigations on non-axisymmetric
features are conducted. Boolean operations as intersection and subtraction reveal differ-
ences in the bodies and topologies. By subtracting the bodies ∆B = B−BR, ∆B provides
data about additive features which are incorporated by solid bodies and topologies. The
intersection BI = B∩BR leads to changes in the topology of BR as a result of subtractive
non-axisymmetric features in B. The developed process analyzes the changes in topology,
which are mostly attributed to faces, and groups the modifications by adjacency. The
arrangement of the faces in each group allows conclusion about possible semantics of the
feature.

Understanding patterns on the one hand helps to understand the structure, and on
the other hand can significantly increase process performance. For this reason, those
face clusters are analyzed regarding area, position, number of participating faces and
dimensions to identify patterns. Different types of bounding box algorithms are utilized
to find the most suitable for the given case, which is then the basis for further pattern
detection steps. Parameters associated with patterns are for example span and count or
pitch and count. The advantage of identifying those is that only one representing member
R has to be evaluated in detail, and the operations can be efficiently instantiated using
CAD pattern features with the retrieved parameters.

Consequently, a representative RGi of each group Gi is analyzed to retrieve its volume
properties in relation to BR. Especially retrieving complex face arrangements can lead to
CAD errors due to noncontinuous boundary edges which can occur in boolean operations.
Boundary faces belonging to RGi are analyzed by building a virtual center, casting rays
and evaluating face normal vectors and boundaries. On account of the derived information,
the feature type can be distinguished in more detail as related to for example holes or
general material removals. The result is then used to build a closed volume using the
original topology BR, see figure 5.8. Based on the pattern data in Gi, the enclosed volume
is instantiated accordingly, stored in a feature group and its access is enabled via an
internal interfaces. These objects can be used to derive associated properties, pattern
data, features, bodies and all other types of related topological entities.

An exemplary use case of all derived information is the semi-parametric automated
rebuild of components as described further in [273]. Table 5.1 shows three application
cases of the presented methodology including a performance evaluation.
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(a) Hole analysis (b) Negative volume

Figure 5.8.: Non-axisymmetric analysis

Table 5.1.: Example models and process performance

Model 1 Model 2 Model 3

Section 3 s 1.5 s 3 s
Rebuild 51 s 42 s 57 s

82



5. CAE transfer

5.1.3. Substructure analysis

After having segmented the components using either feature or silhouette-based ap-
proaches, the next step is to elaborate them in detail. The manual process includes steps
and reasoning which assess the effect of the substructure on the component or system
behavior. If the component is assumed to be important for the type of simulation and
for result quality requirements, ways to represent the substructure in a simplified form
in the simulation model are elaborated. Based on physical understanding and modeling
and simulation experience, different representations and simplifications are manually
introduced with regard to the objective of achieving a sufficient compromise of accuracy
and detail. Clearly, the analysis of substructures is defining the next logical step for the
automation. To align with this process, the involved engineering and cognitive thoughts
have been analyzed and translated to corresponding computer language and programming
ideas.

Similar to the recognition process, the context and relations of the substructure are
important for the procedure guidance. The interfaces between the separated substructures
can be similarly visualized by using a graph representation method, see figure 5.9.

(a) Identified substructures (b) Substructure graph

Figure 5.9.: Model analysis

As it can be seen in the graph and the component, the number of concrete substructures
is already reduced by methods which recognize patterns. Basic properties like volume and
various bounding box dimensions, projected body center points and topological attributes
support this identification of patterns within the collection of segmented substructures.
This does not only reduce complexity, and thereby improves process performance, but
also supports model understanding. The consequence is that it is sufficient to analyze one
representative of each pattern for the evaluation of the structures. The focus in this work
is set on circular patterns along the component center axis since this type of pattern is
the most common and most crucial one in the given scope.

Volume properties are logical criteria to assess the influence of a structure on component

83



5. CAE transfer

behavior. Small substructures are often assumed to be negligible without having to sacrifice
simulation quality and are also the target of a plurality of simplification techniques as
described in section 2.5.1. However, some parts exert a significant influence on behavior
despite having a comparably low volume share. Regarding this, more criteria and
logics have to be developed to analyze the substructures in a more sophisticated way.
Dimensional properties are next to be embedded in the process algorithms. A best-fit
bounding box algorithm is applied to the representative in order to provide a reasonable
construct for structure dimensional extents. The resulting properties provide data about
general dimensions but also about the ratios of the dimensions, what in turn allows
conclusions for potential and suitable simplification approaches. Identified patterns and
therewith the derived structure count and span parameters are also participating in the
developed analysis methods since they provide additional semantic information.

The role of a substructure within a component, and so the system, plays an important
role in the evaluation process. The substructure graph described earlier is providing access
for this criterion. First, the major parts, thus the root bodies derived from segmentation
algorithms, are representing the main load path bodies. By identifying these nodes in the
graph, other functional load path relevant nodes can be derived. An example of this can
be seen in model 3 in table 5.1 in which vane structures represent a cardinal part of the
component. From a higher level perspective, the graph model also reveals the interfaces
of a substructure within a system or assembly which can be linked to entities within the
recognition framework described in the previous chapter. These interfaces play as well an
important role for model decision-making.

These interfaces are therefore taking part in the analysis logic. The topology of the
interface between substructures holds information about mutual influence aspects and
potential load paths. The ratio between the interface area and the structure volume
is condensed in a criterion which is denoted as averaged height in this context for this
purpose. The idea here is to assess an approximated structure height in case of an even
volume distribution. Another interface criterion is targeting the topology of the interface
and elaborates the existence of inner topologies as a measure for complexity.

Other strategies pursue a similar idea and evaluate the mass distribution with reference
to the interface, defined as the term interface distance in this work. The Center of Gravity
(CoG) is considered as reasonable property for this. Its projected distance to the related
interfaces reveals this interface distance and shall help to elaborate the distance of the
mass center to the base structure. Due to the present axisymmetric layout, the CoG
aspect only provides meaningful value for structures spanning small sectors, see figure
5.10. If a substructure is spanning the complete circumference, the CoG is positioned
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in the cylindrical center, therefore not adding appropriate value to the criterion. In this
scenario, the cylindrical bounding box is used to evaluate the distance of its box center
to the interfaces. The juxtaposition of the averaged height and interface distance then
yields additional information about model complexity.

CoG
CBox center

(a) Large structure

CoG
CBox center

(b) Narrow structure

Figure 5.10.: Interface distance evaluation

The next integrated logics to be presented deal with aspects which are already pointing
towards distinct simplification paths. The face-pairing approach (see section 2.5.2) is
integrated in several commercial CAD software but, as already mentioned, can imply
robustness and applicability issues in complex scenarios. However, this specific circum-
stance is exploited to evaluate on the one hand an approximate wall-thickness distribution,
and on the other hand to estimate the structure complexity. Research has shown that a
previous segmentation eases the application of face-pairing approaches, hence the pre-
sented approach is providing suitable conditions. Applying the method creates a set of
sheet bodies related to identified face pairs. The API provides interfaces to access each
instantiated face thereof and retrieve the assigned averaged thickness.

The next task is to evaluate the generated sheet bodies and assess if they represent an
adequate midsurface structure. This is done by geometrically analyzing the proximity
and consistency of the original structure interfaces and resulting sheet boundaries. It is
necessary to assure that the created midsurface does imply a geometry which is able to
rebuild the load path of the actual structure. Moreover, sheet boundaries are analyzed
towards mutual intersections and offsets to investigate the structure consistency. If both
analyses meet the imposed criteria, the maximum wall-thickness is used as a measure for
the midsurface applicability. Another representative value is introduced by multiplying
the average thickness of each participating face with its area to put the volume of the
surrogate shell construct in relation to the original volume.

The last part of the substructure of the substructure analysis process deals with an
aspect similar to this idea of assessing midsurfacing capabilities. Based on the bounding
box fit and the derived dimensions, a principal axis in straight box configurations or a
curve in cylindrical scenarios is approximated and defined as guide. First, the existing
faces which are approximately normal to the guide are studied regarding their surface
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area. From this set, their representative characteristics are elaborated by building a
volume using their respective area and guide length, which is then compared to the
original volume. If none of the faces are reaching satisfactory matching levels, the process
is utilizing a virtual scanning procedure to investigate the structure in more detail and
to potentially find more suitable representative faces. This method builds artificial
cross-sections throughout the structure as depicted in figure 5.11 and repeats the volume
matching process. The result of the process then serves the purpose of an indicator if
the structure can be described to a satisfactory extent by a single section which allows
drawing conclusions about beam simplification potential.

Bounding box

Scanning planes

Figure 5.11.: Beam evaluation

All the described criteria are collected in an internal feature vector, which is described
in a schematic way in table 5.2. The aspects embedded in this vector shall mimic key
aspects for engineering decisions and conclusions. Entries which are of boolean type as
midsurface or beam potential are assigned with integer values 0 and 1 while others are of
the standard float type in R. Furthermore, the derived properties also build a basis for
related recognition goals. Vanes, for example, commonly connect two casing structures
while being thin-walled and appear in a patterned arrangement.

5.1.4. Simplification

Performing the manual tasks to introduce various simplifications or ways of representing
substructures is done after the visual analysis of substructures. On account of this
analysis, decisions are made how structures could be approximated and represented
so that the surrogate design increases model efficiency or reduces complexity without
affecting quality to an unsatisfactory extent. As described in chapter 2, the aim is to
pursue two goals: either to reduce the number of elements required or to reduce the
element complexity. Thin-walled structures are often approximated by 2D shell structures,
while some parts also allow a dimensional reduction to 1D beam elements. In lights of
these considerations, the cardinal goal is to find ways of simplifying structures which
despite this maintain adequate stiffness and mass properties to match simplified and
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Table 5.2.: Substructure feature vector

Entry Type

Volume double
Volume share double
Count int
Graph position int
Assembly interfaces int
Averaged height double
Interface distance double
Interface topology int
Dimensions double
Dimension ratios double
Midsurface int
Wall-thickness double
Shell volume deviation double
Beam structure int
Beam volume deviation double

original model characteristics for given simulation purposes.
In complex scenarios nonetheless, simplification is not guaranteed to be applicable

without entailing unavoidable deviations in the simulation results. If a simplification
is set as definitive target, the manual process commonly includes experimenting with
different modeling approaches and parameter tuning to achieve a satisfactory validation
result. This in turn represents an obstacle which is hard to deal with from the automation
perspective.

With regard to the transfer processes, the major types of approaches to represent
structures which are included in this framework are depicted in figure 5.12. The figures
5.12a and 5.12d already give a hint on different substructure types which are denoted
with for example boss and fixing type in the course of this work. The decision for a
substructure description is made based upon the previously described feature vector and
guides the representation transfer process. The following sections go into detail about the
method development and approaches to convert and introduce these representations.

5.1.4.1. Midsurface

The major key point for the simplification of the present thin-walled structures is the
use case of 2D shell elements, so the retrieval of a midsurface structure. Due to the
component categorization, the suitable components are already pre-selected and represent
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Solid

(a) Boss

ShellSolid

(b) Hybrid representation

ShellImprint

(c) Imprint representation
Solid

(d) Fixing

ShellShell

(e) Shell representation

ShellCurve

Cross-section

(f) Beam representation

Figure 5.12.: Representation approaches

quasi-axisymmetric casing structures which share a high potential to have thin-walled
regions.

As discussed earlier, face-pairing and medial axis depict two common approaches
for the midsurface approximation. Face-pairing represents a straightforward approach
situated close to the B-Rep domain, already creating suitable CAD geometries. However,
evaluating these in the 3D domain can be ineffective and less expedient in automated
processes due to complicated or missing programming and analysis interfaces. On the
other hand, medial axis or object methods are often limited in performance, especially in
a 3D environment, or are likely to produce complex structures in detailed regions which
interfere with meshing algorithms.

The quasi-axisymmetry basis implies an aspect which this process is drawing advantage
of. By exploiting the symmetry knowledge, the process is able to focus on a 2D data basis
which is transformed to a 3D model afterwards, similar to the cross-section methodology
in section 5.1.2. Also similar is the idea to focus on the main structures in advance in a
2D environment and put emphasis on the remaining and additional structures afterwards.

The medial axis approach has proven its applicability in the 2D case, and furthermore
comes with a lot of capabilities for efficient model control, modifications and adaptions.
To overcome its limitations and suitability issues, a workflow for building geometry-based
and optimized structures has been developed and is presented in the course of this thesis.
This workflow is illustrated in figure 5.13 and described in the following paragraphs.

The input to this process is the approximated axisymmetric cross-section from the CAD
part which is stored in a database for the outsourced process pipeline. In addition to this,
the original component and system interfaces related to the quasi-axisymmetric component
play a cardinal role also for the simplified representation, hence are appended to the
database. Especially for load path evaluations and distinguishing between mandatory
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Delaunay/Voronoi

Section Interfaces

Medial axis system

Filtering

Simplification

Path setup

Polygon adaption

Interface adaption

Recombination

Property interpolation

Medial paths Interfaces

Figure 5.13.: Medial axis workflow

and minor structures, interfaces are often used as reference also in the manual process.
The basic way of storing this data is involving general data objects as boundary line or
curves created by projecting faces to the 2D domain as for example flange interface faces.

The first algorithm of the process handles the creation of the polygon PB from the
boundary curves CB as well as a discretization of the boundary curves to a set of points.
The set of points is input to a Delaunay triangulation integrated in the SciPy package
[272] with its accuracy depending on the discretization resolution. The Voronoi graph is
sharing duality with the Delaunay triangulation, and thus can be directly derived. To
filter the significant Voronoi vertices PV , the created polygon PB is used in a vectorized
operation to assess the point containment. Since each vertex is associated with a specific
Delaunay triangle and represents the center of the associated circumscribed circle, a
radius or diameter value can be assigned to each point p← (x, y, r) with p ∈ PV .

Based on the filtered Voronoi vertices, the Delaunay or Voronoi graph neighborhood
properties reveal remaining Voronoi ridges which describe the connections of neighboring
vertices. This circumstance can be automatically processed, which results in a set of
vertex pairs. An algorithm aligned to the Depth-First Search (DFS) technique [274] has
been developed to build a coherent system of branches and branching points from these
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pairs which is denoted with MAS in the following.
Due to the fundamentals of the medial axis, the resulting MAS can be a far cry from

a simplified structure. So-called medial flaps are common byproducts which are not
expedient for the simplification intention. So, the first MAS pruning step is targeting
these flaps by elaborating the branch thickness trend: limx→length r(x) = 0. Another
type of branches which can be neglected are minor branches which do not add additional
information to the system. The identification is conducted on basis of the branching
points. If the branch itself is contained by the circumscribed circle of the associated
branching point, it is not considered as meaningful, hence the branch is filtered from the
MAS, see the exemplary illustration in figure 5.14. The third type of interfering branches
are underdetermined branches. These are occurring as a result of external triangles which
despite this have their related Voronoi vertex within the polygon boundaries. Compared
to the internal Voronoi ridges, these show a significantly higher ridge length, so a larger
distance between two vertices with less local information, and are thereby sorted out.

Flaps

Minor branch

Circumscribed circle

Branching point

Figure 5.14.: Branch analysis

The points which describe the remaining branches are stored within a KD-Tree structure
T0 as a mean of thickness distribution function within the polygon for later access. In
order to decrease the data embedded in the MAS, methods for simplifying the branches are
executed next. The Ramer-Douglas-Peucker (RDP) algorithm [275, 276] is implemented
for this purpose and reduces the number of points required to describe a curve while
maintaining the fundamental shape. The remaining points are mapped to the points
stored in T0 to reassign related thickness values.

The next sub-process deals with merging selected branches to reasonable paths. Espe-
cially with further adaptions and modifications being planned, the focus on standalone
paths allows better and more structured access to the entities. Two aspects are guiding
this process.

On the one hand, the cross-section is representing the main structure, so the path
which describes the majority of the polygon is considered as the main path. The MAS
is transferred to a graph structure with its branching points setting up the nodes and
branches describing the edges. Each edge is assigned with the inverse of the branch length

90



5. CAE transfer

in order to make use of existing shortest path algorithms, which in turn reveal the branch
combination recommended for building a main path.

On the other hand, interfaces in the 3D model domain have to be existing in an
accessible way also in the simplified model. To cope with this, the projected interfaces
from the database are mapped to the existing branches. This mapping process uniformly
discretizes the entities to point sets which are then the basis for assessments of distance,
distance relations and geometric curve properties. As a result, each interface is assigned
to a segment or segments of a branch, which therefore are crucial branches for the final
structure. The remaining parts of the MAS are considered as minor paths.

A new internal architecture is built around the identified paths, which also contains
information about the mutual connections and connection locations for the anew branch
combination after modifying the paths. The paths, however, still do not depict a sufficiently
simplified representation due to minor and complicated segments. A crucial objective, also
in the manual process, is to approximate and represent the given geometry in a clean and
simple way. For this purpose, the algorithm A.6 has been developed, which simplifies the
MAS while taking the given geometric boundaries into account. In this method, each point
of the path is associated with the closest geometric boundaries. The association is then
reordered and filtered based upon the most frequently associated curves in order to retrieve
the most cardinal geometric entities. From this set, segments of points within the paths
are internally combined according to their related boundaries. The critical area of each
segment, in this case the point representing the section bottleneck, is identified by being
the vertex with the smallest circumscribed circle, or the smallest distance to the boundary
respectively. This point is assigned with the boundary curve vector direction to build a
line on to which the points are projected afterwards, resulting in a new adapted segment.
The projection distance of each point is also representing a potential offset parameter
for later FE mesh property setup purposes. Segments containing only one associated
entry are not adapted in this context and considered as mandatory to reproduce the path
in less dominated regions. After all points have been processed, thus potential new line
segments have been built, the recombination is taking place. Two adjacent segments are
combined by extension and intersection if the extension is fulfilling the polygon boundary
conditions, otherwise they are simply connected. In case of a standalone point being the
neighbor to a segment, the point is projected to the extended line which triggers iterative
analysis steps to check polygon and model consistency. An exemplary application on
Pmajor and the overall result is shown in figure 5.15. The degree of geometry abstraction
which is desired for the purpose of simplification is clearly present. Potential thickness
offsets due to geometry deviating from the skeleton line can be modeled by elaborating
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the present offsets with reference to the root KD-Tree T0 and account for these in the
form of shell offset properties in the 3D FEM model.

Pmajor

Pminor

Boundaries

Points

Associations

(a) Polygon adaption process

(b) Adapted to polygon

Figure 5.15.: Polygon adaption

Besides the polygon adaption, the interfaces have to be considered as well. In order to
preserve interface conditions, the projected interfaces are internally re-mapped to the new
paths and segments thereof. This provides additional access and so room for automated
adaptions and data aggregation. An example for this is given at the flange connection of
two structures. Commonly, it is desired to avoid geometric gaps in the model, which is
why the flange related shells are offset to be coincident. The developed process includes
an option to be automatically offset the flange related curves to the interfaces.

Afterwards, the separate paths have to be recombined in an adequate and clean way to
ensure structural consistency. On account of the distinction between major and minor
paths, the developed algorithms ensure that the major path topologies are not affected by
the recombination, which would prove counterproductive to previous adaption procedures.
The objective of simplification is still dominant here, so an optimization process aims for
avoiding minor path fragments which would be affecting meshing results and introduces
minor path modifications during this recombination process. Finally, the paths are
extended to the section boundaries.

The last step deals with a significant missing property for the midsurface model. The
curves which will be representing shell structures in the 3D domain are requiring shell
thickness attributes for the involved elements. Consequently, the presented workflow
interpolates the thickness of the paths and assigns concrete thickness values to the
segments thereof. For this purpose, the paths are discretized to a string of points. For
each of those points, the nearest neighbor is retrieved from the KD-Tree T0 which has
been set up earlier in the process and which contains an approximation of the thickness
resolution over the polygon. The discretized point set Pd is of dimension R(x,y,r) with the
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radii derived from the thickness distribution in T0. This point set is converted to a set of
points of dimension R(z,r) by substituting (x, y) with z ∈ [0, l] with l being the relative
length of the path. This allows a subsequent two-dimensional analysis as shown in figure
5.16.
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Figure 5.16.: Thickness interpolation

The reduced data is then smoothed and refurbished to a suitable representation of the
thickness without introducing additional complexity. For this intention, an algorithm
based on the Adaptive Piecewise Constant Approximation (APCA) technique [277–279]
has been developed and implemented. Parameters for this algorithm are a minimum
segment length and an error tolerance for the fitting optimization. The segment length
serves the purpose of avoiding small sections which would result in small B-Rep faces
implying complexity for the meshing process. The algorithm then is able to split path
segments for a better approximation of the local thickness. The mapped interfaces,
however, are not further subdivided since this would result in separated CAD entities
which complicate the application of boundary conditions. Figure 5.16 also shows the
resulting thickness levels with the segments being either defined based on topological
aspects or necessary thickness adaptions.

At the end of the process, the final network of the paths is stored in a database file
for data exchange reasons. The root interfaces are mapped to the new line segments
representing the new related interfaces, which are stored in the database as well. This
tracks the change of geometries and topologies within the automated modification process,
and thus also deals with the aspect of short-term memory mentioned in 3.2. The process
still contains knowledge about the objects even after modifying and abstracting the
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conditions.
The resulting database is loaded in the CAD environment to transfer the result to the

3D domain again. The section is created automatically as a CAD sketch which contains
the line segments and serves as basis for revolve features with the parameter identified
from the original component. Each resulting face is then mapped to the respective
line segment in order to transfer thickness attributes and to remap the newly created
faces to the stored interfaces. The identified subtractive substructures, see section 5.1.3,
can also be transferred to the created midsurface model. For additional simplification
opportunities, these subtractive features can be pre-selected by a filtering algorithm
to neglect for example minor holes in the model based on the identified substructure
properties.

5.1.4.2. Dimensional reduction

After the main structures have been transferred to a midsurface representation, the related
nodes in the substructure graph are replaced accordingly, which in turn updates the
node, so geometry object, relations. The developed process afterwards turns over to these
adjacent substructures and sets its focus on their conversion strategy.

Imprint representation

The first presented substructure pipeline is pursuing the goal to thicken the associated
underlying shell model as a way to account for the additional local structure stiffness
and mass. The interface between the main structure and the substructure therewith
plays an important role. The separation of the structures reveals the interface which is
used to project the separated part to the associated midsurface geometry. The projected
curves are used to divide the underlying face or faces which enables direct access to the
geometry later, resulting in a new set of faces FImprint which are visualized in example
5.12c. A bounding box and distance evaluation is conducted to compare the previous
topology to the topology after the face modification has been introduced to retrieve these
newly created imprint faces and associate them to the imprint representation structure,
see figure 5.17. By exploiting the embedded substructure knowledge about the volume,
the area of the created faces FImprint is used to approximate the imprint shell thickness.
The resulting thickness is added to the respective thickness values of FImprint in their
internal properties. Moreover, the substructure knowledge allows to automatically retrieve
a suitable and consistent offset. For this purpose, the face normals of the imprint faces
are compared to the vector of closest distance between substructure and shell body. This
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reveals the offset direction, so its proper mathematical sign.

(a) Solid (b) Imprint representation

Figure 5.17.: Imprint process

In some cases, the direct imprint of the interface topology can lead to a complicated
set of curves as shown in the example in figure 5.18. This can exert a notable influence
on meshing complexity and as a consequence be opposed to the main simplification idea.
The developed process therefore includes a second path which builds a box around the
projected region boundary curves which is projected afterwards as a surrogate to the
midsurface structure as shown in figure 5.18b. This box layout significantly benefits the
meshing algorithm by its clear and straight boundaries. The following process is similar to
the direct imprint process. The examination of the interface topology reveals attributes,
which are serving as basis for the process internal logical decision between direct and
approximated imprint strategies.

(a) Solid

Direct projection

Box projection

(b) Imprint curves

Figure 5.18.: Approximated imprint process

Similar obstacles for meshing are sliver or small faces which can occur as a result of
projecting and dividing faces. To cope with this issue, an algorithm analyzes the created
imprint faces considering boundaries and extension and filters the faces accordingly. The
filtered faces are then merged with the original B-Rep entities to avoid unnecessary edges
and faces. All gathered information about the created imprint face representations is
stored internally for easy access, mapping of interfaces and additional later use.
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Hybrid representation

If a higher degree of detail is requested or the structure itself indicates a complexity which
makes simplification unreasonable, another transfer approach is considered. The hybrid
representation, as shown in example in figure 5.19, is able to integrate 3D structures
within the 2D shell model. This 3D structure allows remaining close to the geometric root
design in the specified regions, which are able to replicate local stress and load conditions
in a very accurate way.

To create such a hybrid structure, an automated procedure is introduced which has its
first tasks with the imprint path in common. The interfaces of the substructure describe
the geometry of the load path or substructure interaction. For simplicity reasons, the
approximating imprint approach is used, which encloses the projected interface curves
using a bounding box method. To mitigate interferences of the cutting procedure with
localized stress aggregations near the considered substructure, an offset is introduced. The
offset value is based on the local dominant shell thickness, as recommended by Robinson
et al. in [183], and rounded to a tangible value. Each corner point of the resulting box is
then projected to the underlying shell structure. The local face properties are used to
access the face normal vectors at the projected point locations to build a line in both
positive and negative direction. The lines are then constructing a wireframe, which is
used to generate the related cutting faces, see figure 5.19c. Using the face normals ensures
a perpendicular interface between shell and solid, which has proven to be most suitable
as also discussed in [9].

Cutting faces

(a) Hybrid cutting

Solid faces
Shell edges

(b) Hybrid representation
Perpendicular setup

vn

(c) Cutting setup

Figure 5.19.: Hybrid process

The connection of the created boundary curves results in a set of cutting faces which
are used to split both related midsurface and solid geometry accordingly. The gathered
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substructure information is then exploited to identify the resulting shell and solid bodies
and also the created shell-solid interfaces as shown in figure 5.19b. This information is
mandatory for later model setup and therefore part of the internal hybrid representation
object which possesses interfaces for the downstream process.

Shell representation

The shell representation workflow pursues the reduction of substructures to shell models,
but in contrast to the medial axis approach described in section 5.1.4.1, the key point is
the midsurface structure being created by face-pairing methods as mentioned in section
5.1.3. The application of the methods is comparably straightforward and aligns with the
midsurface evaluation which is part of the substructure analysis procedure.

(a) Solid (b) Shell conversion (c) Adapted shell conversion

Figure 5.20.: Shell representation

With the associated main structure being replaced by the midsurface entity, a geometric
gap is occurring. For this reason, the midsurface structure has to be extended to the
associated shell bodies. The substructure interfaces reveal potential interface edges which
are used to extend the related B-Rep objects as depicted in 5.20b. The average thickness
result for each generated face is applied to the object properties and stored internally
together with boundary and interface information.

The shell structure can introduce additional complexity in the form of sliver or minor
geometric entities as for example smaller negligible face regions. The model from figure
5.20 is taken as exemplary case in this regard. The distance between fixing structure
and the edge on the main midsurface body is identified as relatively small which means
undesirable meshing boundary conditions, thus increases the probability for either a high
amount of small FE elements or distorted elements. Since the process is aiming for an
abstraction in combination with simplification, a potential step in the manual process
would be to consider both shell edge and main structure edge to be coincident to avoid
these minor meshing discrepancies. An edge mapping algorithm is introduced for this
intention which searches for edges on the associated structure similar to the interface
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edge regarding type, orientation and distance.
Based on shortest distances between a sampled set of points on both objects, the

distance values are evaluated and the vectors of shortest distance are investigated regarding
parallelism. In case of a matching pair and a distance smaller than a specified parameter,
the substructure representation is automatically moved to a more robust position as shown
in figure 5.20c. If the distance is not exceeding a certain distance, the gained benefit
in model and meshing consistency is considered to be outweighing the minor change in
volume and effect on model behavior as a consequence of this model modification. From
a process related perspective, identified substructure patterns allow to focus on a single
representative midsurface model, which can be patterned accordingly in the process to
save resources and increase performance.

Beam representation

Decreasing the dimensionality by another magnitude leads to a beam or 1D representation.
The 1D model depicts the most basic approximation of mass and stiffness in this context.
The application, so 1D meshing, requires an input of basic beam properties and 1D objects
like curves or splines as a meshing target. In order to automate the beam conversion, the
required geometric entities have to be created in the model preparation phase first.

(a) Solid (b) Beam conversion (c) Adapted beam conversion

Figure 5.21.: Beam representation

To guarantee a consistent target for the beam application and consistency of the
beam mesh and its underlying shell mesh, an additional edge, or edges respectively, are
introduced which serve as an anchor for the substructure to be simplified. The interface
edge retrieved from the shell process described in the previous section depicts an example
for such edges. If no midsurface structure is available for this edge retrieval, an abstract
virtual sheet is created based on the interface and the bounding box orientation as shown
in figure 5.21b. This sheet then involves the artificial interface edge which is, however,
not yet part of the main midsurface body. The transfer to the non-manifold environment
in the CAE domain allows a so-called stitching process provided by Siemens NX which
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merges the topologies of the participating objects. This ensures the geometric consistency
between the target edges for the beam application and the adjacent shell bodies, hence
also a consistent basis for the meshing process.

The other important aspect to be derived is referring to suitable beam properties. The
process for this has already been mentioned in section 5.1.3 with regard to the evaluation
of a potential cross-section. Siemens NX provides an interface to calculate adequate FE
beam section properties from a face object input. The cross-section, however, is assigned
to the location of application, meaning that the assigned standard cross-section is not
in accordance with the real cross-section position. To cope with this, an adequate offset
parameter can be introduced which artificially moves the assigned cross-section to the
real cross-section position. A selected point on the interface edge is used to evaluate the
vector and distance to the real CoG of the cross-section in a coordinate system defined
by component center axis and a radial vector. After retrieving a suitable cross-section
face and offset, all this information will be guided to the later FEM part by the means of
an internal beam modeling object.

The problem of sliver or minor face regions described in previous section can also occur
in this case. A similar mitigation algorithm is taking place in this approach as depicted
in figure 5.21c. Accordingly, the offset has to be adapted to a new representative point
on the new moved interface.

Substructure combination

More complex scenarios and arrangements often do not allow direct access to substructures,
thus complicate approaches as hybrid processing due to a high probability of affecting
other geometries within proximity. Similar to the manual process guided by visual input,
an evaluation of potential substructure interferences is a prerequisite for a satisfactory
transfer procedure. In the course of this research, an algorithm has been developed which
utilizes the known bounding box techniques as an abstract approach to reveal substructure
proximity and interferences. Based on projected bounding box distances and specified
minimum distance parameter in the process settings, the bounding boxes can be grouped
in an effective way as shown schematically in figure 5.22. If the resulting box almost
covers the entire circumference or at least major parts of it, the process decides to use a
full axisymmetric box instead to avoid additional topologies. The combined bounding
box then can be used to initiate the hybrid process for multiple substructures at once,
creating a hybrid patch enclosing these. This avoids minor or small geometries between
structures which would on the one hand introduce complexity, and on the other hand
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distort simulation conditions in these areas.

Merged box

Structures

Figure 5.22.: Proximity analysis

Analogously to the analysis of substructure proximity, a check is done which deals with
distances to the boundaries of the associated main structure or other geometric circum-
stances which could entail disadvantageous implications for process success or robustness.
The assessment then filters potential representations for the enclosed structures.

5.1.4.3. Substructure representation

With previous sections having presented different approaches to introduce simplification
or model modification, this section deals with methods to make the decision for a
representation type. The feature vector derived from the substructure analysis in section
5.1.3 depicts the key aspect for this. A logical sequence of decisions is made based on the
principles embedded in the vector and common best practices.

The volume proportion of a structure or structure group is an obvious parameter to
assess the influence of a structure and also a key argument for the decision to neglect
substructures. Some structures in turn are critical for the component, and thus have
to be specifically considered. The entry graph position contains data related to a load
path association aspect. Analogously, interfaces required for the assembly have to be
maintained or mapped to new and potentially idealized entities and imply reasons for a
special substructure treatment.

The decision for the beam representation for example is coupled to the detected beam
potential and the resulting beam volume deviation. The beam potential is linked to
dimensional properties and relations and also strongly reliant on a successful retrieval of
a suitable cross-section. Similarly, the shell approach is dependent on the output of the
midsurface evaluation. Moreover, the inner topologies attribute already gives hints on
the applicability of beam or shell idealizations. Inner holes or boundaries can interfere
with both beam curve or shell interface entities and lead to an inadequate replication of
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stiffness and mass properties.
More flat structures, often referred to as bosses in the course of this work, do not

guarantee a reasonable composite shell representation because the assigned shell thickness
in contrast to the comparably small shell extents would not meet the basic theoretical
shell assumptions. The stiffness distribution of a beam approach is relatively focused on
the beam entity, and thus in many cases not reasonably able to reproduce the structure
stiffness properties spanning a flat and large area. As a consequence, the imprint strategy
is more suited for these sufficiently flat scenarios. The averaged height and the interface
distance are assumed to reveal more information about the topology, thus about the
suitability of the imprint approach.

In more complex scenarios which do not fit the described criteria, the hybrid approach
is chosen if applicable (see section 5.1.4.2). If for example the center of the structure
is significantly far distanced from its connection interfaces, increasing imprint shell
thickness would introduce the related mass but would be contrary to the fundamental
shell assumptions, and thus potentially not be able to reproduce the local component
conditions. By maintaining the root 3D structure and integrating it in the surrounding
shell model, the local characteristics are expected to be better replicated to a more
satisfactory degree.

The described criteria are embedded in a decision tree which decides on suitable and
possible representations for the modified CAD model based on experience and best practice
values. If multiple representations are possible and reasonable, the process decides for
the one which adds the least complexity to the model. In this context, this relates to
the expected effect on element count and type. The imprint is the most desired strategy
because it theoretically does not introduce additional elements and exclusively influences
the associated element properties. 1D elements are highly efficient in computation and do
not significantly increase the element count. Additional shell structures in turn introduce
new entities to be meshed, thus also new elements, while hybrid representations include
additional 3D elements and boundary conditions requirements for the connection of shell
and solid bodies.

5.1.5. Simulation model setup

From a process agenda perspective, the representation transfer processes are automatically
conducted after the decisions for the representations paths having decided for representa-
tion types. At the current state, however, the model is still within the CAD domain, so the
FEM simulation model has to be built upon this basis next. Each representation comes
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with an internal programming class which holds all required information about the related
objects and properties. These classes contain an output interface which is accessed by
the automated workflow in order to build a complete database containing all information
about the model required for the CAE environment. The new interfaces derived from
the interface mapping process are replaced its original entities in the associated files
accordingly to ensure model and knowledge consistency.

In the CAE domain, the polygon model transfer and stitching of unconnected shell
elements are executed automatically. The stitching feature in Siemens NX combines
multiple shells which are separated in the manifold CAD modeling environment can be
connected in the non-manifold CAE model. This involves that new topologies are either
introduced on one or more participating shell bodies or existing boundaries are modified
in order to merge the geometries. Consequently, previously identified entities which
are required as interfaces or target objects have to be remapped to the newly created
topologies. The process automatically copes with this aspect by bounding boxes analyses
and proximity and topology checks.

The subsequent process building blocks address the automated meshing process. The
meshing algorithms in detail are beyond the objectives of this thesis, so the developed
strategy utilizes given state-of-the-art meshing procedures, including their provided mesh
simplification options. For practical reasons, all settings related to the general algorithm
parameters are outsourced to an external file for easy access within the automated process.
To support a consistent, efficient and suitable mesh, adjacent similar geometry types
are grouped for a simultaneous meshing. Additionally, algorithms for suitable mesh size
estimation are introduced to provide a satisfactory starting point for building the mesh.
The core of these algorithms and mesh size estimations are based on precedent mesh
convergence studies. The objective in these studies was to discover mesh sizes which
lead to satisfactory quality results on the one hand, and on the other hand contribute to
the desired reduction of model complexity. The type of geometry which is stored and
described in the database defines and directs the mesh type selection and property setup
within this framework.

Properties as shell thickness and shell mesh offsets are attributed automatically due
to the embedded knowledge about the geometric basis to the respective meshes. The
beam cross-sections, offsets and orientations are set up analogously with reference to the
component coordinate system described by the component center axis and radial vector
and the stored parameters.

Furthermore, hybrid regions have to be connected to the surrounding shell structures
to ensure consistency. The gluing approach described earlier in section 2.4 is considered
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with its manifold application possibilities and convincing result quality. The gluing
algorithm integrated in Siemens NX requires geometric entities as inputs. Also in this
regard, the knowledge integrated in the database can prove its advantages. The hybrid
container described in 5.1.4.2 contains both edge and surface entities required as connection
interfaces for this algorithm, and thus support the automated application.

The result of the CAE section of the presented approach is a fully meshed FEM model
which is highly connected to the basic geometric conditions and properties. In order
to enable sophisticated geometry or substructure related post-processing, the developed
framework includes methods which draw FEM element, node and property data from the
automatically set up simulation objects and relate these to the associated substructure
container in the database. Consequently, the database summarizes information about
the geometry, the mesh process as well as final FEM entries, and by this provides the
opportunity to create a logical connection between each geometric substructure and the
related FE results as illustrated in figure 5.23.

Model
database

Substructure
container

Geometry

Representation

FE Model

Feature
vector

Mesh
instructions

Mesh
information

Figure 5.23.: Database information scheme

5.1.6. Application

In the following, some application cases are shown for the developed processes, algorithms
and methods. This section focuses on their application on standalone components but
a later section deals with the combination of the recognition framework in an assembly
environment. The related processes of analyzing and building a model for simplification
purposes are presented with the resulting CAE models being shown for each case. A
modal study as described in section 2.4.3 is conducted to conclude a basic assessment of
the quality of the idealized model. A performance and complexity validation afterwards
points out the advantages of the described process.

Figure 5.24a shows the first application case C1 which represents a casing near the
combustion chamber. This component has already been used as application case for
the segmentation process in section 5.1.2. For the evaluation, three different simulation
models have been generated: C1-A, C1-B, C1-C, see figure 5.24. These variants have
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been built using the automated methods and workflows with specific variations in the
selected representation paths.

(a) Solid

Imprint

(b) C1-A

Imprint

(c) C1-B

Hybrid

(d) C1-C

Figure 5.24.: C1 models

All three simulation models 5.24b-5.24d contain the major structure in the form of a
shell midsurface representation. The differences are within the modeling approaches for
the adjacent substructures which are denoted as burner ring and general bosses in this
context, see figure 5.24a. In C1-A, a path involving a high degree of abstraction and
simplification is chosen which applies a box imprint (see section 5.1.4.2) for both types
of substructures. Increasing the level of detail by introducing exact imprints leads to
the model C1-B. Some geometric circumstances are, however, cardinal for component
behavior, contain decisive interfaces and cannot be simplified without having to expect
drawbacks in model quality. In this regard, C1-C showcases the hybridization process for
the burner ring structure.

The automated process transfers the geometry model to simplified versions, introduces
suitable meshes with geometry-based FE properties and builds the simulation model for
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the modal analyses. For modal comparison purposes, a reference model is additionally
generated, which is a full-featured 3D model and a 3D tetrahedral mesh with sufficiently
detailed resolution while ensuring at least two elements through thickness. This refer-
ence serves as basis for the MAC for mode correlation and for performance and model
investigations. The correlated mode pairs of both analysis and reference model allow a
more sophisticated comparison of eigenfrequencies. This study is done for the presented
simulation models C1-A, C1-B, C1-C and the results are shown in figure 5.25.
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Figure 5.25.: C1 results

The value on the horizontal axis identifies an identification number of the correlated
mode pairs while the vertical axis describes the relative deviation of the eigenfrequencies
to the reference model. As it can be extracted from this figure, the model variants lead to
a different number of correlated modes. Consequently, the models show dissimilar capabil-
ities to replicate the exact original component behavior. The amplitude of deviations also
allows conclusion about the abilities to match the local stiffness and mass properties of
correlated modes. All three variants show a comparably high number of correlated modes
with C1-A having the fewest mode pairs and C1-C the most. Compared to C1-C, C1-A
and C1-B especially reveal higher deviations in higher frequency mode regions which
means that the simplified models are less capable to reproduce more complex modal
characteristics. The C1-B variant technically provides more geometry detail due to its
direct imprint method. However, it is showing slightly higher deviations, which could
be related to a more focused and potentially improperly allocated stiffness properties
since the thickness is applied uniformly. The hybrid approach considered in C1-C is able
to cope with these complexities and achieves a more desirable matching of the model
behavior. This emphasizes the advantage of 3D regions for more complicated regions,
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especially in scenarios where higher modes play an important role.
A similar outcome can be derived by inspecting and comparing the MAC matrices for

C1-A and C1-C, see figure 5.26. Figure 5.26a shows a blurred region at a higher mode
levels, while the correlation in figure 5.26b shows a more matching trend with a higher
number of correlated modes. Due to the transition between the elements and regions of
different dimensionality in the hybrid structure, the mapping algorithm is associating
different and potentially duplicate node sets which can result in a theoretically higher
mathematical similarity of modes, especially for symmetric ones as it can be derived from
figure 5.26b.
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Figure 5.26.: C1 MAC evaluation

For the performance and result evaluation, a set of metrics is introduced to assess the
influence of the simplification steps and the quality of the geometric approximation of
the model. The calculation time required for the simulation, the number of DOF of the
model as well as the result size have been selected to evaluate the simplification potential.
The volume metric is describing the relative deviation in volume between reference and
analysis model. The metric values resulting for the presented model variants are depicted
in the following figure 5.27. In this, the values are put into relation to the reference model
metrics to generate relative percentages for the complexity related outputs and a relative
deviation for the volume metric.

Due to the degree of simplification, meshing algorithms encounter less problematic
situations in the box imprint model C1-A, thus leading to a faster simulation and a
smaller number of DOF. On the contrary, the 3D meshed hybrid section in C1-C is
demonstrably influencing the complexity in the form of an increase in DOF or result
size of the generated model. The required simulation time does not vary as much as for

106



5. CAE transfer

Time DOF Size | ∆Volume |
0

5

10

15

Metrics

P
er

ce
nt

ag
e

[%
]

C1-A C1-B C1-C

Figure 5.27.: Evaluation of metrics of model C1

example the DOF count but is expected to be significantly noticeable in larger models
or assemblies due to the estimated influence of fourth power of the number of DOF on
eigenvalue problem-solving time as described in [37]. When moving to the next metric,
all three simplification variants show a slight increase in model volume. Investigating
the shell thickness distribution does not unveil noticeable differences from a geometric
perspective. A potential contribution to this deviation can be identified in simplified,
in this case neglected, flange holes. Another cause for the deviations can be volume
intersections at midsurface segments connected at an angle or different shells connected
in general, implying volume intersections and so additional volume. Nevertheless, the
advantage of reducing for example the DOF count by ∼85% to 96% is outweighing the
negligible volume increase for the objectives in this work.

The next application case C2 is representing another casing structure with comparably
smaller substructures, see figure 5.28a. The main variant C2-A is depicting the automated
transfer result of this model to a simplified representation. In addition to this, studies
which neglect specific substructures as pointed out in figures 5.28b-5.28d are compared
to evaluate the substructure influence by means of the presented automated framework.
C2-B and C2-C compare for example the influence of a circumferential and segmented
fixing structures on the model quality.

The figure 5.29 shows the correlated eigenfrequency deviation results. The model C2-A
shows a satisfactory approximation of the model behavior especially in the lower range
of modes. The fixing features neglected in C2-B appear to not significantly affect the
characteristics of the simplified model, quite the opposite to the fixing feature which is
suppressed in C2-C. This feature therefore seems to play a major role for the component
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(a) Solid

Beams

(c)

(d)

(b) C2-A

(c) C2-B (d) C2-C

Figure 5.28.: C2 models

properties. The achieved simplification is assessed in a similar way using the described
metrics with its result being shown in figure 5.30. Since the neglected substructures are
converted to 1D beam elements, their suppression is not influencing the performance
metrics to a considerable extent which is why only C2-A is shown in this figure.
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Figure 5.29.: C2 results
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Figure 5.30.: Evaluation of metrics of model C2

The third application case C3 is a component from the casing category which consists
of a multitude of substructures of various type. Four different modeling variants have
been chosen and created using the developed framework methods, which are shown in
figure 5.31.

The intention behind these variants is to set emphasis on the hybridization capabilities
and specifically to showcase the substructure merging option described in section 5.1.4.2.
Model C3-A has been transferred with a deactivated hybridization setting, which means
that a 2D shell or 1D beam representation is forced by the framework. The structures in
the rear part are consequently converted to imprint shell approximations, see figure 5.31b.
The other models C3-B, C3-C and C3-D are set up for hybridization in turn with different
merging parameters. The variant C3-B contains small hybrid regions in the area of the
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(a) Solid

Beams

(b) C3-A

Hybrid

(c) C3-B

(d) C3-C (e) C3-D

Figure 5.31.: C3 models
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most complex boss resembling structures. To avoid sliver and minor areas, the algorithm
has connected multiple substructures within their proximity to merged hybrid segments
in C3-C. In some cases, the merging can lead to a remaining region which is not implying
a significant potential for simplification anymore due to its comparably small extents.
In these cases, the algorithm can decide to close regions to avoid minor regions on the
one hand, and on the other hand to reduce the amount of necessary interface boundary
conditions between shell and solid bodies. This intention is pursued in model variant
C3-D.

The results of the modal analyses and subsequent correlation with the 3D reference
model are shown in figure 5.32. As it can be derived from this graph, all four variants
achieve reasonable levels of conformity with the reference model behavior. In some modes,
the pure imprint version C3-A appears to have more noticeable outliers than the hybrid
versions.
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Figure 5.32.: C3 results

With regard to the metrics in 5.33, all four variants also achieve a high level of
simplification and model complexity reduction with C3-A achieving a relative DOF
number decrease of −98.45%. Despite C3-D containing more 3D elements than C3-C as a
consequence of its extended hybrid region, its DOF count and required computational time
is lower. This can be traced back to the higher geometric complexity in the neighboring
regions, implying a higher number of elements. Moreover, multiple hybrid regions mean
multiple necessary connecting conditions to the surrounding shells which can drive up
simulation complexity, and so result in higher required computational time.

The last application case in the course of this thesis is C4 which is representing a
component consisting of two major axisymmetric structures which are connected via

111



5. CAE transfer

Time DOF Size | ∆Volume |
0

2

4

6

8

Metrics

P
er

ce
nt

ag
e

[%
]

C3-A C3-B C3-C C3-D

Figure 5.33.: Evaluation of metrics of model C3

structural vanes, see figure 5.34. The algorithm is able to identify these major structures
as well as the included vanes as already mentioned in the section 5.1.3. Due to the
recognition of the vanes, expedient methods can be applied in a strategic way. Additional
algorithms are integrated in the framework to specifically handle vane geometries and
structures. In the common path, the face-pairing method is used to convert the 3D vane
geometry to a 2D shell representation. The more complex the vane geometry, however,
the higher the possibility for robustness issues, which is why two additional methods have
been developed which share a more approximating and abstracting intention. Apart from
robustness considerations, especially smaller and simpler vanes recommend a reasonable
simplification to avoid meshing and topological difficulties. Both methods transform the
3D vane geometry to a point cloud, which is used as basis for fitting a surface. Depending
on the vane simplification settings, either a planar surface as done in C4-A, figure 5.34b, or
a surface of higher order is fitted as in C4-B. Since the vane geometries in this model are
comparably simple, the higher order fit surface is very similar to the standard face-pairing
midsurface used for vane representation in variant C4-C, figure 5.34c.

The results of the modal investigations depicted in figure 5.35 show higher deviations
than previous application cases. The average of the absolute deviations of all three
variants is approximately 2%, which, nevertheless, can be within an acceptable tolerance
for specific design and simulation purposes. The planar fitted vane variant C4-A reveals
higher deviations in especially lower frequency modes compared to the other variants.
However, it is evident that this component is more complex and a clear correlation between
FE properties and potential simulation result errors is not easily derivable. The load path
through these structures and especially in the connection area to adjacent structures can
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(a) Solid

(b) C4-A (c) C4-B / C4-C

Figure 5.34.: C4 models

be difficult to rebuild using exclusively shell strategies. Furthermore, the load distribution
in the area of shell connections also in the main structures is complicated to cope with in
the exclusive shell domain and can introduce additional source of errors.

With the planar fitting creating a comparably simple topology, the related meshing is
producing a reasonable mesh which implies a lower element count. Moreover, the interface
edge topology also influences the mesh on the adjacent shell surfaces. The planar face
involves linear interface edges, which also support the generation of clean quadrilateral
FE elements in the adjacent regions. This influence is confirmed by the metric evaluations
in figure 5.36. Since the face-pairing midsurface of the vanes of model C4 is relatively
similar to the surface created by the higher-order fitting, models C4-B and C4-C are
producing similar results and metrics.

In conclusion, the developed automated process pipelines and algorithms have shown
and proven their advantages for the component transfer. On the one hand, they are
able to reduce the model complexity in a significant way, while maintaining a reasonable
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Figure 5.35.: C4 results
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Figure 5.36.: Evaluation of metrics of model C4

model and simulation quality on the other hand. The developed strategy introduces a
smart approach to mimic engineering logics in the transfer path from fully featured to
simplified and abstracted simulation models for various design studies. The capability
to create models of different level of detail and representations holds the potential for
automatically generating a model set for different purposes from a single geometry.

For more sophisticated studies, the clean structure and setup of FEM properties in
the generated simulation models allow additional interfaces for model optimization as
model updating [280–283]. Approaches from this field can further trim and tune accessible
FE properties to better match the characteristics of the analysis model to the reference
model.

Finally, the performance of the developed algorithms and processes is put into focus on
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the basis of the shown application cases C1-C4. The process itself is divided into three
major steps: the segmentation of the component, the analysis of the derived substructures
and the final conversion to selected simulation representations. The last step, which
includes the setup of the meshing data and instructions, so the preliminary FEM model
setup, is a database-related task which takes less than 0.1 s in all cases and is not depicted
in the figure 5.37 for clarity reasons. The subsequent meshing process within the FEM
environment is not directly part of this research, and therefore not part of the shown
evaluation.
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Figure 5.37.: Process performance evaluation

5.2. Beam structures

5.2.1. Process

After having presented the developed research and methods for the casing category, the
process pipeline for the beam structure category is described in this section next. The
basic ideas which guided the recognition of beam structures allows a more straightforward
approach compared to the casing category. Moreover, the basic principles of analysis share
interfaces and similarity with the beam evaluation technique in the casing substructure
evaluation (section 5.1.3).

The major point of interest in this context is to retrieve suitable entities for the
beam element application as curves or lines combined with associated and well-founded
properties for the individual beam elements. The identification process already provides
a best-fit bounding box based on the calculated component principal axes. The bounding
box in turn reveals the major axis, which is used to construct the beam center line.
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Discrepancies on the outer beam boundaries, so of the concrete box surface, are avoided
by shortening this center line symmetrically by a specified parameter. The bounding box
orientation and the center line are input to a scanning algorithm, which introduces virtual
scanning planes to evaluate the respective local beam cross-sections. For this purpose,
projection curves of the beam surface are created on the plane. These projection lines
produce closed loops, so result in a bounded face or faces respectively.

5.2.2. Application

Two application cases have been selected for demonstration purposes in this thesis from
the beam structure domain, namely B1 and B2. Analogously to the approach in the
casing section, the models are presented first and modal validation is used to evaluate the
quality of the transferred models.

The first model B1 and its derived variants are shown in figure 5.38. The settings
which can guide the beam transfer are mainly options regarding scanning resolution and
tolerances for the selection of cross-sections, as described previously. Model B1-A has
been generated by choosing a coarser tolerance for the cross-section evaluation in contrast
to model B1-B. Due to the simple topology of the model B1, both settings do not influence
the beam generation to an extent which is visible on the first view. Nevertheless, the
settings do appear to have a noticeable influence on model behavior, as it can be seen in
the modal analysis results in graph 5.39.

(a) Solid (b) B1-A

Beam sections

(c) B1-B

Figure 5.38.: B1 models

As expected, the performance metrics show a high degree of computational reduction,
especially regarding the DOF count and data size, which improves model manageabil-
ity. The relative required computational time, however, is high compared to previous
investigations. This can be traced to the fact that a certain minimum amount of time
is required for setting up the solver, which is not avoidable. Model B1-B also shows a
better matching volume due to a finer resolution in the beam transfer process.

The model B2 depicted in figure 5.41 resembles a beam structure with a lower dimen-
sional ratio compared to B1. The distance of the resulting beam nodes to the original
reference 3D nodes is larger in such models relative to the longitudinal dimension. This
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Figure 5.39.: B1 results
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Figure 5.40.: Evaluation of metrics of model B1

impedes correlation and mode comparison because local behaviors, or more specifically
displacements, cannot be replicated in a sufficient way in most of the cases using the
1D elements. This also leads to less correlated modes and higher relative deviations as
visualized in figure 5.42. The conclusion which can be drawn from the metrics of these
model studies in chart 5.43 is similar to the previous application case: the transfer to
1D beam elements entails a significant simplification potential for suitable application
scenarios.

Compared to the casing transfer procedure, the process of converting a beam structure
to a 1D representation with suitable cross-section is relatively straightforward, which is
noticeable in the process performance evaluation. Depending on the specified scanning
resolution and desired tolerances, the time required by the process can vary of course.
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(a) Solid (b) B2-A

Beam sections

(c) B2-B

Figure 5.41.: B2 models
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Figure 5.42.: B2 results

Despite this, the maximum time required for all shown application cases has been
approximately 8 seconds with an average below 5 seconds.

5.3. Interface mapping

The relation between components in the form of interferences and interfaces has been a
key point in the recognition framework. As described in the associated chapter 4, this type
of information is gathered with regard to geometric entities and stored in a database. If
geometry modifications are taking place, considerations about their effect on the geometry
which is the basis for the mentioned component relations are required. The developed
approaches have been enriched for this purpose with methods that investigate such present
conditions based on the database. The model preparation steps can create new B-Rep
entities, remove existing geometries or alter the internal geometry identification and
access. This implies that if such a change is occurring, new, adequate and related entities
have to be either created or mapped to the original ones to ensure consistency. From a
process perspective, this task also shares similarities to the manual cycle in which the
engineer uses existing knowledge about the original state and purpose of a simplified
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Figure 5.43.: Evaluation of metrics of model B2

geometry, what in turn resembles the short-term memory aspect. By this, the engineer is
able to translate appropriate boundary conditions, even if the geometry is abstracted to
such extent that it does not allow a clear conclusion about its purpose anymore.

A first technique pursuing this aspect has been mentioned in section 5.1.4.1, or more
specifically in chart 5.13. Flange interfaces take a crucial role in structural analyses,
which is why a suitable mapping is mandatory, which furthermore allows optional model
preparation and adaption capabilities. The idea of mapping flange interfaces is described
in detail in the following with reference to figure 5.44.

Interface

Medial path
Associated interface

Figure 5.44.: Flange mapping

Exploiting the advantage of the 2D domain, the original flange interfaces are projected
and associated to the 2D polygon. After the medial axis structure has been built, a
point sampling process on the interface and on the medial axis paths is done to find the
path segments which are related to the original interface. As described in the related
section, the line afterwards represents the basis for a revolved sheet in the CAD domain.
In summary, the 3D interface is projected to the 2D space where it is mapped to a
2D segment, and so can be re-associated to the newly generated 3D shell face or faces.
Modifications as offsetting the flange faces to avoid gaps in the geometric assembly or
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even to pursue a beam representation for the flanges are therefore comparably easy to
introduce due to the accessible information.

Further methods to investigate general assembly interfaces as shown in figure 5.45 are
to be integrated in the framework as well. Figure 5.45a depicts an exemplary interface on
a substructure. Introducing a hybrid simplification, as shown in figure 5.45b, implies the
circumstance that the concrete geometric entity required for the interface remains in the
system. However, such operations commonly lead to a change of the internal identification
in the topology, which requires a re-mapping algorithms. If the geometric entity remains
similar like in the stated case, the mapping process utilizes a simple topology-focused
approach which investigates face type, areas and dimensions to find the equivalent new
geometry objects. In a more path implying modifications as the imprint approach shown
in figure 5.45c, the original interface topology is not existing anymore. A simplification
of geometry often also entails a simplification of interfaces. The approximation tool set
selected in this context is the set of the developed bounding box methodologies. Each
interface is abstracted to a bounding box construct which is projected to the geometric
entities associated with the simplification technique. In this example, the associated
topology is the imprint face, which belongs to the original boss structure. This bounding
box then on the hand can provide information about all contained geometric entities from
a CAD perspective, but also is transferred to the CAE domain where it can be used to
find contained FE elements and nodes. The information which is gathered thereby can
be accessed directly for the setup of structural connecting elements.

Interface

(a) Start state

Equivalent

(b) Hybrid state

Projection

(c) Imprint state

Figure 5.45.: Assembly interface mapping

A similar perspective of abstraction has to be considered in the beam simplification path.
Figure 5.46 shows a segment of a beam structure with its associated system interfaces
highlighted. After transferring the beam to a 1D construct, these interfaces have to
be re-mapped to corresponding elements. In this context, settings in the beam process
have been integrated which consider the assembly interfaces in suitable scenarios for the
definition of start point or end point respectively of the beam curve. This allows to map
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all interfaces to the created point object in a sophisticated way.

Assembly interfaces

(a) Start state

Beam curve

Associated point

(b) Transferred state

Figure 5.46.: Beam interface mapping

Re-mapping means retrieving the newly associated information and storing it as
accessible data for the subsequent processes, which for example connect and build these
interfaces in the CAE domain. An excerpt of the original database is created within this
process, which is then altered and updated using the gathered re-mapping information.
Each interface element in this database additionally contains an identifier about the
type of interface to streamline the downstream tasks as for example: face, point, solid,
bounding box. Finally, the altered excerpt is replacing its corresponding fields in the
overall database index.

5.4. Assembly domain

5.4.1. Framework architecture

After having developed the methods and processes dedicated to the component categories,
these are integrated in the top-level system framework, where connections and interfaces
to the recognition framework are built. The information retrieved from the recognition
steps has to be mapped to the inputs of the category process pipelines. The results thereof
are in turn representing the building blocks for the final transferred assembly.

For the development of the strategy and associated framework architecture, different
aspects have to be considered. The performance aspect is a cardinal contributor to
the applicability and suitability and advantage of the automated process, therefore an
omnipresent objective. The used CAD/CAE environment is limited by its technical
foundations to single-core CPU usage, which is implying a drawback, especially in times
of advantageous parallel computing architectures. In this regard, the strategy pursued
in this work is to exploit this single-core limitation and convert it to an opportunity for
improving the overall performance via for example cloud-computing.

The developed basic architectural principle consists of a major managing process
stream which orchestrates and guides minor working threads, introducing parallel working
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environments as illustrated in figure 5.47. Due to the actual single core limitation, the
parallel environments are able to work independently, which also simplifies the resource
management and allocation. A crucial requirement for the suitability of this architecture
is an adequate setup of data stream interfaces and data aggregation procedures.
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Figure 5.47.: Transfer framework process

The recognition database which has been built by the recognition framework for
a present assembly serves a major organizing purpose in this regard. It defines the
associated category process types and contains additional data about interfaces and
component context. Starting from the database, the worker environments are initiated
and assigned with a respective component and task. These are extracting required
information associated to the component from the database and building a standalone
partial database which maintains the fundamental hierarchy and structure of the original
one. The attributes and hierarchical relations stored in the XML database are representing
the target anchors for this selective extraction process and allow an efficient and explicit
access. In addition to this partial database, the associated component is fetched from
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the assembly and stored accordingly. The component category initiates the associated
process for the part and database, which produces an adapted database and the converted
simulation model. The new and replaced XML elements for the corresponding flange
faces or flange hole entities when converting a 3D structure to a shell midsurface model
are examples for adapted database entries.

The set of produced partial databases and transferred components are to be collected,
stored and assembled in the managing thread afterwards. The components are stored
in a repository and accessed from the CAE environment and mapped to the original
CAD counterparts in the assembly in order to create the assembly FEM model. Due
to the consistent hierarchy and unique element associations in the database, the partial
databases can be merged without conflicts to a final and adapted one. This and the
model repository represent the inputs for the final assembly file which consists of steps
as model mapping, interface and boundary conditions setup and data association of FE
entities with the corresponding geometric entities.

After having mapped the individual simulation components to the assembly FEM
part, the process moves over to the introduction of boundary conditions. A detailed
investigation of different forms of boundary conditions and their respective simplification
techniques are not part of the objectives of this work. The aim is rather to provide
a suitable interface for an automated implementation of the desired FEM surrogate
constructs. Consequently, basic template connection types are used for the demonstration
in this context. The idea behind the pursued strategy is that the automated framework is
providing all potentially necessary interface information and the user can set up desired
connection types as modules, select the desired type and apply them automatically to the
related interfaces or even by a drag-and-drop way in future developments.

In this work, the glue boundary condition type is used to connect face contacts while
basic NASTRAN RBE3-CBUSH-RBE3 templates (see section 2.4) are implemented as
simplified and abstracted bolt connection surrogate. Beam structure interfaces are reduced
to single nodes due to the 1D conversion. These commonly have to be connected to an
interface face, or faces respectively, on the adjacent component. The interpolating RBE
type is used to connect these beam ends to the associated surfaces. Bearing interfaces
are often replaced by interpolating elements to generate suitable interfaces between the
rotating and stationary parts and to be able to separate both systems. Load application
or extraction from the bearing center nodes after these have been connected to the
surrounding structural interfaces allows a straight access also for post-processing or
sub-assembly modeling.

The geometry-oriented and smart recognition capabilities provide additional opportuni-
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ties, especially with respect to post-processing. Besides steps as analyzing an assembly,
transferring components to suitable simulation models and setting up a simulation as-
sembly model, the manual process scope also can be extended to the evaluation and
post-processing of results, associating simulation results to geometric, assembly or FEM
conditions in order to gain understanding in the design phase. The automated tracking of
recognized geometric entities through all phases of modifications, adaptions or simplifica-
tions to the implementation of associated FEM constructs allows associating the entities
with the resulting FE elements, nodes and properties. This offers the opportunity of a
sophisticated structure grouping and a geometry-based post-processing and access to all
desired properties. On the one hand, the identified substructures as described in section
5.1.3 are associated with the respective corresponding FE entities, and on the other hand
identified bolt connection groups are brought into relation with the corresponding bolt
surrogate entities. This process of FE entity mapping is conducted with its results added
to the adapted recognition database for potential future purposes.

5.4.2. Application

The capabilities of the developed framework are now demonstrated on exemplary ap-
plication cases derived from the aero engine field, which is defining the context of this
thesis. Both demo assemblies A1 and A2 have already been shown in the recognition
chapter 4 and serve as examples for this application as well. The assembly A3 is a
more detailed assembly of a part of an aero engine core and contains components which
have already been shown in the transfer process, so serves the purpose of demonstrating
the interoperability of the built methods. To showcase also more complex scenarios,
assembly case A4 is derived from a Digital Mock-Up (DMU) model which is comparably
highly detailed and shall put emphasis on the suitability of the developed methods for an
industrial use.

Especially in the more complex cases, a comprehensive simulation and also the respec-
tive analysis of the model quality of the relatively large assemblies is demanding high
computational resources. Generating and simulating a highly detailed and fully featured
FEM reference model for the validation methods selected in this work is exceeding the
common standard computing power. Consequently, such investigations recommend an
outsourcing to high-performance computing environments or require more sophisticated
validation methods. With regard to the objectives and focus of this research work, these
plans are significantly exceeding its scope, which is why these are neglected in this section
while setting the focus more on the application of the developed methods and the resulting
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performance of the introduced strategies.
In the following figures, the beam and shell elements are visualized with their associated

shell thickness or solid cross-sections for visibility purposes. Different physical, so FE,
properties are indicated with different colors for a better visible information about the
model.

The simplified model A1 is a demo assembly in which the structural components are
designed with comparably few details. The recognition framework detects the single real
casing structure and the substructure analysis recommends a hybrid representation for its
boss substructure based on the set values. The flanges are introduced as glue connections
while the bearings are replaced by interpolating elements referring to a respective center
node, see figure 5.48. The detail view focuses on the introduced hybrid representation
and shows the smooth thickness transition of the surrounding shell to the original 3D
solid geometry, including the automatically applied connecting elements.

Hybrid structure

Glue connection

Bearing surrogate

Figure 5.48.: A1 application

The larger model A2 comes with multiple casing components, and therefore depicts
more targets for the developed casing transfer methods. The model created by the
framework is shown in figure 5.49. Also in this case, bearing surrogates as well as contacts
are visible. The strut structures in the rear part are identified by the recognition logics
and transferred accordingly to suitable 1D models, as it can be seen in this figure. For
clarity and visibility reasons, the beams are displayed with their associated cross-section.
The three structures containing the bearing interfaces are critical components for the
load transfer, and moreover depict components with a high likeliness to require additional
effort and manual tuning and trimming in order to build accurate idealized models of
lower dimensionality. Since these have not been considered as clear casing structures,
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they are meshed by following the standard 3D path.

Figure 5.49.: A2 application

In order to introduce additional complexity and present more practical and industry-
related models, A3 and A4 have been selected. The application of the framework on
model A3, see figure 5.50a, results in the simulation model shown in the subsequent
figure 5.50b. Similar to A2, the transfer result of the identified beam structures is
clearly discernible. The following figures 5.50c and 5.50d show a detailed view of both
bolt connection implementation and the transfer of beam interfaces to interpolating
elements. For visibility reasons, the color scheme and solid property display style has
been removed to shift the focus to the entities of specific interest. In this type of study,
small holes as flange holes are neglected for simplification purposes, so no information
about the original conditions is present in the model. Since the framework knows about
the concrete bolt or flange hole positions including their respective parameter similar to
an engineer who can still access knowledge about the original geometry, it is able to create
exemplary interpolating elements using a virtual search radius on the exact positions.
The knowledge of associated holes, or even flange pairs, allows an automated setup of bolt
connections through two or multiple components. Figure 5.50d shows an isolated view of
the integration of the 1D beam elements. The data about the original interfaces of the
3D beam structure allows converting this interface to interpolations for the resulting 1D
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elements.
The last application case shows the entire structural core of an aero engine which is used

as DMU model. This implies additional complexity due to a high number of topological
entities as well as a high degree of their mutual entanglement. Due to the developed
segmentation approaches, a certain level of abstraction is introduced, which can help to
handle and understand structures in a well-founded way. Some casing components as the
split casings are processable by the segmentation approach, but the derived substructures
point to a high degree of complexity and indicate an extent spanning the full component,
which is why the process decided for a more reliable 3D approach instead. Analogously,
the bearing structures do not depict obvious casing components, and consequently are
considered as standard 3D parts in the simulation model.

After the application cases have been presented, the last paragraphs are serving the
purpose to provide information about the performance of the developed processes. For
this reason, the time span required by the recognition procedure and the subsequent
major steps of the assembly framework are plotted in figure 5.52.

The conversion label describes the amount of time required for converting all components
to suitable FEM models within the parallel environments. As a consequence, this step
does not show a linear behavior because of it being rather dependent on the selected
number of parallel working cores. Since the architecture is programmed as such that it
waits until all component pipeline processes have finished, the components which demand
for the longest conversion time also define the minimum conversion duration. This aspect
is software-related, with also meshing making up a large part, and so is also unavoidable in
the manual procedure. In the assembly case A4, for example, the 3D meshed components
occupy a high proportion of the required conversion time.

The next legend entry named “Assembly” is comprising all the tasks required for
building the assembly FEM model which involve the initial setup of a simulation model,
the boundary conditions integration and the extraction of FE entity information to the
database. Since these processes are conducted on the major thread, they are limited
anew by the existing single-core capabilities, and thus show a comparably slower progress.
Components which require more assembly steps also demand for more resources as it can
be seen in A2 and A4.

The last label contains miscellaneous tasks as initializing the CAE session and extracting
a solver deck for the simulation model which is proportional to, inter alia, the model size.

In conclusion, it is evident that the presented methods and variables can take a
comparably long time, but despite this, the relation to the manual process has to be
considered in every case. Especially the setup of bolt connections in an assembly, the
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implementation of beam elements including the selection of adequate beam properties or
the setup of suitable shells combined with well-founded thickness and offset properties
can become extraordinarily tedious in the manual path. A lot of manual inputs as for
example mouse clicks, interactions or analyses are guiding the manual path of transferring
a geometry assembly to a suitable and idealized simulation model. All these steps and
logics have been central to the strategy and methods developed in this chapter within the
automation context.

In lights of these considerations, the automated process provides benefits not only in
terms of process efficiency and consistency but also regarding further-reaching opportu-
nities. Besides the knowledge of entities derived from the recognition framework, the
presented approach also offers additional information about specific identified component
substructures and creates a connection between FEM objects and their respective parent
geometry. This results in a smart holistic framework which provides interfaces to a
plethora of more downstream purposes as the automated result post-processing based on
geometry or automated and simulation-driven design optimization.
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(a) A3 model

(c)

(d)

(b) A3 simulation model

Bolt connections

(c) Bolt connections

Beam

Connection

(d) Beam integration

Figure 5.50.: A3 application
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(a) A4 model

(b) A4 simulation model

Figure 5.51.: A4 application
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Figure 5.52.: Assembly process performance evaluation
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6.1. Objective

The previous chapters are dedicated to two major steps for the generation of simulation
models starting from a CAD assembly. Chapter 4 presented research with its derived
methods to cope with the cognitive tasks, identification and short-term memory aspect.
Within the manual process, an engineer is still able to remember for example positions
of flange holes from an original fully featured 3D model, even if the model is simplified
to such extent that the holes are not present anymore. If the engineer started from this
abstracted and idealized model, no information about the actual hole positions would be
accessible. This condition also applies for an automated process and has been brought
into relation with the short-term memory aspect. The subsequent processes which transfer
suitable component and component categories to simplified model representations are
the main point of focus of chapter 5. These create additional identification and analysis
capabilities on the one hand, and on the other hand deal with the aspect of manual effort
and tasks within the process. In conclusion, the analysis, short-term memory and manual
effort aspects introduced in chapter 3 have been covered by this research so far.

The remaining factor on this list of generic design aspects is the long-term memory. An
engineer or an engineering team or department is conducting simulations, post-processing
the results, and based on that gathering experience about modeling conditions, behaviors
and circumstances. Moreover, basic physical understanding is an important prerequisite
for the expert role. These expert skills allow estimating or assessing the influence of
certain modeling decisions prior to their application, so support the decision for a modeling
strategy itself.

Since this plays a cardinal role in many design cycles, this last chapter is presenting a
conceptual approach to cope with this aspect. Experience gained by simulations directly
relates to a training process. This term is often referred to in the field of Artificial
Intelligence (AI). Along with the process itself comes the data to learn from or train on
that has to be present. Compared to other domains, data in engineering can be rare,
highly unstructured and relatively hard to access or aggregate.
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The process automation therefore depicts a key enabler for Artificial Intelligence
applications. This allows to create training data or general data in an automated way
which drives efficiency, so increases the potential use cases. From this perspective, the
methods developed and presented in this work are predestined for such intentions. The
purpose of this chapter is to present a concept about how the automated methods can be
combined in order to create training data which shall serve as decision support for the
design cycle. The subject of the decisions in this concept are related to the different types of
idealization and representation variants as shown in the previous chapter. Analogously to
the experienced engineer who chooses an idealization procedure based on visual inspection
accompanied by knowledge, the objective is to develop a strategy which is pursuing an
artificial experienced-based decision-making for substructure representations.

The starting point for the developed transfer methods is a geometry or assembly, and so
is for the training process. To significantly boost efficiency and to automate the generation
of training data, the first focus is set on an automated process for generating a geometry
set.

6.2. Data generation

6.2.1. Geometry

In section 2.3, the term parametric modeling [4, pp. 149 sqq.] has already been presented.
Parametric and feature-based models offer a lot of advantages for both adapting and
creating geometry quickly and consistently. Especially in early design phases, parametric
models recommend themselves for design exploration investigations or efficient and
geometry-based optimization. In order to build a database for the evaluation of effects
of different geometries, a set of input geometries has to be built in the first place. To
generate a reasonable pool of models, the advantages of this feature-based and parametric
modeling have been exploited within an automated workflow. Since this thesis is situated
in the context of aero engines, the created pool is aligned to the related use cases.

The starting point for the model pool generation is the development of three different
feature-based parametric CAD models. The first one is depicting a single simple quasi-
axisymmetric component with few substructures attached to it. Exemplary parameters
thereof are able to control the dimensions as thicknesses, lengths or radii of both main
structure and substructures as well as general boolean expressions, shapes, positions,
pattern parameter or distribution related values. The setup of robust parametrized models
requires investigations of possible parameter design spaces and parameter correlations. A
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compromise of number of parameter and limitations therefore has to be found in order to
allow reasonable and efficient geometry changes without restricting design possibilities to
an undesirably high extent.

All these parameters are externalized to create access via file manipulation and the
API of the CAD environment. This allows to update the local geometry parameters by
importing associated parameters and subsequently updating the model according to them
within an automated process.

To introduce assembly context, the second base model is an assembly consisting of two
structures connected via a flange connection and typical substructures. The third base
model extends this aspect and introduces a third participating component.

After having set up the base models, the strategy pursued to create the model pool
is presented next. The model setup provides the possibilities to automatically change
the geometry. This possibility is used and integrated in an automated workflow, which is
depicted in schematic form in figure 6.1.

Model Parameter

Driver

Load CAD
Update

parameter
Update
model

Create
interfaces

Model pool

Figure 6.1.: Geometry generation workflow

This workflow has been implemented using the software Isight [284] by Dassault
Systèmes, the API of Siemens NX and a set of adapting scripts using the programming
language Python. The first step is to retrieve the base model and the associated parameter
file and load the part in the CAD environment. Afterwards, the local parameter values are
automatically overwritten by the values in the file, which results in geometrical changes.
This leads to the required model update afterwards. The subsequent steps mainly focus
on a reasonable setup of the model repository and to automatically create the interfaces
for the next steps in this approach. To manage assembly and component dependencies as
well as to generate a structured folder hierarchy for consistent data extraction purposes,
additional steps for naming and storage convention have been implemented. The later
process which uses the created model pools require additional inputs which are stored in
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the configuration file produced by each workflow execution for the associated model.
The last component of figure 6.1 to be described is the component named driver in this

work. This driver block can take different roles within the automated workflow as provided
by Isight as for optimization, robustness analysis and sensitivity study purposes. The aim
of this part of the work is to create a set of different geometries, which is why the parameter
variation aspect of the sensitivity study type is considered. This driver type allows changing
a set of parameters either systematically or by introducing randomness factors. Several
methods and approaches to set up design matrices for Design of Experiments (DoE)
studies have emerged with Optimal Latin-Hypercube Sampling (oLHS) [284–287] being
implemented in Isight and selected for the given purpose. The oLHS technique uses a
statistical approach to generate samples of parameters for multidimensional distributions.
These are processed by a space-filling optimization algorithm which maximizes the
minimum distances between sample points in the design space. This leads to a reasonable
coverage and sampling of the design space which fits the objective of creating various
geometric designs. The design matrix resulting thereof contains n different combinations
of parameters which represent single executions or runs in the workflow.

For the given base models including their associated parameter set, these design matrices
are generated and fed into the automated geometry generation workflow. The created
geometry pools for each base model are shown in figure 6.2.

Although different model types are introduced and varied, the model variety can be
described as comparably small when extending the scope also to other fields of engineering.
The limitation to the aero engine context can reduce the overall application spectrum later.
This can lead to the conclusion that learning from this set can become too narrow-minded
with fewer capabilities to adapt to other structures. On the other hand, the aero engine
core design is not expected to change to a high extent either in considered development
time spans due to the fundamental working principles. Moreover, engineering experience
and judgment are also often related to the respective expert domain of the engineer, and
so the involved principal learning process is also comparably specialized. This approach
represents a conceptual strategy which suits these scenarios in this regard.

6.2.2. Simulation models

After having defined the geometry foundation, the next point on the agenda is the creation
of simulation models. In order to evaluate the influence of substructures, or of different
substructure idealization techniques respectively, different variants have to be studied,
similar to the model variants which have been part of section 5.1.6. Consequently, the
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(a) Set 1

(b) Set 2

(c) Set 3

Figure 6.2.: Model pool
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aim is to create a set of simulation models with various level of detail for a base CAD
model from the model pool.

Another top-level layer has been added to the transfer framework architecture illustrated
in figure 5.47 in section 5.4.1 for this purpose. Especially with respect to the generation
of large amounts of data, parallel and efficient computing is a crucial advantage or
even prerequisite. Based on this, the parallel environments introduced earlier have been
extended to deal with more tasks in this context, as shown in 6.3.
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Figure 6.3.: Simulation database process

Similar to the basis architecture, a major managing thread is orchestrating the steps
in the parallel environments and delegating the tasks. First, the recognition procedure
is initiated to gain information about the present model, which results in the known
recognition database. Based on the information contained in this database, the components
are guided to the specific respective process pipeline. This is where the first process
adaptation has been introduced. Additionally to the substructure analysis in the casing
related process, an investigation of technically possible representation techniques is
conducted. Each substructure i is therefore assigned with a feature vector xi (see table
5.2) and a set of values ri describing the possible idealization approaches.

From this set of potential simplification decisions, the full factorial DoE [284] parameter
variation approach yields nc

x combinations for the component x with

nc
x =

k∏
i=1

|ri| , with k = Number of substructures (6.1)

which are stored in a design matrix Dc
x where c denotes the relation to the components.

The subsequent simulation and objective of this approach requires a reference model
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which is represented by a fully featured and 3D variant, which is therefore added to Dc
x as

an additional entry. Extending the scope to assemblies containing multiple components,
which can be the target for simplifications leads to the assembly design combinations na

generated by the component variants nc
x for x ∈ Ca with Ca representing the components

which are part of the assembly a. The resulting combinations are stored in Da as the
assembly design matrix. Analogously to the component context, a reference row existing
in Da which contains the reference fully featured versions of the participating components.

Such designs of experiments, especially the full factorial sampling, are often leading
to a high number of evaluations in case of a high number of factors, thus often imply
computational effort and complexity which anew emphasizes the advantages of parallel
processing.

The next implemented parallel environment focuses on an efficient generation of the
nc
x simulation models based on Dc

x, so the creation of the standalone component models
Mx = {Mx

1 , . . . ,M
x
j } with j describing the respective design matrix row count and x

being one component of the assembly. After the design matrices for each component have
been processed, the resulting pool of the variants of all componentsMc = {M1, . . . ,Ml}
with l as number of assembly components depicts the basis for producing the assembly
models according to Da if an assembly context is given. The assembly variants are a
combination of the associated component representations from Mc. The approach of
building all component variants first to create a data pool allows the assembly process
to simply pick the corresponding parts thereof. This ensures that duplicate efforts
and processes are avoided, thus significantly improves performance. On account of the
recognition and knowledge aspect of the embedded processes, there is also sufficient
information at any time to combine and connect each participating model accordingly.
This is resulting in the model database Ma containing all assembly variants for a given
assembly. Based on this, the complete model database M is a combination of both
standalone component Mc and assembly models Ma of each CAD model. This database
is the starting point for the last group of parallel activities.

The automated process is also setting up a simulation task template for each simulation
model inM with regard to the goal of evaluating the model quality. In addition to this, the
process creates an executable file which initializes the CAE software, outputs the simulation
configuration file and directs it to the corresponding solver. This introduces comparably
simple process standalone capabilities. On the one hand, this offers the opportunity
to copy the folders containing simulation files and the executable for outsourcing the
simulation to multiple computers, and on the other hand already provides an interface
for local process automation. These execution files have been set up in an automated
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resource management framework and executed to produce the data.

6.2.3. Data setup

The simulation results are often unstructured, not directly accessible and involve un-
desirable amounts of data which affects data manageability. An automated procedure
has been developed which accesses and extracts desired information from the commonly
binary result files for this purpose and stores this information in a more accessible data
structure which fits the use case of this work.

The Hierarchical Data Format (HDF) structure, or HDF5 respectively, can offer signifi-
cant advantages and improvements. Besides providing fast and efficient I/O operations,
it allows storing n-dimensional data sets and also complex objects [288]. These data sets
can be set up in a clear hierarchy which allows easy access in downstream processes or
for appending information to an existing database. The advantage of common Comma-
Separated Values (CSV) files is the non-binary format, which allows uncomplicated
user evaluation and interaction. However, especially in big data situations, the manual
processing is comparably inefficient anyway, and so binary file formats as HDF5 do not
depict a significant drawback. Moreover, setting up a clear access structure or hierarchy
with CSV files is not recommended or only possible via additional text manipulations.
Structured Query Language (SQL) formats have advantages but contain a lot of overhead
which is not required in this context, and thus the performance disadvantage outweighs
its advantages. An I/O evaluation has been done to support the decision using a large
matrix and several runs with its averaged results are shown in figure 6.4
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Figure 6.4.: Evaluation of database formats

As a consequence of these considerations, the process extracts information required
for the modal analyses, as there are eigenvectors, eigenfrequencies, node positions and
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other values which could be useful for downstream use cases and stores it in separate
HDF files. The modal evaluation and comparison is then conducted using the contained
data. Each CAD model m is associated with Mm ⊂M which contains a single reference
model and a set of different variants. In this context, m could be either a single CAD
component of one assembly from the model pool or the assembly model itself. The
extracted modal results are therefore processed with the respective reference results
using the MAC for modal correlation and the corresponding eigenfrequency pairing and
comparison. All derived information is stored in the top-level database, which follows the
architectural scheme depicted in figure 6.5. In this scheme, i defines the base assembly,
k a variable for the assembly variants, l the components in assembly i and j an index
for the respective component variants. Similarly to previous introductions, c defines
the component context and a the assembly context. The model container provides two
different types of information. The simulation results, modal related values as well as
the correlated results make up one part thereof. The other part is including geometric
information as the assembly network and the feature vectors for each substructure of the
component.

Database

Assemblyi

Assembly

Varianta,ik

Model

Componentil

Variantc,(i,l)j

Model

Figure 6.5.: Database structure scheme

6.3. Process development

6.3.1. Strategy

The generated data set is now to be processed with the goal of a suitable type of knowledge
representation in mind. A lot of research and methods have emerged in this field of
Machine Learning. The related section 2.6, or more specifically 2.6.2, in the state-of-the-
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art chapter has already presented several approaches and techniques and also gave a hint
on the path chosen in this work.

The data which is the basis for the reasoning process here is highly contextual and implies
varying data formats and sizes. This is depicting either an obstacle for the algorithm
or an aspect which is extraordinarily hard to cope with. Especially from an assembly
perspective, the interconnections and relations between components and substructures are
significantly influencing the model characteristics, so are also contributing to the model
understanding. General and most common ML methods are built towards structured
and uniformly formatted data as in- and outputs, and therefore are not suitable for the
present circumstances. Sequential or recurrent algorithms and NN introduce the aspect
of context consideration by for example Long Short-Term Memory (LSTM) or Gated
Recurrent Unit (GRU) blocks [241, 242] which are additionally capable of considering
neighboring data. Most of their application scenarios target linear data sequences, which
does also not suit the present problem.

Throughout this work, many strategies and techniques have been leading to and
involving a graph representation. This aspect also suggests the use of so-called Graph
Neural Networks (GNN) as prototype for the knowledge representation. Graphs inherit
an explicit context information and are also able to store node or edge related attributes
in a structured form. Compared to common data vectors, tables or images, which are
technically matrices, or videos, which are a collection of images, graph representations
depict another type of data structure. In general, the matrices or sequences considered in
conventional ML approaches are fixed-size grid graphs while graph networks are often
occurring without a discrete form or a constant number of unsorted nodes, see figure 6.6.
Moreover, the nodes and links in the graph representation can involve a different type
with different attributes, while general matrices like images only consist of uniform nodes
and edges. This is one of the major advantages of GNN, and, based on this, they are
selected for the concept developed in this work.

(a) Image structure (b) Graph structure

Figure 6.6.: Data structures (after [260])
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6.3.2. Data stream

Consequently, the data has to be prepared and aggregated accordingly to enable a
consistent data stream for GNN applications. The database described in section 6.2.3 is
therefore further processed towards a graph-dedicated database.

The input data is composed of the set of component and assembly geometric variants.
Similar to the recognition network graph shown in chapter 4, the assembly is transformed
to a graph representation containing nodes which represent the bodies and links which
describe the component interfaces or connections. The component categorization within
this framework also assigns a first descriptive value to each node, introducing a node type
or nodal attribute respectively.

The level of detail of the graph is further elevated by exploiting the characteristics of
specific node categories. Bodies within the casing category can be further subdivided into
a set of substructures, thus a single node is transformed to a set of substructure nodes
which are interconnected as shown in figure 5.9 in section 5.1.3. The substructure analysis
further yields a vector containing information about each of the derived nodes. This
feature vector is assigned as the respective node attributes. In summary, these aspects
imply a general approach to node type categorization and also a more detailed node
description via attributes for separable structures within the graph.

Considering the output associated to these graphs, data for the model quality assessment
has already been processed towards a structured form in section 6.2.3. The modal
characteristics are central for this purpose with modes correlated by the MAC and their
respective eigenfrequencies. To reduce the method complexity in this work and to fit
common NN architectures, this data is to be condensed to a single expressive value as the
objective output. A point distribution scheme is introduced for this purpose, which is
assigning different weights and points to different criteria.

The number of correlated modes is the most crucial criterion since comparing non-
correlated eigenfrequencies does not yield a meaningful conclusion. A description of this
criterion is shown in the following:

M = |{(i, j) | MAC (i, j) > γ , ∀i ∈ ModesReference , ∀j ∈ ModesAnalysis}| (6.2)

With some modes being similar in their nature, the MAC can yield multiple and so
ambiguous potential mode correlations. An iterative approach is added to this basic
criterion to find and optimize best-fit correlation pairs.

A potential drawback of this approach is that idealized representations are sometimes
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not able to replicate the fully detailed modal behavior as a consequence of, for instance,
missing nodes in relevant geometric regions. For example, if a substructure is neglected
in a variant despite it being cardinal to a specific mode, the simplified representation is
understandably not able to rebuild this kind of mode, even if other model properties are
matching. This can imply that a mode which is indeed able to replicate the basic behavior
is not correlated accordingly, thus reduces the number of mapped eigenfrequencies for the
evaluation. Nevertheless, this effect can be attributed to the fundamentals of the approach
and requires additional consideration in the manual process as well, and therefore it is
not elaborated further in this concept development.

The eigenfrequencies derived for correlated modes are set in focus next. To reduce the
information associated with these, two different values are generated as depicted in figure
6.7 and described as follows:

Es = max (∆EF ) + |min(∆EF )| (6.3)

Ea = |∆EF | (6.4)
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Figure 6.7.: Eigenfrequency deviation values

Es describes the maximum span involved by the deviations to reveal outlier eigenfre-
quencies or inadequate model quality. Ea is a simple averaging value of the absolute
deviations and serves the purpose to provide a general conclusion about model matching
conditions.

These three values M , Es and Ea are the input to the point distribution principle
as shown in table 6.1. The points gathered thereof are then combined as described in
equation 6.5.

P =
(P1 + P2) ∗ P3

(3 + 3) ∗ 3
(6.5)
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Table 6.1.: Point distribution scheme

Ea P1

< 4% 3
< 8% 2
< 12% 1
≥ 12% 0

Es P2

< 5% 3
< 10% 2
< 15% 1
≥ 15% 0

M P3

> 30 3
> 20 2
> 15 1
≤ 15 0

As shown in this equation, the number of correlated modes M is strongly controlling the
objective value P . The reliability aspect of M which influences the other values Es and
Ea has been the reason for this definition. The resulting objective value P is normalized
and categorized in Pc to three different classes: good (green), acceptable (yellow) and
bad (red), see table 6.2.

Table 6.2.: Objective value category

P Pc

< 0.4
< 0.7
≥ 0.7

Finally, each graph derived from the input data is associated with this single objective
value, or class respectively. For reasons of comprehensibility, a schematic visualization of
this data structure and also database is shown in figure 6.8. The final dataset created
in this work contains ≈40 000 graphs derived from the executed simulations and can be
extended in a straightforward way for future research.

This data stream containing and combining both input and output data is directed to a
new database, which serves as direct input for subsequent applications. By using efficient
data structures and file formats, the data manageability has been improved drastically,
as visualized in figure 6.9. The approximated data flow of the simulation is creating a
vast amount of data, which is hard to handle and even complicated to store on the most
common computer configurations. A continuous data cleaning and aggregation process,
as described in section 6.2.3, is extracting necessary information and storing it in a highly
efficient structure and format, the simulation database, and so avoids disk space shortage.
By using several steps of extracting and compressing as shown on the horizontal axis of
figure 6.9, more intermediate interfaces for potential additional use cases are maintained.
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Feature vector

Figure 6.8.: Graph database scheme
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Figure 6.9.: Data extraction steps
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6.4. Application

The created data stream is connected to the input interfaces of the learning algorithms.
Compared to other fields of ML, Graph Neural Network open-source implementations
or applications are rare. The StellarGraph package [289], however, is one of the sources
to provide multiple methods for graph-based learning techniques. Most of the general
graph techniques, so also the applications of StellarGraph, are oriented more towards
classification tasks than regression tasks. This dominance of classification algorithms has
led to the decision to create a class-based objective value as described in the previous
section. The field of graph classification techniques can be further subdivided into three
major subcategories as there are node, edge and graph classification algorithms with the
node and edge related tasks being more widespread in the field of open-source graph
applications. With regard to this, the objective value defined and presented in this
approach is situated in the graph classification category.

The StellarGraph package contains two different methodologies, or neural networks, for
the classification of entire graphs. First, the implemented Graph Convolutional Network
(GCN) contains a model architecture which is derived from [290, 291]. The second
one, the Deep Graph Convolutional Neural Network (DGCNN), depicts an architecture
which stacks these GCN layers with reference to [292]. Another approach for GNN graph
classification has been published by Zhang et al. in [265] which has already been mentioned
in the dedicated state-of-the-art section 2.6.2. This thesis puts the focus on the application
of GNN as a conceptual demonstration and the presentation of a potential path towards
engineering and modeling guided by machine learning. Therefore, the presented available
methods are considered as state-of-the-art algorithms for this concept without expanding
the objectives of this work to the vast field of Graph Neural Networks.

The architectural setup of these three models have been adapted to fit the conditions
and data formats of the present use case. The connection of the datasets, learning models
and output streams is the starting point for the learning algorithms and processes.

The dataset generated in previous sections is split into three different chunks: training,
validation and test set. While the algorithm is trained on the training set, a simultaneous
evaluation and cross-validation is done with the validation set in each iteration to evaluate
and handle overfitting (see section 2.6.2). The test set serves the purpose of finally
evaluating the algorithm on so far unknown data. Additionally, dropout layers and weight
decay mechanisms ([241, pp. 118 sqq., pp. 258 sqq.]) are embedded in the neural network
and are proven countermeasures for overfitting issues. After an optimum is reached, the
trained network is applied to the test set to derive a final estimate of its performance.
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While the results of both GCN and DGCNN have not shown satisfactory capabilities
to learn from the given data, the Hierarchical Graph Pooling with Structure Learning
(HGP-SL) algorithm of Zhang et al. [265] indicates a convincing learning progress. In
order to optimize this learning process, different approaches to tune, trim and optimize
the model can be considered.

The first one is targeting the input data itself. To investigate the importance of a large
amount of information on the one hand, and on the other hand to detect data which
is perhaps negatively affecting the model accuracy, the nodal feature vector entries are
investigated in more detail. For this purpose, the input data stream has been reduced in
terms of feature vector entries, so node attributes from a graph perspective, in different
combinations and variants. The results of this investigation reveal a clear conclusion, as
shown in figure 6.10.
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Figure 6.10.: Feature vector studies

Figure 6.10 shows the accuracy trend of the GNN model over the epochs for the three
different configurations. The orange plot represents the training using only one entry of
the substructure feature vector: the representation or idealization method. The input
data for the blue plot additionally includes the substructure volume as an obvious factor
for substructure influence. The green plot is generated on the basis of the entire feature
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vector. The different ranges of the epoch numbers are occurring due to the early stopping
and patience functions of the algorithm, meaning that the training stops if a plateau in
accuracy is reached. A conclusion that can be drawn from this study is that the specific
feature vector entries play indeed a cardinal role, and that more than a simple volume
comparison is necessary for adequate estimations.

The next lever for tuning a model are the so-called hyper-parameters. Hyper-parameters
typically include all parameters which are part of the model architecture as for example
the number of neurons in layers, the learning rate and dropout ratios. In the HGP-SL
algorithm, additional parameters like the graph pooling setting are integrated. This
pooling parameter controls the pooling layer which serves the purpose to scale the
input size and improve generalization and performance as further described in [265]. To
optimize the model in this regard, a set of different hyper-parameter variation runs has
been conducted. Despite the feature vector length and the accuracy strictly speaking not
being hyper-parameters, they have been added for comprehensibility reasons to the result
in figure 6.11.

Entries LR Size Pooling Dropout Accuracy

Figure 6.11.: Hyper-parameter study results

The pooling ratio indicates a high influence on the learning capabilities of the used
GNN model in these studies. As mentioned previously, the pooling layer can improve
generalization capabilities and is likely to support the identification of nodes and node
relations in combination with the structure learning mechanism embedded in the HGP-SL
algorithm. With regard to the given data structure, this relates to the analysis of relations
between substructures, which is in turn matching the engineering way of thoughts.

A higher dropout ratio reveals a disadvantageous trend in the hyper-parameter studies.
The dropout layer is commonly introduced as a mean of countermeasure for overfitting
problems. Besides this, the used model also contains two other mechanisms to prevent
overfitting. The validation set is one of these mechanisms. In the optimum runs, both
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training and validation results achieve satisfactory levels even with a lower dropout
parameter, which confirms that suitable countermeasures against overfitting are in place.
Another integrated countermeasure is the so-called early stopping mechanism. This
prevents a model overfit by specifically targeting the validation error and stopping the
training process before the validation error starts to rise again [241, pp. 246 sqq.]. In some
evaluation runs, this mechanism has stopped the process prior to reaching the maximum
number of specified epochs. As a consequence, a higher dropout ratio appears to put too
much emphasis on countering overfitting besides the other mechanisms so that necessary
and significant information is lost which hinders a successful learning process.

The size of the layers has understandably a noticeable influence on computation time
and also on model capabilities. The conducted runs show that a smaller layer size seems
to be insufficient to properly handle the data and so the information complexity. On the
contrary, the learning rate shows no clear effect on the result.

After conducting these hyper-parameter studies, the result of the optimum run is
presented in table 6.3. As provided in this table, all three accuracy values show an
accuracy over ≈82%.

Table 6.3.: Accuracy results

Accuracy

Train Validation Test

0.848 0.820 0.821

Since the accuracy does not provide enough information to evaluate the quality of ML
algorithms in some cases, other evaluation metrics have emerged which account for false
positives, false negatives, or in other related terms precision and recall. The F-score
presented in section 2.6.2 is among these and considered for the evaluation in the given
context. This section also presented the different extensions to the F1 score for multi-class
problems: the micro and macro-oriented score. While the micro variant globally accounts
for the results, the macro evaluation calculates the metrics for each label and retrieves
the unweighted mean [248, 249]. The results of the evaluations using these metrics also
confirm a satisfactory model quality as shown in table 6.4.

The confusion matrix is another approach to visualize the results of the classification
and is often used for pointing out false positive and false negative candidates. In this
representation, the actual and true labels are put into contradiction to the predicted
labels. The terms false positives and false negatives are not directly applicable in the
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Table 6.4.: F1 score results

F1 score

Micro Macro

0.844 0.817

present context with the problem being non-binary. Nevertheless, the confusion matrix
can be extended to a multi-class domain, which is expected to create a useful qualitative
statement. The resulting confusion matrix is shown in figure 6.12 and proves the quality
of the model predictions in a visual way. As it can be derived from this figure, a high
percentage of each class is labeled correctly by the trained graph neural network.
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Figure 6.12.: Confusion matrix

The figure 6.13 is shown to create a more detailed overview of the simulation properties
and the model quality and contains the individual simulation runs in the dataset plotted
using the respective computational time and present number of DOF. The color coding,
so ∆, indicates the prediction error of the trained model. Normalizing both axes reveals a
correlation between computational time and the involved DOF, which can be explained by
their logical dependency in terms of computational complexity. However, different types
of element relations and formulations, as well as external influence factors, can affect the
computational time and result in the seen variance. As a conclusion from this figure, the
algorithm is able to predict the model quality to a satisfactory extent throughout the
entire design space with only minor deviations in some regions.

Assessing and classifying the quality of the trained GNN, or basically a trained NN, and
its results is not a straightforward task in general. A significant contributor to this problem
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Figure 6.13.: Dataset evaluation

is that an adequate reference is often not available, especially in more complex scenarios.
Despite the model achieving a comparably high accuracy of >80%, the relation to assess
if this accuracy level is sufficient is still missing. Other benchmarks of common GNN
applications, as for example done by Zhang et al. in [265], target use cases like enzyme or
protein classification on a graph data basis and range between approximately 69% to
85% in their accuracy. Consequently, the achieved accuracy is within a satisfactory range
in this context.

In many cases, the so-called Human-Level Performance (HLP) [241, p. 535] is considered
and used to put the result into context. The HLP is expected to achieve accuracy levels
of 95% or more in for example classical and standard image recognition tasks due to the
remarkable recognition abilities of the human. Nevertheless, the HLP can be assumed to
be lower in more complex engineering tasks, which include highly correlated phenomena
and complex physical characteristics. Regarding the problem tasks within this work, it is
complicated to define a level for the HLP. Estimating the influence of substructures on
complex assemblies depends on many aspects, thus depicts a difficult objective which is
also hard to measure. An engineer could be able to assess the objective value for a known
model, but predicting the correct label to a plethora of unknown simulation models is
expected to be rather difficult. Nonetheless, the aim of this part of the research has been
to showcase a conceptual approach to cope with the long-term memory in the engineering
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domain. The developed model could be used as recommendation system and as first
rough assessment of modeling decisions with the final decision being made by the engineer
or the engineering team itself, and by this significantly support the design process. In
lights of these considerations, the achieved accuracy is depicting a satisfactory result,
especially for the first estimate of substructure influence.
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7.1. Summary

For the conclusion of this work, a wrap-up is done first, which starts with moving back to
the objectives stated in the introduction. Due to common obstacles and hurdles on the
path towards more efficient processes, and by this towards a product development leading
to better competitiveness and more sophisticated products, the advantages of automation
also for engineering domains have been pointed out.

The scope of this work has been aligned towards this aspect by focusing on the
goal of automating the generation of a simulation model from a present geometric
model or system. The simulation model in this context is referring to a FEM model
for structural analyses with the FE approach being the current state-of-the-art in the
aero engine domain. Along with the complexity of a system comes the demand or
even requirement to introduce simplification assumptions to remain within reasonable
process and manageability boundaries and to provide capabilities to respond fast enough.
Consequently, idealization plays an important role in the development process, and
therefore has been defined as part of the goal for the automated process. To maintain
model integrity, boundary conditions which are present in the geometric system have to
be integrated in the simulation model as well.

Taking a more general perspective onto these goals has led to the fundamental challenges
in the design process involving visual aspects, short-term and long-term memory which
guide the involved manual tasks. To cope with these challenges, a strategy has been
developed which serves as a common thread to the described work and represents the
fundamentals for the built framework. This strategy comprises a set of approaches
digitally imitating the manual model analysis and interpretation which then guide the
manual model transfer, setup and assembly steps.

The major system analysis, often led by a visual inspection, results in identified
components and conditions and defines the next steps in the process. This aspect is
covered by the developed recognition framework, which combines different aspects and
logics to identify boundary conditions and categorize components. The focus of this
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framework is set on the entities whose recognition entails most benefits for structural
simulations in preliminary design phases. The information about the system gathered by
the recognition framework is collected in a database which serves as knowledge base for
the subsequent processes, therefore contributes to the digital version of the short-term
memory aspect.

Afterwards, the next steps in the developed strategy are dedicated to the transfer of
geometric entities to suitable FEM representations. The simplification criterion is part
of these steps, and its focus has been set on identified component categories in order to
avoid excessive effort in comparison to the benefits and a negative influence on process
robustness due to unreasonably forced genericness. For this reason, the focus has been
set on these categories which imply a sufficient potential for simplification due to their
common topology and allow specifically adapted and optimized workflows. Similar to
the recognition framework, the transfer strongly depends on visual analysis, which is
why this thought is also guiding the transfer process. Thin-walled casing structures
imply such a potential for reducing complexity by means of shell elements. To be able
to better access and work with a model, segmentation methods have been developed
and presented which are able to split a component into accessible substructures. These
can be analyzed separately, and, based on a set of implemented logics and values as the
feature vector, decisions regarding their simplification and representation in the final
FEM model are made. Similarly, a scanning process is integrated in the framework for
beam-like structures. The developed and automated methods for FEM model generation
can directly access the information derived from the geometric analysis, which allows
well-founded property setup. Final evaluations show that the automatically transferred
models can significantly decrease complexity while remaining within a reasonable model
quality tolerance.

After all process chains for the components have finished, an automated assembly process
is connecting the information from the single components and from the recognition
database about interfaces and boundary conditions. Based on this, the framework
automatically assembles the system and introduces appropriate simulation conditions.
The application section in this context shows that the process can still take long for the
execution of all processes, especially in complex scenarios. Setting that into contrast to
the manual process which is expected to take up to months or even years [9, 10], however,
emphasizes the use and benefits of the developed automated approach.

Nevertheless, increasing process efficiency is not the only advantage that is generated by
automating the process. In the last chapter, a conceptual approach has been developed and
presented to show the further use of automation for a wide range of newly emerging, data-
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driven methods. Based on parametric feature-based models, different sets of geometry
models have been created in an automated workflow. This geometry pool has been
processed by the developed framework within an efficient process architecture to create
simulation models with various level of detail. A data pipeline has been introduced which
allows managing a structured data flow and access for multiple purposes. The graph
neural network technique has been selected as a method to imitate the long-term memory
aspect by learning from this generated dataset about the influence of simplifications
or design in general on model quality. The data pipeline therefore creates a data pool
containing the model information converted to graph representations, which are assigned
with a criterion describing the achieved model quality. The results of the trained model
are promising and achieve a relatively high accuracy (≈82%) which has to be assessed in
relation to the human-level performance. This emphasizes the use case and prospects for
future research and applications.

In conclusion, this thesis has presented a strategy and developed methods and ap-
proaches to imitate and replicate the main common aspects of the design process which are
visual analysis, manual steps and engineering expertise. These methods can significantly
reduce the manual tasks, increase process efficiency and performance while also providing
the capabilities to build a comprehensive knowledge base, which can be beneficial for
future design iterations in the form of a, for example, recommendation system. Moreover,
the process is introducing a multitude of interfaces at several process steps for extracting
information and allows combining geometric to simulation entities, thus to simulation
results, or modularizing specific simulation conditions and steps.

7.2. Outlook

Extending the scope of the developed framework would imply more automation potential
and more interfaces for the entire development process. In lights of these considerations,
the recognition framework has been set up in a modular way so that additional recognition
categories and entities can be integrated easily. For example, installation and auxiliary
components as oil pipes represent further potential entities of interest for the development.
The CAE transfer of these structures could also be outsourced to a specifically adapted
workflow, which introduces optimized adaption and modification processes. This idea
has been investigated in the scope of this work what lead to topics like curve or point
cloud discretization, analysis and skeleton retrieval, so also to research works as [293–301].
This also shows the usability of the developed approach and its created interfaces for
interdisciplinary and multi-objective collaboration and integration.
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Regarding an artificial system understanding aspect, the identification of the rotary
systems in the aero engine could be the starting point for supplemental higher-level
recognition tasks. The identified rotors imply information about compressor and turbine
sections. Point cloud sampling and projection could reveal these two rotor sections, which
could be separated by identifying both of the resulting clusters. Based on the rotor
and the identified segment type, so for example the turbine section of the high-pressure
rotor, temperature and pressure fields could be interpolated in reference to the associated
rotor discs. This would depict an additional step towards system understanding and
recognition while providing further-reaching boundary condition information which could
be transferred to the opposing casings.

Methods from the field of computer science, graphics or similar which pursue the
intention to identify and subdivide shapes, or specifically 3D models, as described in
section 2.5 (for further reference see [62, 65–72, 74–76, 302–319]) share a similarity to
the visual analysis of a CAD model done by an engineer. However, available methods
provided by [67, 68, 73, 305] have been tested for this purpose in the course of this
research and proven as rather unsuitable in terms of general configurations or have not
led to the satisfactory results. Despite this, the general idea implied in this methodology
is connected to a plethora of use cases within the context of this work, and therefore
implies attractive research fields for future works.

Introducing simplification and abstraction processes and maintaining a model quality
which is accurate enough for the intended purposes can become a task which is difficult to
accomplish, also for experienced and skilled analysts. In many cases, trimming and tuning
a model is necessary to improve the achieved quality and to match the desired model
characteristics. The developed automated process provides and creates many interfaces
to simulation properties which could be directly used for the so-called model updating.
Hardenberg et al. [283] for example presents an approach to model updating and tuning
using FE parameters which could be provided by the framework presented in this thesis
in an automated way.

Additionally, the field of knowledge base generation and learning can be identified as a
region of interest for further research. The graph-related learning approach presented in
this work can be extended for example. Apart from the node attributes which have been
assigned with the feature vector, some graph methods can also account for edge attributes
which could incorporate information about mutual distances, interface types or general
data about the present boundary conditions as for example flange properties. Moreover,
expanding the data pool for the model training is a potential improvement to almost all
data-driven technologies, so also in this context. A larger model set containing a higher
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variety of models will certainly influence the meaningfulness of the drawn conclusion in a
positive way. A larger model set, however, would also recommend a high-performance
computing environment, like cloud computing, for which the developed method would
already be suitable. Regarding the evaluation of the accuracy itself, a confidence criteria
would be advantageous to assess the prediction in a more production-related context. The
predicted values within the last layer of the neural network which depict the input to the
softmax classification could be investigated to build such a confidence value.

The presented strategy in combination with this suggested set of next steps has the
potential to be of very great value for data-driven, innovative and efficient future design
processes.
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A. Appendix

A.1. Algorithms

Algorithm A.1 Body pairs analysis
Require: Set of assembly bodies B, Distance tolerance ϵ
Ensure: Set of body pairs PB
1: PB ← {}
2: for Bi, Bj ∈ B with i ̸= j do
3: if BBox.Distance(Bi, Bj) > ϵ then
4: continue
5: if CBox.Distance(Bi, Bj) > ϵ then
6: continue
7: if Distance(Bi, Bj) > ϵ then
8: continue
9: PB ← PB ∪ {(Bi, Bj)}

10: return PB
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Algorithm A.2 Rear face crawler
Require: Flange face FF , Body B with set of faces FB, Maximum

thickness τ
Ensure: Set of flange rear faces FR

1: FR ← {}
2: for F ∈ FB with F ̸= FF do
3: if Type(F ) ̸= planar or
4: Normal(F ) ∦ Normal(FF ) or
5: DistanceFiltering(F, FF ) > τ then
6: continue
7: P1, P2 ← Points of closest distance
8: if

−−−→
P1P2 ∦ Normal(FF ) then

9: continue
10: H ← RayTracing(P1,

−−−→
P1P2, B)

11: if |H| > 2 then
12: continue
13: FR ← FR ∪ {F}
14: return FR

Algorithm A.3 Casing categorization
Require: Bodies B, Ratio parameter γ, Beam structures BB, Compo-

nent axis vcomp

Ensure: Set of casing components BC
1: B ← B − BB
2: BC ← {}
3: for B ∈ B do
4: x, r, ϕ← CBox(B)
5: if ϕ ≤ 2π then
6: BP ← {Bi | Bi =̂ CounterPart(B) ∪ FlangeBetween(B,Bi)

∀Bi ∈ B}
7: if |BP | = {} then
8: continue
9: AO = 0

10: for F ∈ Faces(B) do
11: if Type(F ) ∈ {planar,cylindrical,conical,revolved} and

Axis(F ) || vcomp then
12: AO += Area(F )

13: if AO ≥ γ∗ Area(B) then
14: BC ← BC ∪ {B}
15: return BC
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Algorithm A.4 Silhouette filtering
Require: Faces F of Body, Center axis v
Ensure: Set of silhouettes S
1: S ← {}
2: for all f ∈ F do
3: if Type(f) ∈ {cylindrical,conical,revolved,swept} then
4: if IsCollinear(Axis(f),v) then
5: S ← S ∪ Projection(f)
6: else if Type(f) is Planar then
7: if Axis(f) || v then
8: c← CBox(f)
9: S ← S ∪ Projection(c)

10: return S

Algorithm A.5 Contour extension
Require: Voronoi vertices PV , Graph G, Set of contour splines S
Ensure: Set of contour extensions Lext
1: TV ← KDTree(PV )
2: TG ← KDTree(Nodes(G))
3: Lext ← {}
4: for all p ∈ LeafNodes(G) do
5: pstart ← p
6: Pvisited ← {pstart}
7: pV ← TV .Closest(pstart)
8: pi ← TG.Closest(pV )
9: if ∄G.Path(pstart, pi) then

10: continue
11: Pvisited ← Pvisited ∪G.Path(pstart, pi)
12: pstart ← pi
13: Pn ← G.Neighbors(pstart)− Pvisited
14: pnext ← Pn(0)
15: while (pstart, pnext) ∈ S do
16: Pvisited ← Pvisited ∪ {pnext}
17: pstart ← pnext
18: Pn ← G.Neighbors(pstart)− Pvisited
19: pnext ← Pn(0)
20: Lext ← Lext ∪ {(pnext, pstart)}
21: return Lext
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Algorithm A.6 Polygon adaption
Require: Boundary curves CB, Points PP,i of path i
Ensure: Updated points PP,i for path i
1: A← Dictionary()
2: for all p ∈ PP,i do
3: Cp ← ClosestLines(p, CB)
4: A(p)← Cp
5: O ← CountOccurencesOfCurves(A, CB)
6: A ← FilterMostCommonCurves(A,O)
7: Ar ← {}
8: for all c ∈ O do
9: Pc ← PointsAssociatedWith(c,A)

10: S ← Segments(Pc)
11: for all Sj ⊂ S do
12: if |Sj | > 1 then
13: Ar ← Ar ∪ {(c,Sj)}
14: for all (c,S) ∈ Ar do
15: pmin ← p : min∀p∈S r(p)
16: l← LineFromPointAndVector(pmin, c)
17: Pproj ← ProjectPointsToLine(S, l)
18: PP,i ← Replace(Pproj)
19: return PP
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